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ABSTRACT OF THE DISSERTATION

Storing, Retrieving, and Processing Updates: A Timeliness Perspective

by VISHAKHA RAMANI

Dissertation Director: Prof. Roy D. Yates

Time-critical applications, such as virtual reality and cyber-physical systems, require not only

low end-to-end latency, but also the timely delivery of information. While high-speed Ethernet

adoption has reduced interconnect fabric latency, bottlenecks persist in data storage, retrieval, and

processing. This work examines status updating systems where sources generate time-stamped

updates that are stored in memory, and readers fulfill client requests by accessing these stored

updates. Clients then utilize the retrieved updates for further computations.

The asynchronous interaction between writers and readers presents challenges, including: (i) the

potential for readers to encounter stale updates due to temporal disparities between the writing and

reading processes, (ii) the necessity to synchronize writers and readers to prevent race conditions,

and (iii) the imperative for clients to process and deliver updates within strict temporal constraints.

In the first part, we study optimal reading policies in both discrete and continuous time domains

to minimize the Age of Information (AoI) of source updates at the client. One of the main

contributions of this part includes showing that lazy reading is timely. In the second part, we analyze

the impact of synchronization primitives on update timeliness in a packet forwarding scenario, where

location updates are written to a shared routing table, and application updates read from it to ensure

correct delivery. Our theoretical and experimental results show that using a lock-based primitive

is suitable for timely application update delivery at higher location update rates, while a lock-free

mechanism is more effective at lower rates. The final part focuses on optimizing update processing
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when updates require multiple sequential computational steps. We compare the age performance

across a multitude of pipelined and parallel server models and characterize the age-power trade-off

in these models. Additionally, our analysis reveals that synchronous sequential processing is more

conducive to timely update processing than asynchronous methods, and that parallel processing

outperforms pipeline services in terms of AoI.
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0 ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.2 Plot of optimal threshold Y
⇤
0 as a function of probability p of source update publi-

cation in a slot, with a fixed sampling cost c. . . . . . . . . . . . . . . . . . . . . . 47

3.3 Comparison of optimal average cost g and the corresponding lower bound (LB)
as a function of probability p of source update publication in a slot, with a fixed
sampling cost c. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.3.1 Discrete-time Markov Chain for the policy in which the Reader reads in every slot. 71

4.3.2 Age evolution of update stored in the memory. . . . . . . . . . . . . . . . . . . . . 73

xvi



4.3.3 Embedded Markov Chain for threshold in h policy (for clarity only transitions out
of and into state 1 are shown and transitions in and out of other states are omitted). 74

4.4.1 Average cost of heuristic policies (ASP, PR, and FW) as a function of the source
update arrival probability p, compared to the optimal policy when the memory state
is known (Lower Bound). The plots illustrate the impact of sampling costs: (a)
c = 1 and (b) c = 10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.1.1 A writer updates shared database with information fetched from two external
sources. A decision process (DP) requests a reader process to read the pair of
source updates from the memory. Monitors that track the age of source 1 and 2
updates in the memory are denoted •(1) and •(2) respectively; •(x̂(t)) tracks the
age of max-age process in the memory, •(y(t)) tracks the age of sampled max-age
process, and •(z(t)) tracks the age of computed decision updates at the external
monitor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.2.1 Example AoI evolution of the max-age process x̂(t) at the memory, the sampled max-age
process y(t) with lazy sampling at the input to the DP, and the age process z(t) at the
monitor. The DP reader samples updates from the memory at times ⌧1, ⌧2, . . ., marked by H.
Yi is the sampling period for sample i, Ti is the computation time for decision update based
on sample i� 1, and Wi is the waiting time to get the i

th sample. . . . . . . . . . . . . . 93

5.3.1 The SHS transition/reset maps and Markov chain for the update age in the shared
memory. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.3.2 Average age of max-age process x̂(t) in the memory. For a fixed updating load, we
vary ↵ with ⇢1 = ↵⇢ and ⇢2 = (1� ↵)⇢. . . . . . . . . . . . . . . . . . . . . . . 96

5.5.1 Average age at the monitor vs the sampling rate � for the �-minimum policy for
different distribution of computation time T . Total offered load by source updates is
⇢ = 1, with ⇢1 = ⇢2 = 0.5. Notice that � = 1 is the zero-wait computation policy. . 102

6.1.1 Packet forwarding application with mobile users . . . . . . . . . . . . . . . . . . . 107

6.2.1 SHS Markov chain for (a) RCU mechanism and for (b) RWL mechanism. . . . . 110

6.3.1 AoI at mobile client when using RCU preemption (rcu -p) and RWL preemption
(rwl-p) as a function of normalized write request rate ⇢̂ = �̂/µ̂, against different
values of normalized read rate � = �/µ̂ and �RCU = 10 with (a) �RWL = 1, and (b)
�RWL = 10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

xvii



6.3.2 Probability that an app update arriving at router is delivered correctly when �RCU =
10 and when (a) �RWL = 1 and (b) �RWL = 10. . . . . . . . . . . . . . . . . . . . . 121

6.3.3 AoI performance with and without preemption for (a) RCU with �RCU = 10, and
(b) RWL with �RWL = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

6.3.4 AoI at memory when �RCU = 10 and �RWL = 1. . . . . . . . . . . . . . . . . . . . 123

7.2.1 Packet forwarding testbed: The Source machine emulates the app update sender and
receivers as well as their location update senders. In the Forwarder, the FIB stores
the key-value pair as user ID (101, 102, . . . ) and address tuple while the control and
data processes contend for FIB access. . . . . . . . . . . . . . . . . . . . . . . . . 127

7.3.1 Baseline experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

7.3.2 Average app update age for each user for sending rate 10 Mpps when RWL is used. 131

7.3.3 Results from packet forwarding testbed (Fig. 7.2.1) with control/data Rx ring sizes
= 64, data tx ring size = 1024. The plots depict age performance of Read-Copy-
Update (RCU) and Readers-Writer Lock (RWL) as a function of the sending rate R
Mpps. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

8.2.1 Memoryless RCU model: On behalf of an external source, a writer updates the shared
memory at rate ↵ with timestamped updates, denoted by timestamps t1, t2, . . .. Read
requests R1, R2, . . . , Rm access the version of the source update with the freshest
timestamp. These read requests are generated at rate � and have a mean read time
of 1/µ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

8.2.2 Example evolution of age at shared memory in the unconstrained write model.
Updates are published in memory at times marked H. . . . . . . . . . . . . . . . . 138

8.3.1 An example of the RCU read/write process (upper timeline) and the sample age
evolution (shown only for illustration purpose) of update in memory (lower time-
line). In the upper timeline: green triangles mark arrivals of read requests that finish
before the next update is published; red triangles mark those reads that establish
a grace period by holding a read lock after the next update is published; the red
intervals beneath the upper timeline show the service times of such readers; the
red arrows above the upper timeline (with labels ⇤k, ⇤2 and ⇤1) identify the grace
periods of updates k, 2, and 1 that are active at time t. . . . . . . . . . . . . . . . 140

8.4.1 (a) Memory footprint in RCU as a function of read arrival rate �. (b) Trade-off
between the average age � and E[N ] as a function of writing rate ↵. In both (a)
and (b), the read service rate is µ = 1. . . . . . . . . . . . . . . . . . . . . . . . . 144

xviii



8.4.2 (a) The expected number of active updates are written at rate ↵. The black, blue
and red curves are when �/µ = 10, �/µ = 5, and �/µ = 1 respectively; the read
service rate is µ = 1. (b) Zoomed in version of (a). . . . . . . . . . . . . . . . . . 145

9.3.1 The SHS transition maps and Markov Chain corresponding to M/M/1/2⇤ model. . 156

9.3.2 The SHS transition maps and Markov Chain corresponding to M/M/1/1 model. . 158

9.3.3 The SHS transition maps and Markov chain corresponding to Synchronous Sequen-
tial Servers (SSS) model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

9.4.1 The SHS transition maps and Markov Chain corresponding to Parallel Sequential
Synchronous Service (P-SSS) model. . . . . . . . . . . . . . . . . . . . . . . . . . 163

9.4.2 The SHS transition maps and Markov Chain corresponding to Parallel Coordinated
Alternating Freshness (P-CAF) model. . . . . . . . . . . . . . . . . . . . . . . . . 167

9.4.3 The SHS transition maps and Markov Chain corresponding to Parallel Shared
Intermediate Update (P-SIU) model. . . . . . . . . . . . . . . . . . . . . . . . . . 169

9.5.1 Plot of objective function of constrained optimization as a function of ⇢. Here
P = 8,E[C] = 1, and ↵ = 5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

9.5.2 Optimal age �(µ⇤
2, ⇢

⇤) for servers in series and parallel setups under power con-
straint P . Here, ↵ = 5 and, E[C] = 1. . . . . . . . . . . . . . . . . . . . . . . . . 174

xix



xx



Part I

Introduction

1



2

CHAPTER 1

TIMELINESS IN DISTRIBUTED SYSTEMS

1.1 Age-of-Information (AoI) as a Network Performance Metric

Emerging time-critical applications, including Autonomous Vehicles, Augmented Reality (AR),

Virtual Reality (VR), remote telesurgery, and multi-player cloud gaming, have a common Quality-of-

Service (QoS) requirement: The information received needs to be fresh at the concerned destination.

For example, in autonomous vehicle systems, vehicles share their position and velocity status

information with each other. In an urban setting, a vehicle traveling at a typical speed of 36

kilometers per hour moves approximately 1 centimeter in 1 millisecond. This implies that if a

vehicle receives information about the position of a nearby vehicle with a delay of 1 millisecond,

it would still have a fairly accurate idea of the nearby vehicle’s position within 1 centimeter.

Information received with a larger delay leads to the vehicle having outdated status information,

leading to more position uncertainty of the nearby vehicle.

In VR systems, user actions are detected by sensors, processed by the system, and translated

into corresponding visual feedback that is rendered and perceived by the user via a Head-Mounted

Display (HMD). Timely frame updates ensure that the displayed environment accurately reflects the

user’s movements and interactions.

In the aforementioned applications, it is crucial to note that sending information either too

often or too infrequently can be detrimental. Increasing the frequency of messages puts a load on

the network which is limited by available bandwidth. While the effect of a single vehicle may be

negligible, many vehicles, especially in an urban setting, exchanging information at an excessive

message rate can create significant network congestion. In a VR setup, if the display time on a

Head-Mounted Display (HMD) is less than 15ms i.e. each frame of the virtual environment is being

updated at a rate faster than 60 frames per second (fps), the frames become useless since the human
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brain cannot distinguish between consecutive frames at such a high frequency1. Conversely, we

also observed that reducing the information rate can lead to the recipient having unnecessarily stale

information due to a lack of frequent updates leading to faulty safety maneuvers by an autonomous

vehicle, or motion sickness in VR scenario.

The nature of these applications underscores the need to adapt the source rate of status messages

to an optimal operating point. This concept lies at the core of timely updating [2]. The study of

timely updating uses a consistent model: a source generates time-stamped status update messages

that traverse a communication system before reaching a monitor. The objective of real-time status

updating is to maximize the timeliness of the relevant status information at each monitor [3]. This

focus on real-time updating led to the introduction of Age of Information (AoI) performance metric

that describes the timeliness of a monitor’s knowledge of an entity or process [4]. An update bearing

a timestamp u is characterized by its age denoted as � = t�u at a time t � u. A monitor receiving

a stream of updates has age process �(t) = t � u(t) when u(t) is the time-stamp of the most

recently received update. The concept of age signifies the elapsed time since the last update was

received at the monitor, indicating that freshness diminishes as age increases.

Since the introduction of AoI in the seminal paper by Kaul et al. [3], numerous studies

have focused on addressing the timeliness of status updates in various queues and networks,

presenting new analytical models and tools for age analysis, and utilizing age-based QoS metrics

for applications such as mobile cloud gaming, caching, and learning. For a comprehensive review

of AoI advancements, readers are encouraged to consult the surveys by Yates et al. [4] and Kosta et

al. [5], as well as the references therein.

1.2 Introduction to Producer-Consumer Paradigm

At the core of many distributed systems and software architectures lies a classic concurrent program-

ming design pattern – the producer-consumer paradigm [6]. In this paradigm, there are typically

two main entities: producers and consumers. Producers generate data or events and push them
1Research indicates that the human brain’s visual system can reliably extract conceptual information from visual

input within a minimum viewing time of approximately 15ms [1].



4

into a shared space. Consumers, on the other hand, retrieve data or events from this shared space

and process them asynchronously. This model of interaction fosters loose coupling among system

components, allowing components to interact without having to be aware of each other’s existence or

state at the time of communication. This concept of producer-consumer paradigm and the concurrent

execution of concerned entities is applicable across both single-node and multi-node systems as

well as to a myriad of applications, spanning domains such as autonomous vehicles, online gaming,

industrial automation, packet routing, flight control systems, financial trading platforms etc.

Such decoupling affords several notable advantages. First, it ensures failure isolation, as faults

within one component are contained and prevented from propagating to others, thereby enhancing

system resilience. In addition, the paradigm promotes flexibility, enabling independent modifications

to producers or consumers without disrupting the functionality of the counterpart. The model also

supports scalability by allowing multiple producers and consumers to operate in parallel, facilitating

horizontal scaling to accommodate increased workload. Furthermore, asynchronous communication

inherent in this paradigm can reduce latency by permitting producers to continue generating data

without waiting for immediate consumer processing [7].

Here, application logic is decomposed into smaller modules and each module independently

focuses on specific tasks. For an application running on a single-node multi-processor system, pro-

ducers and consumers constitute concurrently running processes. For example, in real-time gaming,

various game aspects such as input processing, physics simulation, rendering, and networking are

handled by different processors on the gaming machine. The input processing module acts as a

producer, broadcasting player actions (e.g., keyboard inputs, mouse clicks) to consumer processes

responsible for updating the game world, triggering animations, and handling player interactions

[8].

In a distributed system with multiple multicore nodes, producers and consumers are spread

across different machines, necessitating network access for communication [9]. For instance,

suppose we have a large dataset consisting of millions of documents, and we want to perform

word count analysis on these documents. We can use MapReduce [10] to distribute the workload
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across multiple nodes in a distributed system. During the Map phase, each node acts as a producer,

extracting words from documents and emitting intermediate key-value pairs (word, 1). These pairs

are then shuffled, sorted, and consumed by reducer nodes in the Reduce phase, where each node

acts as a consumer. The reducers aggregate the word counts and produce the final output [11, 10].

1.2.1 Communication between Producers and Consumers

This producer-consumer paradigm, while beneficial for improving compute performance, also

carries a significant communication overhead between concurrently running, decoupled modules.

In distributed computing, two primary communication models have been explored: the message

passing model and the shared memory model [12, 13]. In the message passing model, we envision

a network where processors are distributed across nodes and interconnected by reliable commu-

nication channels that maintain message integrity. Processes communicate via send and receive

primitives, akin to TCP-like protocols found in modern networks. In the alternative shared memory

model, communication is based on abstraction of a hardware shared memory in which processors

communicate by writing and reading to shared registers [14].

This communication between processes is known as Inter-Process Communication (IPC). There

is no clear consensus on the optimal IPC method for applications. Each model possesses its own

advantages, benefiting algorithms in distinct ways [13]. Interestingly, despite their differences, it has

been demonstrated that the message-passing and shared-memory models are equivalent, suggesting

that one model can simulate the other [12]. Whether through a message passing mechanism where

updates are pushed to a queue and consumers pull the update from the queue, or a memory-based

mechanism where updates are written to and read from a shared memory location, the overall

idea of the producer-distribution-consumer model remains consistent: storing data from producers,

retrieving, and processing it on consumers.

There have been many studies on the impact of IPC mechanisms on the throughput and latency

of an application [15, 16, 17, 18], however, with respect to status updating systems, the bottlenecks

introduced through these mechanisms on timely storing, retrieving and processing of data have been
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largely unexplored. This thesis aims to identify these bottlenecks, how they affect the timeliness

in status updating systems, and propose optimization strategies for these systems based on a

comprehensive understanding of these bottlenecks. While the impact of each IPC mechanism on

the timeliness can inspire individual thesis as each mechanism engenders a separate system model

to study, in this thesis our focus is on memory as an IPC choice. For our work, the memory based

IPC is an abstraction that represents hardware shared memory if an application is running on a

single node multi-processor machine. It also represents software distributed shared memory if an

application is spread across multiple nodes.

1.3 Timeliness in Shared Memory Systems

In the burgeoning field of AoI, this thesis aims to address a significant gap in AoI research by

investigating timeliness in storing, retrieving and processing of updates in a producer-consumer

systems using shared memory as a means of information dissemination. In this work, we focus on a

class of system (see Fig. 1.1) in which a source generates time-stamped updates (i.e., measurements

of a random process of interest representing some real-world phenomenon) and a shared data

structure stores these updates2. Going forward, we refer to the shared data structure as shared

memory, or simply as memory. In this setup, a Writer queries fresh measurements from the source

or sensor to update the memory, while a Reader satisfies clients’ requests for these measurements

by accessing the memory. We define a client as an entity that utilizes the source updates to perform

computations. The computed updates are then transmitted to a monitor. Notably, the client can

either coincide with the Reader, operating within a single process, or exist as a separate process. In

such systems, a source-writer pair is the producer while the reader-client pair is a consumer.

As shown in Fig. 1.1, age process x(t) is the age of a data item (update) in the memory and it

describes how fresh an update in the memory is with respect to the real world. The Reader generates

an age process y(t) at the input to the client as it receives samples of the updates published in the

memory. Thus, y(t) describes how fresh the update with the client is with respect to the update in
2The concurrent data structures usually reside in shared memory that is an abstract storage environment.
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Figure 1.1: A writer updates memory based on the update received from source. A client requests
the Reader process to read the source updates from the memory. The source update publication
in the memory generates age process x(t), and the update sampling by the Reader generates age
process y(t) at the client input. The computation delay at client generates age process z(t) of the
processed update.

the memory. Ideally, both the updates in the memory and those received by the client should offer

a timely representation of the real world. Consequently, there are measures that can be taken to

minimize the age in memory, ensuring that updates are as fresh as possible when stored. Similarly,

efforts can be made to minimize the age at the client, ensuring that the client receives updates

promptly after they are published in the memory.

However, the asynchronous nature of reader-writer interactions within memory systems in-

troduces significant challenges. First, optimizing readers’ memory accesses is crucial for timely

processing of source updates. Readers may only become aware of fresher updates in the mem-

ory when they choose to query it. Second, the memory access process must be regulated by a

synchronization method between readers and writers to prevent race conditions. Without proper

synchronization, simultaneous access by multiple readers or writers may lead to data corruption or

inconsistent states within the memory.

Furthermore, these issues are coupled. Consider two widely used synchronization primitives:

lock-based primitive Readers-Writer Lock (RWL) [19, 20] and lock-less primitive Read-Copy-

Update (RCU) [21]. RWL enforces mutual exclusion between readers and writers. This means

that while multiple readers can access data concurrently, writers require exclusive access, thereby

ensuring that updates are written in place. On the other hand, RCU provides non-blocking access to

readers. Writers, instead of directly modifying the current data in the memory, create a copy and

apply modifications to the copy. This mechanism allows readers to continue accessing the original
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data without waiting for the writer to finish updating.

Ideally, we could minimize x(t), the age of updates in memory, by writing too frequently.

However, this approach would lead to readers getting blocked if RWL is used, resulting in increased

age y(t) at the client. Even with RCU, frequent writing could lead to readers reading stale copies,

potentially resulting in incorrect computations on the client side. Moreover, using RCU may result

in the creation of multiple versions of updates, minimizing x(t) but increasing memory usage. On

the other hand, one could attempt to minimize y(t), the age of updates at the client, by reading

memory frequently, but with RWL, this may block the writer from writing fresh source updates,

increasing x(t). Even with RCU, frequent reading does not guarantee that the freshest update will

be read as the writer could be in the process of writing a new update, resulting in compute resource

waste.

As such, there is a single question that forms the core of the most part of the thesis:

‘How can we minimize the age processes x(t) and y(t)?’

As discussed, the answer to this question depends on the type of synchronization primitive used

and the policy employed by the Reader to sample the memory. Accordingly, the first five chapters,

specifically Chapters 3 - 8, can be broadly categorized under two research themes: the development

of optimal policies for timely memory sampling (Part II), and the impact of synchronization

primitives, specifically RCU and RWL, on AoI (Part III).

Finally, we acknowledge that the system model depicted in Fig. 1.1 represents the simplest form

of memory systems, but in practice, there can be various flavors of such systems. The real-world

systems often entail multiple sources and readers, where each source update is associated with a

particular Reader. Multiple reader scenarios resemble multiple access channels, where readers must

take turns and share access to memory, adhering to various constraints. However, the crux of the

issue in these systems lies in reader-writer contention. Even with a single reader, reader-writer

contention remains a fundamental problem that has not received extensive exploration in the Age of

Information (AoI) literature.

Additionally, practical systems may involve a “preparation time” that the source requires to
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produce or deliver an update in response to a writer’s query. However, to focus on the impact of

shared memory, we make the assumption throughout this work that preparation times are negligible.

Consequently, the writer receives fresh (zero age) updates from the source. We refer to such a

source and writer as “tightly coupled”. We now give an overview of the first two research themes of

this thesis.

1.4 Research Theme 1: Optimizing Memory Access

In this area of research, our focus is on developing optimal policies for memory access when

readers have unrestricted access to the memory. This means allowing the Reader to read whenever it

chooses, without any restrictions imposed by synchronization primitives. We start with the simplest

case in Chapter 3, where we consider a discrete-time slotted system, and assume that the Reader

is notified when an update is published in the memory, enabling the Reader to know the update

age in the memory. At each time slot, the Reader determines whether to access the memory and

read a source update. We consider a scenario where a non-negative fixed cost c is associated with

reading the memory during each time slot. We formulate a discrete-time decision problem to find a

sampling policy that minimizes average cost comprising age at the client and the cost incurred due

to sampling. We establish that an optimal policy is a stationary and deterministic threshold-type

policy, and subsequently derive optimal threshold and the corresponding optimal average cost.

In Chapter 4, we extend the study in Chapter 3 by analysing the model where Reader is unaware

of the memory state. We develop and analyse various heuristic algorithms that provide practical

solutions in scenarios where the memory state is unknown. We will see that the performance of

heuristics can approach the lower bound (known-state average cost) under certain conditions, such

as low sampling costs, or high source update probability in the memory.

Chapter 5 focuses on the optimization of client operations within a continuous-time system.

Here, the client, termed as a Decision Process (DP), is tasked with deriving a decision update from

a pair of source updates, which it then delivers to the monitor. The main goal is to minimize the age

of this decision update at the client’s output, represented by the age process z(t) in Fig. 1.1. We first
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analyze the stationary expected age both at the input and output of the DP, denoted by E[y(t)] and

E[z(t)], respectively. We show that a lazy computation policy in which the DP may sit idle before

computing its next decision update can reduce the average AoI at the monitor even though the DP

exerts no control over the generation of source updates. In this policy, the DP Reader, responsible

for fetching source updates for the DP, decides to read after a random time T , representing the DP’s

computation time. Subsequently, it may choose to wait for a time W � 0 before fetching the next

sample from memory. In this work, the Reader operates without knowledge of the update age in

memory, and as such the Reader’s inter-sample times are independent of the age process in the

shared memory, forming a renewal process. The rationale behind the optimality of lazy sampling

lies in its ability to mitigate the detrimental impact of high-variance computation times T on the

sampling policy employed by the DP Reader.

1.5 Research Theme 2: Impact of Synchronization Primitives on AoI

In the second part of this thesis, we consider a conventional packet forwarder node which is a shared

memory multiprocessor machine running a high speed packet processing software that provides

classical routing and switching functionalities [22]. The packet forwarder maintains a Forwarding

Information Base (FIB), a shared data structure accessed by both readers and writers. When the

user moves, it sends its new address (location update) to the packet forwarder, and so the Writer

is a process that writes location updates in the FIB. An application server sends “app updates” to

the mobile terminal via the forwarder. Arriving app updates at forwarder are addressed (by reading

the FIB) and forwarded to the mobile terminal. If a FIB read returns an outdated address, the

misaddressed app update is lost in transit.

Usually, concurrent access to the FIB is protected by one of the two fundamental synchronization

primitives — Read-Copy-Update (RCU) or Readers-Writer Lock (RWL). With RWL, old location

update will be read if an app update addressing has locked out the Writer with a newer location

update. With RCU, app update addressing will be incorrect if the Writer is in process of writing

a new location update. The misaddressed app updates are never received at the mobile terminal,
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thereby increasing the age of app updates at the user. The impact of these primitives on timely

mobile routing is theoretically analyzed in Chapter 6. We present a Stochastic Hybrid System

(SHS) framework to analyze location and app update age processes and show how these two

age processes are coupled through synchronization primitives. Our analysis shows that using a

lock-based primitive (RWL) can serve fresher app updates to the mobile terminal at higher location

update rates while lock-less (RCU) mechanism favors timely delivery of app updates at lower

location update rates.

In Chapter 7, we employ a high-speed packet processing testbed to quantitatively analyze the

packet forwarding application running on a shared memory multi-processor architecture. While

modern packet processing frameworks are optimized for maximum packet throughput, their ability

to support timely delivery remains an open question. Here we focus on the age of information

performance issues induced by throughput-focused packet processing frameworks. Our results

underscore the importance of careful selection of offered load parameters and concurrency constructs

in such frameworks.

Finally, Chapter 8 explores the trade-off between memory footprint and the average age of

updates in shared memory when employing RCU. RCU is a synchronization primitive that allows

for concurrent and non-blocking read access to fresh data. This is achieved through the creation of

updated data copies, with each prior version retained until all associated read-locks are released.

Given the principle that frequent updating keeps information fresh, the concern is whether the

accumulation of update copies leads to excessive memory usage. To address this, we analyze

trade-offs between memory usage and update age within real-time status updating systems, focusing

specifically on RCU. The analysis demonstrates that with finite read time and read request rate, the

average number of updates within the system remains bounded.

1.6 Timeliness in Update Processing

In status updating systems built on the producer-consumer paradigm, two critical requirements must

be met. First, the client must process updates from producers that accurately reflect the current state
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of the system or environment. This means that the input provided to the client must be logically

correct, ensuring it represents a timely snapshot of the world. We quantify this input correctness

with age of the update at the client input. The second requirement is that not only the client should

work on timely updates, but the output of processing should be temporally correct. This means the

output update must reach the end user at the correct time to maintain its relevance. We measure this

temporal correctness by the age of the update at the client’s output, which ensures that the end user

receives timely information 3.

For example, cameras at a smart-city intersection [24] can capture video or images of the

intersection and send this data to a processing system at the edge. Here, the cameras are the

producers and the processing system is the consumer. The system may then process the data—for

instance, by running object detection and tracking algorithms—to identify and alert pedestrians

crossing the street about an approaching speeding vehicle. In this scenario, the input data (video

or images) must be timely to accurately represent the environment, and the output (warnings to

pedestrians) must be delivered promptly to be effective.

As discussed in Section 1.4, in Part II of this thesis, our focus will be on optimizing memory

access to minimize the age at the client input. Similarly, in Part IV, we concentrate on optimizing

the timely delivery of processed updates to the user. However, before providing an overview of our

work, which falls under Research Theme 3, we first examine some fundamental aspects of update

processing in practical systems that motivate the problem and the corresponding analysis.

1.6.1 Update Processing: The Many Ways

Typically, update processing involves executing a sequence of computational steps. For example, in

the aforementioned example of smart-city intersection, the object detection for collision preven-

tion involves a sequential processing of tasks, including pre-processing on input images, feature

extraction, followed by object classification.

However, there can be different modes of processing a source update. These modes are usually
3A similar, albeit different, dual notion of correctness in real-time producer-consumer systems was first studied in

[23].
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Figure 1.2: n processors in series for source update processing. Processor i is responsible for
computation step i.

dictated by system design choices in terms of number of processors deployed to process an update,

the underlying communication mechanism between processors as well as energy consumption

constraint.

One approach to processing a source update, which requires a sequence of n computation steps,

involves deploying n loosely coupled processors. In this configuration, each processor performs one

step in the update’s processing pipeline. This setup introduces an asynchronous pipeline mechanism,

where the output of each processor serves as the input to the subsequent processor. From a queueing

theory perspective, this can be modeled as a tandem queue (also known as a series queue) with n

servers.

In practical implementations, this asynchronous pipeline is typically realized through low-

latency communication between processors. This can be achieved via message-passing mechanisms

using queues, or by employing a shared memory paradigm. Fig. 1.2 depicts an asynchronous

pipeline setup utilizing queues, where the output of each processor is enqueued as an update for the

subsequent processor. Alternatively, with a shared memory approach, each processor writes the

result of its computation to a shared memory location, and the next processor retrieves this result by

reading from memory.

In contrast, another processing paradigm involves the use of multiple parallel processors,

where each processor independently executes all n computation steps. This parallel processing

configuration, as illustrated in Fig. 1.3, features m processors running in parallel, each completing

the entire sequence of computation steps.
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1.6.2 AoI and Multi-step Processing Systems

Regardless of the mode of processing, it is imperative that the system delivers timely processed

updates such that the age at the end user is minimized. Despite its importance, the study of timely

multi-step update processing remains unexplored in AoI literature. This work aims to bridge that gap

by investigating the age performance of two-step (n = 2) update processing systems, a fundamental

building block for more complex processing systems. Even within this seemingly simple two-step

framework, rudimentary questions arise. For instance, which configuration-—series or parallel

processing—-proves more effective in maintaining timeliness? Answering this question, however,

is far from straightforward and poses a considerable challenge.

In a series server setup, modeled as a tandem queue, each service facility may operate under

different service disciplines, such as lossless First-Come-First-Served (FCFS) or lossy Last-Come-

First-Served (LCFS) with preemption in either waiting or service stages. These configurations

introduce a plethora of complexities. While there is an extensive literature on age performance of

fresh arrivals in single-source single-server queues employing various service disciplines (see [4]

and the references therein), in our work however, updates arrive at server 2 from server 1 with some

existing age, which must be accounted for by the analysis.

Furthermore, the analysis of parallel processor setups with only two servers is equally non-

trivial. A server may be “late” in delivering an update, while another parallel server has already

delivered a fresher update, rendering the former’s delivery inconsequential in terms of age reduction.

This scenario underscores the necessity of developing a novel analytical framework to properly

evaluate such systems.

1.7 Research Theme 3: Timely and Energy Efficient Multi-step Update Processing

Upon examining the age performance of series and parallel server setups, we observe that there is no

straightforward answer to which configuration is superior. Instead, both setups exhibit a phenomenon

we term as “wasted power,” where computational resources are expended on processing updates
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Figure 1.3: Parallel processors setup for source update processing.

that ultimately do not contribute to reducing the age.

In parallel server setups, wasted power occurs when one server completes processing a fresher

update before others, thereby rendering the efforts of the remaining servers, still processing older

updates, inconsequential. The resources dedicated to these outdated updates are thus squandered.

Conversely, in series server setups, wasted power arises when a server preempts its current task

upon receiving a fresher update from the preceding server. The computational resources previously

invested in processing the preempted update are essentially wasted. Furthermore, there exist

operational regimes where a server may discard updates received from the preceding server,

nullifying the work already performed.

An additional source of inefficiency in series setups is server idleness. Servers may remain

inactive while awaiting the completion of the preceding server’s processing task. This idle time

represents lost computational potential, as these resources could have been employed to process

other updates, potentially improving age performance.

1.7.1 Opportunities in Optimizing Age Performance

The aforementioned observations raise important questions regarding the age-power trade-off in

these systems. How can we optimize the allocation of computational resources to minimize wasted

power while simultaneously reducing the age? One promising approach to understanding this
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trade-off is to identify the optimal service rates that achieve the best system age performance under

a fixed power budget. In the context of two-step update processing using two tandem servers, a

qualitative characterization of optimal service rates emerges: given a power constraint, should the

second server operate faster than the first?

On the other hand, the parallel server model presents an array of challenges in age optimization.

The optimal policy depends on various factors, often contingent on the information available to

each server about the status of the other.

Consider a scenario where the service time of any update at any server is identical to random

variable X , independent of the service time of that update or any other update at any other server.

This setup leads to a Markov state representation, [Y1(t), Y2(t), A(t)], where Yi(t) denotes the

service already received by an update at server i, and A(t) represents the age at the monitor. If

servers are processing fresh updates, then Yi(t) also corresponds to the age of the update currently

in service at server i. Additionally, Yi(t) = 0 indicates that server i is idle.

In this model, let i denote one server and j denote the other. Consider a scenario where the state

is given by Yi = y, Yj = 0, and A = a, with server j idle. A decision must be made: should server j

begin processing a new update, or should it remain idle for a period? If server i has only just started

its processing, with Yi close to zero, it might not be advantageous for server j to start processing a

fresh update, as the resulting reduction in age might be minimal. Conversely, having both servers

process updates with nearly identical ages could be beneficial, as the effective processing time

becomes the minimum of the two servers’ processing times. However, this approach carries the

drawback that the effort of one server may ultimately be discarded. When the state is (y1, y2, a)

with y1 � y2, it might be optimal for server 1 to abandon the current update and start over with a

fresh update.

However, new policies emerge when the service time X represents a two-stage computation and

servers have additional knowledge about the computational stage of the other server. Consider two

servers processing the same update, with server 1 completing the first stage of processing before

server 2. In this case, it may be optimal for server 2 to abandon its processing and start fresh. Now
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if server 2 with a fresher update reaches stage 2, while server 1 with an older update is still in stage

2, it may be optimal for server 1 to abandon its processing. These problem variations highlight the

complexity and nuances of the parallel server model, and offer a range of opportunities for further

research and optimization.

While we have identified a range of problems associated with optimizing age in two-step

processing system, in Part IV of this work, specifically in Chapter 9, we primarily focus on

identifying the optimal service rates for each processing step to achieve minimal system age

performance, subject to a total power consumption constraint in both series and parallel server setups.

Our analysis reveals that synchronous sequential execution generally outperforms asynchronous

sequential execution. Additionally, we observe that parallel servers tend to outperform pipelines of

servers (servers in series) in terms of AoI.
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CHAPTER 2

PRELIMINARIES AND PRIOR WORK

This chapter provides an overview of AoI timeliness metric and common synchronization primitives

widely found in modern systems. Section 2.1 introduces the age process and associated age metric,

followed by general AoI evaluation methods that are applicable to a wide variety of systems.

Sections 2.4 and 2.3 discuss various synchronization primitives broadly classified under two

classes: lock-based and lock-free, and focus specifically on RWL and RCU as these will be our

focus of study in subsequent chapters. Sections 2.5- 2.9 review prior work and also explain the

relationship between the work presented in this thesis and the current state of research.

2.1 AoI Metric and Analysis

In a typical status updating system model illustrated in Fig. 2.1(a), a source generates updates with

timestamps, which are then transmitted through a network to a destination monitor. An update

carrying a timestamp u is characterized by its age � = t� u, where t � u denotes the current time.

An update is considered fresh when its timestamp corresponds to the current time t and its age is

zero. If we denote u(t) as the timestamp of the most recent update received at the monitor by time

t, then the age process at the monitor can be defined as the random process �(t) = t� u(t).

Fig. 2.1(b) depicts a sample path of age process �(t) at the monitor. Source submits fresh (age

zero) updates to the network at times t1, t2, . . .. These updates are delivered to the monitor at times

t
0
1, t

0
2, . . .. At each delivery time t0

i
, at the monitor age is reset to age of the update i.e. �(t) = t

0
i
� ti.

In absence of any update delivery, the age at the monitor increases at unit rate. Consequently we

obtain a saw-tooth like waveform for the age process as depicted in Fig. 2.1(b). In the following

subsections, we introduce two commonly used methods for AoI evaluation.
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Figure 2.1: Sample path of age process �(t) at monitor. Yn and Tn are inter-arrival and system
times.

2.1.1 Time-Average Age

The time-average age is the area under graph in Fig. 2.1(b) normalized by time interval of observa-

tion. A stationary ergodic age process �(t) has average age (often referred to as AoI) [25]:

E[�] = lim
T!1

1

T

Z
T

0

�(t)dt. (2.1)

We represent the area under sawtooth waveform as the concatenation of the polygon areas

Q̃0, Q1, . . . , Qn. Let Yn = tn � tn�1 and Tn = t
0
n
� tn denote the inter arrival time and system time

of the update, then

Qn =
1

2
(Tn + Yn)

2 � 1

2
T

2
n
= YnTn +

1

2
Y

2
n
. (2.2)

The time-average AoI E[�] satisfies

E[�] =
E[Qn]

E[Yn]
. (2.3)
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2.1.2 Stochastic Hybrid Systems

For some of the system models presented in this thesis, we’ll use a Stochastic Hybrid Systems

(SHS) [26] approach, a technique introduced for AoI evaluation in [25] and since employed

in AoI evaluation of a variety of status updating systems [27, 28, 29, 30, 31, 32, 33, 34]. A

stochastic hybrid system has a state-space with two components – a discrete component q(t) 2 Q =

{0, 2, . . . ,M} that is a continuous-time finite state Markov Chain and a continuous component

x(t) = [x0(t), . . . , xn(t)] 2 Rn+1. In AoI analyses using SHS, each xj(t) 2 x(t) describes an

age process of interest. Each transition l 2 L is a directed edge (ql, q0l) with a transition rate �
(l)

in the Markov chain. The age process vector evolves at a unit rate in each discrete state q 2 Q,

i.e., dx
dt

= ẋ(t) = 1n. A transition l causes a system to jump from discrete state ql to q
0
l

and resets

the continuous state from x to x0 using a linear transition reset map Al 2 {0, 1}(n⇥n) such that

x0 = xAl. For simple queues, examples of transition reset mappings {Al} can be found in [25].

For a discrete state q̄ 2 Q, let Lq̄ and L0
q̄

be sets of incoming and outgoing transitions, i.e.

Lq̄ = {l 2 L : q0
l
= q̄}, L0

q̄
= {l 2 L : ql = q̄}. (2.4)

Age analysis using SHS is based on the expected value processes {vq(t) : q 2 Q} such that

vq(t) = E[x(t)�q,q(t)] = [E[x1(t)�q,q(t)] · · · E[xn(t)�q,q(t)]], (2.5)

with �i,j denoting the Kronecker delta function. For the SHS models of age processes considered

here, each vq(t) will converge to a fixed point v̄q. The fixed points {v̄q : q 2 Q} are the solution

to a set of age balance equations. Specifically, the following theorem provides a simple way to

calculate the age balance fixed point and then the average age in an ergodic queueing system.

Theorem 1. [25, Theorem 4] If the discrete-state Markov chain q(t) 2 Q = {0, . . . ,M} is

ergodic with stationary distribution ⇡̄ = [⇡̄0 · · · ⇡̄M
] > 0 and there exists a non-negative vector
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v̄ = [v̄0 · · · v̄M
] such that

v̄q̄

X

l2Lq̄

�
(l) = 1⇡̄q̄ +

X

l2L0
q̄

�
(l)v̄ql

Al, q̄ 2 Q, (2.6)

then the average age vector is E[x] = limt!1 E[x(t)] =
P

q̄2Q v̄q̄.

2.2 Using SHS: An Illustrative Example

To acquaint readers with the SHS analysis technique and to aid in easily understanding the work

in this thesis, in the following, we describe a simple example of using SHS in calculating age

in Last-Come-First-Serve (LCFS) queue with preemption in service that permits a new arrival to

preempt an update in service. The system model is as follows: Updates arrive fresh (age zero) at

a server as a Poisson process with rate �. The service time at the server is exponential with rate

µ. Consistent with the notation in AoI literature, we refer to this model as M/M/1*. Our goal is to

evaluate the average age observed at the monitor, which receives updates from the server.

For the M/M/1* system, there are only two possible states: server being idle (state 0) and server

being busy (state 1). Thus, the discrete state space is given by Q = {0, 1}. There are three possible

transitions in this system. First, an update arrival transitions the system from idle state to the

busy state. Second, an update departure from the server transitions the system from busy state

to idle state. And third, a self-transition occurs within the busy state when a new update arrival

preempts the update currently in service. These transitions and the corresponding Markov Chain

are illustrated in Fig. 2.2. The stationary distribution ⇡ of the Markov Chain is given by

⇡ = [⇡0 ⇡1] =
h 1

1 + ⇢
,

⇢

1 + ⇢

i
. (2.7)

We need to track ages at the server and the monitor. The continuous component of the SHS

for this system is an age vector x = [x0 x1], where x0 is the age at the server, and x1 is the age

at the monitor. When the system is in any discrete state, x increases at unit rate. At each discrete
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Figure 2.2: The SHS Markov chain for M/M/1*.

l ql ! q
0
l

�
(l) xAl Al

1 0 ! 1 � [0, x1] [ 0 0
0 1 ]

2 1 ! 0 µ [x0, x0] [ 1 1
0 0 ]

3 1 ! 1 µ [0, x1] [ 0 0
0 1 ]

Table 2.1: SHS transitions for M/M/1*.

state transition, the ages x0 and x1 may reset depending on the system’s dynamics—whether an

update enters, completes service, or is preempted. Table 2.1 outlines the SHS transitions and the

corresponding reset mappings, which are described in detail below.

• l = 1: A fresh update arrives at an idle server, resetting the age at the server x0
0 = 0. The age

at the monitor remains unchanged, as no update has been delivered.

• l = 2: The server completes service, delivering the update to the monitor. The monitor

receives an update with age x0, hence x
0
1 = x0. The server’s age remains unchanged, so

x
0
0 = x0.

• l = 3: There is a fresh arrival at the server that preempts the update in service. The age at the

server resets to x
0
0 = 0, while the age at the monitor remains unchanged, x0

1 = x1.

We now use Theorem 1 to solve for v̄ = [v̄0 v̄1] = [v00 v01 v10 v11]. The next step in SHS

analysis is writing down the balance equation for each q̄ 2 Q = {0, 1} satisfying (2.6). Specifically,

we use Table 2.1 to evaluate (2.6) at q̄ = 0 and q̄ = 1. We get

�[v00 v01] = [⇡0 ⇡0] + µ[v10 v10], (2.8a)

(�+ µ)[v10 v11] = [⇡1 ⇡1] + �[0 v01] + �[0 v11]. (2.8b)

Let ⇢ = �/µ. It follows from (2.7) and (2.8) that

v01 =
1

µ⇢(1 + ⇢)

⇣
1 +

⇢

1 + ⇢

⌘
, and (2.9a)

v11 =
1

µ

⇣
1 +

⇢

(1 + ⇢)2

⌘
. (2.9b)
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Theorem 1 implies that the average age at the monitor is �M/M/1* = v01 + v11. Applying (2.9) yields

�M/M/1* =
1

µ

⇣
1 +

1

⇢

⌘
. (2.10)

We observe that the age expression in (2.10) is same as the independently derived expression in [35,

Equation (48)] where the authors instead used sawtooth waveform based age analysis. The sawtooth

waveform analysis of M/M/1* in [35] is pretty complex. On the contrary, we see that SHS simplifies

the analysis significantly. The system dynamics can be effectively captured using a Markov Chain,

demonstrating the tractability of the SHS approach in such scenarios.

2.3 Lock-based Synchronization Primitives

Lock-based synchronization mechanisms are built upon the concept of mutual exclusion, which

ensures that only one thread can access a shared resource at any given time. Common examples

include:

Mutual Exclusion (Mutex)

Mutex is perhaps the most common technique to synchronize the concurrent accesses to shared

data. Mutex is used to ensure that only one thread can access a shared resource at a time. When a

thread wants to access the shared resource, it must acquire the mutex lock. If the lock is held by

another thread, the requesting thread will be blocked until the lock is released.

Semaphores

Semaphores serve as a generalized form of mutexes, facilitating multiple threads’ access to shared

resources. When employed to regulate access to a resource pool, they effectively monitor the

availability of resources by maintaining a count or flag. Threads decrement this count upon entering

the protected section and increment it upon exiting. If the count reaches zero, signaling full resource

utilization, subsequent threads seeking entry may become blocked until the count increases again.
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Spinlock

Unlike traditional locks, which may put a thread to sleep when the resource is unavailable, a spinlock

causes the thread to repeatedly check if the lock is available. This checking is typically done in a

tight loop, known as“spinning". Spinlocks are commonly used in scenarios where the expected wait

time for a lock to become available is short. They are often implemented at the kernel level and

are typically more efficient than traditional mutexes in situations where contention is low and the

time spent waiting for the lock to become available is less than the overhead of putting the thread to

sleep and waking it up.

Readers-Writer Lock (RWL)

RWL is a synchronization primitive that enforces mutual exclusion between readers and writers;

multiple readers are allowed to read the shared data structure concurrently, while a writer requires

exclusive access or a “lock”1 to that data structure. The focus of most RWL implementations is that

no thread should be allowed to starve. Therefore, with just one writer, RWL implementations are

mostly write preferring [20]. In this writer priority RWL, once the writer starts waiting in a queue

to acquire the lock, the RWL mechanism prevents new readers from acquiring the lock. The writer’s

acquisition of the lock occurs once all readers already holding the read lock have finished reading.

During the write lock, new read lock requests are queued until the writer has released its lock.

2.4 Lock-free Synchronization Primitives

Lock-free algorithms do not use locks and are non-blocking [36, 37], meaning an algorithm is

lock-free if it ensures that some thread always makes progress. Lock-free primitives rely on atomic

operations provided by the hardware or supported by the programming language. Common atomic

operations include compare-and-swap (CAS) [38], fetch-and-add (FAA) [39], and load-linked/store-

conditional (LL/SC). These primitives allow for optimistic synchronization, which is effective when
1In shared-memory multiprocessor architectures, a lock is a mechanism that restricts the access to a shared data

structure among multiple processors
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Figure 2.3: RCU working example.

synchronization conflicts are rare. For instance, CAS compares the current value of a variable

with an expected value. If the current value matches the expected value, it updates the variable

with a new value. CAS performs this operation atomically, meaning it ensures that no other thread

has modified the variable between the read and the write phases. A widely used non-blocking

algorithm for a shared data structure is Read-Copy-Update (RCU) with a single writer and any

number of readers. Note that RCU with multiple writers is not necessarily lock-free as multiple

writers generally serialize with a lock.

Read-Copy-Update (RCU)

While conventional locking techniques such as Readers-Writer Locks (RWL) enforce strict mutual

exclusion between readers and writers in order to prevent destructive modifications, they fall short

on concurrent computations by virtue of mutual exclusion. Replacing expensive conventional

locking techniques, RCU is a synchronization primitive that allows concurrent forward progress for

both writers and readers [40]. RCU can be broadly described in two steps [41] (also illustrated in

Fig. 2.3):

1. Publishing a new version: When a writer needs to update a data item, it first creates a copy

of the RCU-protected data item, modifies this copy with the new data, and then atomically
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replaces the old reference with a reference to the new version. This update process occurs

concurrently with ongoing read operations, allowing readers to continue accessing the old

version using the old reference. However, any new read operations after the update will access

the most recent version. For example, in Fig. 2.3, the writer publishes Data 2 (referenced by

pointer ptr) at time t5. Read requests before t5 (i.e., at ti  t5, i 2 {1, 2, 3, 4}) will access

Data 1, while any read request after t5 will access Data 2.

2. Memory Reclamation: Since some readers may still be referencing the old version of the

data, the system defers reclaiming the memory used by the old data until all active readers

have completed their read operations. For instance, in Fig. 2.3, Readers 2 and 3, which

initiated their reads at t4 and t3 respectively, continue to access Data 1 even after the writer

has published Data 2 at t5. Although the pointer ptr references Data 2 from t5 onwards,

Data 1 remains in memory until all readers referencing it have finished their operations.

Therefore, at any given time, RCU can maintain multiple time-stamped versions of active data

items, which are concurrently accessed by readers in the system. For instance, in Fig.2.3, there are

two active copies of the data – Data 1 and Data 2 – during the time interval [t5, t04]. Any reader that

enters a read-side critical section before the writer’s modification can complete its critical section

without disruption. A “grace period” begins when the writer publishes the modified data item,

ensuring that all RCU read-side critical sections existing at the start of the grace period are allowed

to finish [42]. In Fig. 2.3, the grace period concludes at t04, when the last read request accessing

Data 1 (in this case, Reader 2) completes. At the end of the grace period, it is safe to reclaim the

memory and delete the outdated data. In Fig. 2.3, Data 1 is deleted after t04.

2.5 Related Work: Memory Systems and Freshness

The class of systems in which updates are stored in a memory system, and a client queries from

memory bears similarities to distributed storage systems maintaining a database. Freshness in

distributed systems has received attention in the literature [43, 44]. For instance, [44] addresses a
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scenario where a remote real-world database is updated independently without pushing updates to

the client, requiring the client to periodically poll the source to detect changes and refresh its copy.

The authors in [44] explore different synchronization policies to improve the freshness of a local

copy of a real-world database, focusing on the web environment with the need to keep a web page

index repository up-to-date. It’s worth noting that our work differs from [44] in technical aspects,

particularly in the definitions of age. While [44] assumes that the local copy has age zero if it is

up-to-date with the real world and linearly increases thereafter, in our work, we assume that the age

of both the real-world database and the local copy increases in the absence of any updates.

Another distinction lies in the behavior after synchronization. [44] assumes that upon synchro-

nization with the real world, the local copy will convey the same information. However, in our

work, we consider contention between readers and writers, where reading may yield an outdated

update because the writer is in the process of writing a fresher one, potentially resulting in the copy

at the client not being synchronized.

Leader-based data replication systems in distributed storage systems was explored in [45].

The study derives the average age of a read query and determines the optimal number of leaders

that minimize the average age of retrieved data. [46] investigates a dynamo-style quorum-based

replicated storage system and analyzes the trade-off between staleness and delay, which depends on

the write quorum size. Our work differs from previous studies in that we design policies for the

Reader to determine when it should read to minimize the average age at the client.

The contention between writes and reads to/from the memory system and the resulting trade-off

between read latency and read query freshness has also been studied in context of scalabale database

systems [47, 48, 49, 50]. For instance, [47] examines the contention between updating the database

and servicing reads represented by transactions with deadlines. Prioritizing update writing may

result in the system failing to meet transaction deadlines, while prioritizing transactions may lead to

reading stale data if updates from the outside world were not written to the database.

A part of the work done in this thesis (particularly Chapter 5) bears resemblance to the work

presented in [51], where the authors evaluate the performance of lock-based concurrency control
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algorithms on maintaining the temporal consistency of data within database. The authors introduce

the notion of age and age dispersion to define temporal consistency of data. The model examined

in [51] involves sensor transactions that write time-stamped measurements (referred to as image

objects) of real-world environments into a real-time database. An update transaction reads a set

of image objects and writes back derived objects, the values of which are derived from the image

objects. The sensor and update transactions are considered periodic, meaning that sensor transactions

periodically record real-world measurements into the database, while update transactions perform

periodic computations on these measurements.

However, our work diverges from [51] in several significant aspects. One major distinction is

that we do not impose periodic writes and reads in our model. Furthermore, the concurrency control

algorithms investigated in our work differ from those explored in [51]. Specifically, the lock-based

concurrency construct examined in our research does not allow for the creation of multiple versions

of objects. Instead, the real-world measurement update always occurs in place within the lock-based

construct. While [51] served as an inspiration for our work, we argue that the results obtained

from our research have broader applicability. Our findings are relevant not only to hardware shared

memory systems but also to distributed database setups.

2.6 Related Work: Update On-demand

The model of Readers querying memory employs an update on-demand paradigm, where Readers

can request memory updates at their discretion. The concept of timely on-demand update generation

and reception has been studied under various names in AoI literature: generate-at-will, source

sampling, pull-based communication, and in this thesis memory sampling. Among these, the

overarching idea of generate-at-will and source sampling is that there is an entity, often referred

to as a sampler, that determines when a source should sample the underlying physical process,

generate a new packet, and send status packets to the destination. Several variations of this concept

have been investigated, including those presented in [52, 53, 54, 55, 56, 57, 58, 59].

For instance, [52] examines a system where an energy-harvesting source submits updates to
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the network for delivery to a monitor. It was demonstrated that, given knowledge of the service

facility state, a zero-wait (just-in-time) policy, which submits an update as soon as the system

becomes idle, does not always minimize AoI. Instead, a lazy update policy, where the source waits

before submitting another update, often performs better. Building on this foundational work, [53]

established sufficient and necessary conditions for the optimality of the zero-wait policy.

2.6.1 Memory Sampling: Is it a Variant of Generate-at-Will?

At first glance, memory sampling appears to be a version of the generate-at-will model, given the

similarities between the two. Both involve sampling to obtain updates, which may already be stale.

In generate-at-will, updates might become stale while in transit [57] or where the update generation

time contributes to the aging process [58]. In many studies, various costs associated with generating

updates have been considered. For instance, update generation can incur energy costs [54]. This

situation is similar to memory sampling, where there are sampling costs involved.

However, a key distinction lies in the consumption pattern of updates. In traditional generate-

at-will systems, updates are typically consumed once and not retrieved again. In contrast, shared

memory introduces the uncertainty of potential multiple accesses to the same update, leading to

possible redundant processing at the client. This difference sets memory sampling apart from its

generate-at-will counterpart.

The impact of such a redundant processing in generate-at-will update systems has not been

previously explored. However, we do observe the rich literature associated with classic model

variations in on-demand update. For example, [58] considers an information update system where a

receiver requests updates from a provider in order to minimize the age of information at the receiver.

The authors account for non-negligible update generation times due to the complex processing tasks

required to generate an update. By using distortion as a proxy for the quality of the update and

assuming negligible communication time between the provider and receiver, they study age-optimal

policies for determining the update request times at the receiver and the update processing times at

the provider, subject to a maximum allowed distortion. The work by [57] investigates the optimal
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online sampling strategy for the remote estimation of a Wiener process over a channel modeled as

a queue. The study addresses the challenge of minimizing the estimation error while considering

the inherent delay in the queue. Similarly, [54] addresses the scenario where generating an update

incurs energy costs, in addition to the updating costs, which include both energy and delay costs for

the packets carrying rich information. The authors propose a joint status sampling and updating

process aimed at minimizing the AoI at the destination while adhering to an average energy cost

constraint.

2.6.2 Memory Sampling: A Distinct Variant of Pull-Based Communication

Memory sampling shares similarities with pull-based communication systems, where updates are

received on demand, such as in control applications responding to external triggers or user input.

However, a key distinction lies in the relevance of update freshness. In pull-based communication,

freshness matters only when the receiver queries the information, leading to the proposal of Age of

Information at Query (QAoI) [60] and Effective AoI (EAoI) [61] metrics, which capture the varying

importance of information freshness.

In contrast, memory sampling differs from these pull-based concepts. Despite employing a pull

mechanism, the age of the update remains relevant at all times, both in the reader and the memory.

Therefore, we adopt the classic AoI characterization, as first introduced in [3], to capture the time

elapsed since the latest update at the receiver.

2.7 Related Work: Cache Updating Systems

Cache updating systems share similarities with shared memory system where the Reader maintains

a local cache and can serve client requests using this local cache. The models studied in the context

of cache updating share a common theme: a local cache (sometimes referred to as a local server) is

connected to one or multiple remote server and maintains local copies of the data items from these

server. The differences among these models arise from the constraints imposed on the system. For

instance, some models consider a constraint on the total refresh rate [62], while others account for a
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capacity-constrained link between the cache and the remote server. A commonality across these

studies is that the cache maintains local copies from multiple sources.

In [63], the authors investigate how updated items should be downloaded from a remote server

when the link between the local cache and the server is capacity-constrained, limiting the cache’s

ability to maintain the latest version of each item. They demonstrate that the update rate of each

item depends on the square root of its popularity. Similarly, [62] explores a system where a local

cache is connected to multiple remote sources, with data at each source being updated as a Poisson

process with rate �i. The cache refreshes the local copy periodically, and the authors derive an

age-minimal optimal policy that determines the refresh rate for each source, given the constraint on

the total refresh rate.

We believe that the models we study are different. First, previous works on cache updating have

assumed that the remote servers have unconstrained updates. With shared memory model, if the

writes are lock protected, then this constrained memory updating needs to be studied and its impact

on the age of local copy at the Reader.

2.8 Related Work: Multi-step Processing

Since we study multi-step update processing with respect to tandem queue and parallel queue system

models, here we elucidate the existing studies on such network of queues, both in AoI literature as

well as in general queuing theory literature.

In the Age-of-Information literature, various studies have focused on age in network of queues

[64, 65, 27]. Yates [27] considered line network model of last-come-first served (LCFS) queue with

preemption in service. It was shown that the i
th node contributes 1/µi to the age at the monitor,

where µi is the service rate at server i. Authors in [66] derived average age for two first-come-

first served non-preemptive queues in tandem. The study by [67] models the communication and

computation delay in edge computing framework and derives the PDF of Peak Age-of-Information

(PAoI) for M/M/1-M/D/1 and M/M/1-M/M/1 tandem queues. In related research, [68] develops a

recursive framework to derive the mean peak age of information for N heterogeneous servers in
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tandem. Additionally, the work by [69] obtains the distribution of the age and peak age in a system

of two tandem queues connected in series with packet prioritization in the second queue.

Age for M/M/2 and M/M/1 systems was studied in [70] to demonstrate the advantage of

having the message transmission path diversity for status updates. The research by [71] studies

the age-delay trade-off in G/G/1 queue. In a different context, [72] observes that a single M/M/1

queue has better age performance than the independent parallel M/M/1 queues with the same total

capacity. Furthermore, [73] analyzed age in network of parallel finite identical and memoryless

servers, where each server is an LCFS queue with preemption in service. However, our work

deviates from [70, 73] in that we relax the assumption of memoryless processing times for updates.

This key difference renders the SHS analysis used in [73] inapplicable to our scenario.

On the other hand, with respect to general queuing theory, the problem of optimal service

rate control has been extensively studied across various types of queuing networks, ranging from

single-queue single server model [74, 75, 76], multiple queue single server model [77], to multiple

server, multiple queue model [78]. In studies focused on single-server queue systems, the general

setting involves a nondecreasing cost of service and holding costs that are nondecreasing functions

of queue length, with rewards associated with customers entering the queue. The arrival rate, �,

and/or the service rate, µ, are subject to control. The objective in these studies is typically to

minimize the expected total discounted cost or the long-run average cost. In various systems, the

authors establish optimality of monotone policies i.e. optimal arrival rates are non-increasing in

number of arrivals and optimal service rates are non-decreasing in queue length as observed in [79].

Several authors have considered tandem queue systems with Poisson arrivals at rate � and two

memoryless servers, serving at rates µ1 and µ2 at first and second queue respectively. The first study

on optimal service control in tandem queues was conducted by Rosberg et al. [80]. In this study,

the authors examined a setting where the service rate at server 1 is selected as a function of the

system’s state, defined as the tuple of queue lengths at each server, while the service rate at server 2

is held constant. Considering only holding cost and no operating cost, the authors established the

optimality of switchover policies, where the optimal rate at server 1 is determined by a switching
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function of the queue length at server 2.

Authors in [79] considered a cyclic queue system where a number of ·/M/1 queues are arranged

in a cycle. Considering a system cost comprising of both holding and operating costs, the authors

determined the optimal policy has a transition-monotone decision rule, where when a customer

moves from queue i to the following queue, the optimal service rate at queue i does not increase,

and optimal service rate at queue j, j 6= i does not decrease.

Optimal control of service rates of a tandem queue under power constraints is studied in [81].

The authors assume that the service rate is linear to the power allocated to that server and the sum

of service rates must not exceed the given power budget. An iterative algorithm is proposed to find

the optimal service rates.

2.9 Related Work: Synchronization primitives

A plethora of applications benefit from parallelization of various operations, including, for example,

high throughput for transaction processing in distributed databases [82] and faster training times

employing embarrassingly parallel processes in machine learning [83]. Such applications with high

inter-processor communication demands expose synchronization between multiple processors as a

key bottleneck in parallel computation. In particular, a critical success factor in shared memory

multiprocessors is synchronization, namely the coordination of concurrent tasks to ensure data

consistency and correctness.

This issue concerning readers-writer concurrency is manifested in various places. For instance,

in a distributed database system, the challenge is to prevent database updates performed by one

user from interfering with database retrievals and updates performed by another [84]. In parallel

machine learning, wherein there is an equal partitioning of data points across available processors,

each having access to some global state (for e.g. model parameters), then an incorrect modification

of global state could potentially conflict with operations on other processors[85].

The existing literature on synchronization techniques focuses mostly on the algorithm, imple-
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mentation and throughput performance (operations per unit time) in the critical sections2 [86, 37,

87]. For e.g., [86] presents a micro-benchmark suite to evaluate new data structures and synchro-

nization techniques, aimed at helping programmers understand the cause of performance problems

of their structures. However, there has been a lack of study on the impact of synchronization

primitives on the timeliness of the data stored in shared memory in real-time IoT systems where

obtaining fresh information is critical [88, 89].

RCU and RWL

RCU has been used in a multitude of places in both user-space and the Linux kernel. For example,

in the networking protocol stack, LC Tries employs locking via RCU to enable efficient IP address

lookups [90], [91]. User-space RCU [92] is used in high-performance DNS servers [93], in the

Linux networking toolkit [94], in distributed object storage systems [95]. Most recently, RCU

protected data structures have been employed to ensure wait-free access to machine learning models

by inference threads [96]. One drawback of a classical RCU mechanism is the wait-for-readers

(using synchronize_rcu()) primitive where updaters wait for all pre-existing readers to complete their

read-side critical sections. Various RCU variants have been proposed (Predicate RCU [97], [98],

read-log update [99]) that address the wait-for-readers problem. Apart from this, [100] introduced a

real-time variant of RCU that allows preemption of read-side critical sections.

A limitation of RCU is that it doesn’t support multiple concurrent updates. A body of research

focuses and design of algorithms that support concurrent updates and multi -versioning [101, 99,

102]. Further, RCU implementation and verification is non-trivial and several attempts have been

made to systematically check the RCU design and code [103, 104, 105, 106].

Readers-Writer locks (RWL) are ubiquitous in today’s system and are found to support con-

currency in virtual file systems, large key-value stores, database systems, software transactional

memory implementations [107]. Conventional implementation of Readers-Writer lock suffers from

reader-reader scalability and different designs have been proposed for scalable Readers-Writer
2Formally, a critical section is a protected section of the shared resource that is protected against multiple concurrent

accesses.
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locks [108, 109]. Authors in [110] present the design of a family of RW locks to leverage NUMA

features and deliver better performance.



Part II

Optimizing Memory Access

36



37

CHAPTER 3

EFFICIENT AND TIMELY MEMORY ACCESS - KNOWN MEMORY STATE

3.1 Introduction

The primary question in this chapter is when should the reader sample the memory. Typically,

there is a cost associated with memory sampling, and this cost structure varies between systems.

In systems with substantial object sizes, retrieving and locally copying objects incurs a high cost,

while querying for timestamps remains relatively inexpensive. In contrast, there are systems where

memory contains smaller objects, and the cost of retrieval is comparable to the cost of a timestamp

query. These are systems where queries are sent to a distant database, with the cost being the latency

associated with the query.

In this work, we focus on former class of systems where the Reader knows the freshness of an

object in the memory by virtue of inexpensive timestamp retrievals. However, due to longer read

times, denoted by high sampling costs, the Reader must decide if sampling is justified compared to

age reduction obtained after sampling.

We note that the concept of timely memory sampling, wherein the reader incurs a cost for

sampling for age reduction, shares similarities with research focused on managing access for

multiple users within a communication channel. Various studies in the AoI literature have explored

Whittle’s index-based transmission scheduling algorithms [111, 112, 113, 114, 115, 116, 117, 118,

119, 120], where the scheduling problem is decomposed into multiple independent subproblems.

Within each subproblem, an additional cost (C) is associated with updating the user.

However, there is a conceptual difference in the cost associated with the decoupled problem and

this study. In a Whittle index policy, the minimum cost that makes both actions — updating a user

or idling — equally desirable is used as a mechanism to choose one of the many users. In this work,

we enforce an explicit cost of accessing the memory, and we study the trade-offs observed with age
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and memory access by varying this system parameter. However, it is not a mechanism designed to

distinguish between users.

3.1.1 Contributions and Chapter Outline

This chapter investigates the relation between sampling costs and Age-of-Information. In section 3.2,

we formulate our problem as a Markov Decision Process (MDP) with the goal of minimizing average

cost comprising age at the client and the cost incurred due to sampling. In section 3.3, we establish

that an optimal policy of the MDP is a stationary and deterministic threshold-type policy. We then

derive optimal threshold and the optimal average cost by exploiting the structure of optimal policy.

Finally, section 3.4 presents numerical evaluation on average cost against system parameters.

3.2 System Model

In this work, we focus on a class of systems (see Fig. 1.1) where a Writer writes the time-varying

data received from the source into the memory, and a Reader samples the memory on behalf of a

client. We consider a discrete-time slotted system with slots labelled t = 0, 1, 2, . . .. The system

involves two key processes: writing the time-varying data from the source into the memory and

reading the source data from memory. The modeling details of these processes are discussed below.

3.2.1 Writing Source Updates to Memory

We assume the Writer commits/writes fresh (age zero) source updates to memory at the end of each

slot with probability p, independent from slot to slot. These source updates generate the age process

x(t) in the memory.

In practice, the write time will be non-negligible. However, our focus in this work is not on

systems where writing to the memory is the bottleneck process. Instead, our primary interest lies in

examining the delays associated with reading and processing of source updates. Note that in the

event that these writes do require time ⌧ > 0, x(t) and the update age process at the client will be

shifted by ⌧ .
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3.2.2 Sampling Source Updates from Memory

At each time slot, the Reader determines whether to access the memory and read a source update.

The update in memory is read over a period of a slot, and the reader gets the data at the end of

the slot. Notably, this model aligns with the Read-Copy-Update (RCU) memory access paradigm,

where a new update can be written in slot t while the Reader is in the process of reading the current

update in the same slot. The Reader generates an age process y(t) at the input to the client that

is a sampled version of source update age process x(t) in the memory. Hence we say the Reader

samples the updates in the memory.

The state-dependent action a(t) selected by the Reader at time slot t determines whether the

Reader remains idle (a(t) = 0) or performs a read operation (a(t) = 1). We consider a scenario

where a non-negative fixed cost c is associated with reading the memory during each time slot.

Ideally, the Reader aims to minimize y(t), which means it would prefer to read in every slot to stay

close to the age process x(t). However, this comes at the cost of paying the sampling cost c. If the

Reader samples too frequently, it might end up with the same update, resulting in no age reduction

but incurring a penalty for sampling. On the contrary, if it reads too infrequently, the age at the

client input increases.

In this work, we assume that the Reader is notified when an update is published in the memory,

enabling the Reader to know the update age in the memory. Based on the system state, the Reader

implements a scheduling scheme that minimizes the average cost E[y(t)+ ca(t)]. To find an optimal

scheduling policy, we model our problem as a Markov Decision Process (MDP).

3.2.3 Markov Decision Process Formulation

In the context of our MDP model, denoted with M from here on, the following four components

make up the structure:

• States: We denote the set of possible system states by S which does not vary with time. State

s(t) 2 S is a tuple (x(t), y(t)), where at the start of a time slot, x(t) 2 {0, 1, 2, . . .} is the age
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of the update in the memory, and y(t) 2 {1, 2, 3, . . .} is the age of sampled source updates at

the client. Notice that S is a countably infinite set since age is unbounded.

• Action: Let a(t) 2 {0, 1} denote the action taken in slot t indicating Reader’s decision, where

a(t) = 1 if Reader decides to read and a(t) = 0 if idle.

• Transition Probabilities: Letting p̄ = 1� p, when a(t) = 1, the transition probability from

state s = (x, y) to state s
0 2 S is

P[s0 | s = (x, y), a = 1] =

8
>><

>>:

p s
0 = (0, x+ 1),

p̄ s
0 = (x+ 1, x+ 1).

(3.1a)

And when a(t) = 0, the transition probability is

P[s0 | s = (x, y), a = 0] =

8
>><

>>:

p s
0 = (0, y + 1),

p̄ s
0 = (x+ 1, y + 1).

(3.1b)

• Cost: The cost C(s(t); a(t)) incurred in state s(t) in time slot t under action a(t) is defined

as:

C(s(t) = (x, y); a(t) = a) := y + ca. (3.2)

Let ⇡ : S ! A denote a policy that for each state s(t) 2 S specifies an action a(t) = ⇡(s(t)) 2 A

at slot t. The expected average cost under policy ⇡ starting from a given initial state at t = 0,

s(0) = (x, y), is defined as:

g⇡(x, y) = lim sup
T!1

1

T
E⇡

"
T�1X

t=0

(y(t) + ca(t)) | s(0) = (x, y)

#
. (3.3)

We say that policy ⇡
⇤ is average-cost optimal if g⇡⇤(s) = inf g⇡(s) for every s 2 S. We focus on

the case where for some constant g, g⇡⇤(s) = g for all s 2 S. Thus, the problem is to obtain ⇡
⇤

such that g = g⇡⇤(s) = inf g⇡(s) for every s 2 S.
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Our cost minimization problem falls within the category of average cost minimization problems.

Given that the age can grow unbounded, both the number of states and the cost in each stage

are countably infinite. For such MDPs, the existence of an optimal policy, whether stationary or

non-stationary, is not guaranteed [121, Chap 5]. Notably, even the existence of an optimal stationary

policy may not hold, while an optimal non-stationary policy might exist [122].

Analyzing average cost problems with an infinite state space poses inherent difficulties. However,

under certain conditions and structures, it is possible to develop useful results. Proving the existence

of an optimal average cost stationary policy is not an immediate goal in this chapter and we defer

this discussion to later in Section 3.5. There, we draw upon results from [123], which provides

conditions ensuring the existence of an expected average cost optimal stationary policy. We verify

that these conditions hold for our problem. In the subsequent section, we derive results regarding the

structure of the optimal policy under the assumption that the optimal policy exists and the relative

cost Bellman’s equation is valid.

3.3 Characterization of Cost Optimality

3.3.1 Discounted Cost

We begin by introducing the ↵-discounted version of the problem. Recall that the state for MDP M

is a tuple s = (x, y), and a 2 {0, 1}. Then using (3.1), the discounted cost Bellman’s optimality

equation for M is given by

V (x, y) = min{y + ↵ (pV (0, y + 1) + p̄V (x+ 1, y + 1)) ,

y + c+ ↵(pV (0, x+ 1) + p̄V (x+ 1, x+ 1))}. (3.4)

Here, the first term of min corresponds to the reader staying idle (a = 0), and the second term

corresponds to the reader sampling (a = 1). The action that is a minimizer of (3.4) is referred to as

the ↵-optimal action and the resulting policy ⇡
⇤
↵

is referred to as the ↵-optimal policy.
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We define the value iteration Vn(s) by V0(s) = 0, 8s 2 S, and, for any n > 0,

Vn+1(x, y) = min{y + ↵ (pVn(0, y + 1) + p̄Vn(x+ 1, y + 1)) ,

y + c+ ↵(pVn(0, x+ 1) + p̄Vn(x+ 1, x+ 1))}. (3.5)

For non-negative costs, it is evident that Vn(s)  Vn+1(s). It then follows from [121, Theorem 4.2,

Chapter III] that

lim
n!1

Vn(s) = V (s), s 2 S. (3.6)

We now state properties of the value function V (x, y).

Proposition 1. (Monotonicity): The value function V (x, y) is non-decreasing in both x and y.

The proof, using mathematical induction on (3.5), is straightforward and is omitted.

Proposition 2. If the ↵-optimal action is to sample in (x, y), then the ↵-optimal action is to sample

in every (x, y0) with y
0 � y.

Proof of this proposition is provided in the Appendix 3.B. Another version of this proposition asserts

that if the ↵-optimal action is to sample in state (x, y) at stage n, then it is also optimal to sample in

every (x, y0) with y
0 � y at stage n. The proof employing the value iteration (3.5) is omitted as it is

similar to that of Proposition 2.

Proposition 3. (Concavity): For a fixed x, V (x, y + 1)� V (x, y) is non-increasing in y.

The proof appears in the Appendix 3.C. The intuitive structure of the optimal policy is that with

knowledge of the age in the memory, the Reader should refrain from sampling if the reduction

in age doesn’t justify the sampling cost. To further characterize this intuition, we introduce the

following proposition. The proof appears in the Appendix 3.D.

Proposition 4. If the ↵-optimal action in state (x, y) is to idle, then the ↵-optimal action in states

(x+ i, y + i), 8i � 1 is to stay idle.
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Specifically, when the memory is freshly updated, the Reader must assess whether sampling

is worthwhile. If it opts against sampling initially, it should consistently abstain from sampling in

subsequent slots until the memory undergoes another update, as the age reduction remains constant

in the absence of changes. In terms of the MDP M, this concept translates to making a decision

in the state (0, y). If the optimal decision is not to sample at this point, then the Reader should

consistently refrain from sampling in states (1, y + 1), (2, y + 2), and so on.

3.3.2 Average Cost Optimality

Since the conditions of Theorem 3 (in section 3.5) hold, the cost-optimal policy ⇡
⇤ is the limit point

of ↵-optimal policies ⇡⇤
↵

with ↵ ! 1 [123, Lemma]. Therefore, Propositions 2 and 4 are sufficient

to provide the structure of average cost optimal policy. Specifically, Propositions 2 and 4 imply

that there exists a threshold Y0 such that it is optimal to sample in (0, y) for every y � Y0 and idle

otherwise.

At this point, it is important to mention the set of feasible states under ⇡⇤. With Y0 = 1, the

optimal policy dictates sampling in every state (0, y) where y � 1. Upon sampling in (0, 1), the

system transitions to feasible states, specifically {(0, 1), (1, 1)}. In state (1, 1), a close examination

of Bellman’s equation (3.4) reveals that it is optimal to idle. Therefore, the set of possible states

when choosing to idle in (1, 1) becomes {(0, 2), (2, 2)}. Subsequent transitions follow a pattern

where sampling in (0, y) leads to states {(0, 1), (1, 1)}, and choosing to idle in states (i, i) with

i 2 N resulting in {(0, i+ 1), (i+ 1, i+ 1)}.

In scenarios where Y0 > 1, optimality dictates idling in (0, y) with y < Y0, prompting the

system to transition to states {(0, y + 1), (1, y + 1)}. The subsequent action in (0, y + 1) hinges

upon whether y + 1 < Y0. If y + 1 � Y0, the system resets, transitioning to either (0, 1) or (1, 1);

conversely, if y + 1 < Y0, the system perpetuates a structure akin to that observed in state (0, y).

Conversely, if the system transitions to (1, y + 1), idling in (1, y + 1) is optimal. The resulting

permissible states from this point include {(0, y + 2), (2, y + 2)}, and this pattern repeats. We

summarize this set of feasible states for the optimal policy in the following proposition.
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Proposition 5. For MDP M, under the optimal policy ⇡
⇤ with threshold Y0, the set of feasible

states is

S
⇤ = {(0, y) | y 2 N} [ {(x, y) | x � 1 and y � x < Y0}. (3.7)

To determine the optimal threshold for an optimal policy ⇡
⇤, we employ the relative cost

Bellman’s equation

g + f(x, y) = min
�
y + pf(0, y + 1) + p̄f(x+ 1, y + 1),

y + c+ pf(0, x+ 1) + p̄f(x+ 1, x+ 1)
 
. (3.8)

Here, g denotes the optimal average cost, and f(x, y) represents the relative cost-to-go function.

Our objective is to identify relative cost-to-go function f(x, y) for (x, y) 2 S
⇤, facilitating the

determination of the optimal threshold and, consequently, the optimal average cost.

Proposition 6. Defining (0, 1) as the reference state with f(0, 1) = 0, the relative cost functions

satisify:

(i) f(0, Y0 + 1)� f(0, Y0) = 1.

(ii) For any x � 0,

f(x, Y0 � 1) =
1

p
(J0 +

p̄

p
)� 1, (3.9)

where J0 = Y0 � g + pf(0, Y0).

(iii) For every y < Y0, f(0, y) = f(1, y) . . . = f(y, y).

(iv) When Y0 > 1, f(0, Y0) = Y0 � g + c.

The proof appears in the Appendix 3.E. We now use Proposition 6 to derive the optimal threshold.

Lemma 1. As a function of the threshold Y0, the average cost is

g0(Y0) =
1

2

✓
1

p
+ Y0 +

2cp+ p̄/p

pY0 + p̄

◆
. (3.10)
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The proof appears in the Appendix 3.F.

Theorem 2. The optimal threshold Y
⇤
0 associated with optimal policy ⇡⇤ for MDP M is Y ⇤

0 = dY 0e

where

Y
0 =
q

2c+ (1/p� 1/2)2 � (1/p� 1/2). (3.11)

Proof. It follows from (3.10) and some algebra that

g0(Y0)� g0(Y0 + 1) =
�p

2

2


Y

2
0 + (2/p� 1)Y0 � 2c

(pY0 + p̄)(pY0 + 1)

�
(3.12)

We define Q(Y0) ⌘ Y
2
0 + Y0 (2/p� 1)� 2c and we observe that Y 0 in (3.11) is the only positive

root of Q(y). Further Q(Y0) > 0 for Y0 > Y
0. It then follows from (3.12) that g0(bY 0c) � g0(dY 0e)

and that g0(dY 0e), g0(dY 0e+ 1), . . . is a non-decreasing sequence.

Theorem 2 provides an explicit expression for the optimal threshold Y
⇤
0 . However, evaluating

the optimal average cost g = g0(Y ⇤
0 ) using (3.10) doesn’t directly show the relationship between

system parameters c and p. The following lemma provides a close approximation to the optimal

average cost and captures the impact of these key system parameters on the average cost.

Lemma 2. The optimal average cost satisfies

g � 1/2 +
p

2c+ 1/p2 � 1/p. (3.13)

Proof. Note that

g = min
Y02N

g0(Y0) � min
y2R+

g0(y). (3.14)

To minimize g0(y) over positive reals, we set dg0(y)/dy = 0, yielding

y = Ỹ
⇤
0 = �p̄/p+

p
2c+ p̄/p2. (3.15)

This yields g � g0(Ỹ ⇤
0 ), which is the lower bound (3.13).
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Figure 3.1: Plot of average cost g0(Y0) as a function of threshold Y0 with sampling cost c = 80.
Here, � is the true optimal cost g0(Y ⇤

0 ), and ⇥ is the approximate optimal average cost g0(Ỹ ⇤
0 ).

3.4 Numerical Evaluation

Figure 3.1 shows how the average cost g0(Y0), given by (3.10), changes with threshold Y0. Initially,

as Y0 increases, the average cost decreases. This is because a low threshold leads to excessive

sampling, incurring costs without much age reduction, resulting in a higher average cost. As Y0

increases further, the cost of sampling approaches the gain in age reduction. However, setting Y0

too high delays memory access, increasing client age and consequently the average cost. Fig. 3.1

highlights the existence of an optimal threshold where the cost of sampling justifies the age

reduction.

Fig. 3.2 illustrates the value of optimal threshold Y
⇤
0 as a function of probability p of source

update publication in a slot. We observe that the optimal threshold increases with p. When the

Reader is required to make a decision in a given slot, it assesses both the age at the client and the

age in the memory. These evaluations contribute to determining the potential age reduction vs the

cost of sampling. In scenarios where the client’s update is deemed sufficiently recent, the Reader

may choose to skip sampling. This decision is influenced by a higher probability (p) of obtaining a

more recent update soon, that will perhaps be worth sampling.

Figure 3.3 compares the optimal average cost g with the lower bound provided in (3.13). The

tightness of the lower bound is evident, as it closely aligns with the curve of the optimal average

cost. Additionally, the figure illustrates that the optimal cost tends to increase with an increase



47

0 0.2 0.4 0.6 0.8 1

0

5

10

15

c = 100

c = 10

Figure 3.2: Plot of optimal threshold Y
⇤
0 as a function of probability p of source update publication

in a slot, with a fixed sampling cost c.
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Figure 3.3: Comparison of optimal average cost g and the corresponding lower bound (LB) as a
function of probability p of source update publication in a slot, with a fixed sampling cost c.

in the sampling cost c. This suggests that while designing the cost structure, the cost should be

sufficiently high but not excessively so. Furthermore, the plot shows that the average cost decreases

as the probability p of memory updates in a slot increases. This is intuitive, as frequent memory

updates increase the likelihood of the Reader receiving a fresh update when it samples, thereby

reducing the age at the client.

3.5 Stationary Average Cost Optimal Policy

In this section we verify that the average cost optimality equation for MDP holds for M. To get

started, we need the following result.
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Lemma 3. Under the deterministic stationary policy ✓ of reading in every slot, the system exhibits

an irreducible, ergodic Markov Chain, with expected cost M(x, y) of first passage from state

s = (x, y) to (0, 1) satisfying

M(x, y)  1 + p

p2
(c+ y) +

3

2p3
. (3.16)

Proof of Lemma 3 appears in the Appendix 3.A. We now employ the lemma in verifying the

conditions of the following theorem.

Theorem 3. [123, Theorem] If the following conditions hold for MDP M:

1. For every state s and discount factor ↵, the quantity V (s) is finite,

2. f↵(s) := V (s)� V (0) satisfies �N

(a)

 f↵(s)
(b)

 M(s), where M(s) � 0, and

3. For all s and a,
P

s0 Ps,s0(a)M(s0) < 1,

then there exists a stationary policy that is average cost optimal for MDP M. Moreover, for

M, there exists a constant g = lim↵!1(1 � ↵)V (s) for every state s, and a function f(s) with

�N  f(s)  M(s) that solve relative-cost Bellman’s equation,

g + f(s) = min
a

{C(s; a) +
X

s02S

Ps,s0(a)f(s
0)}. (3.17)

For MDP M, we choose reference state 0 as (0, 1). A sufficient condition for 1 and 2(b) to hold

is the existence of a single stationary policy that induces an irreducible, ergodic Markov Chain, with

the associated expected cost of first passage from any state (x, y) to state (0, 1) being finite ([123,

Propositions 4 and 5]). Lemma 3 verifies that this sufficient condition is met for our problem. A

sufficient condition for 2(a) is that V (s) is non-decreasing in s [123]. Proposition 1 demonstrates

that this sufficient condition is also met.

Now, condition 3 of Theorem 3 asserts that under any a, the quantity
P

s0 Ps,s0(a)M(s0) should
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be finite. For MDP M, from (3.1b), when a = 0, we have for any state s = (x, y),

X

s0

Ps,s0(0)M(s0) = pM(0, y + 1) + p̄M(x+ 1, y + 1). (3.18)

From (3.1a), when a = 1, we similarly have for any state s = (x, y),

X

s0

Ps,s0(1)M(s0) = pM(0, x+ 1) + p̄M(x+ 1, x+ 1). (3.19)

It follows from (3.18), (3.19) and Lemma 3 that condition 3 holds for MDP M. Therefore, there

exists a constant g = lim↵!1(1� ↵)V (x, y) for every state (x, y) that is an optimal average cost

and a relative cost to go function f(x, y) with 0  f(x, y)  M(x, y).

3.6 Conclusion

This chapter focused on a class of systems where source updates are disseminated using shared

memory. The Writer process writes these source updates in the memory, and a Reader fulfills

clients’ requests for these measurements by reading from the memory. We studied the problem

of optimizing memory access by the Reader with respect to minimizing average cost. Our main

contributions included establishing the existence of an optimal stationary deterministic policy for

our Markov Decision Process (MDP). Furthermore, we demonstrated that the optimal policy has a

threshold structure.

A key insight from our analysis was that the Reader should choose to sample only when the

memory undergoes an update. If the Reader decides not to sample, this decision of staying idle

should perpetuate in subsequent slots until the memory is updated with a fresh source update. This

is because, in the absence of updates, there is no change in age reduction; it remains the same as

when the memory was last updated.
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3.A Proof of Lemma 3

Lemma 3. The expected first passage cost M(x, y) to go from state (x, y) to state (0, 1) under the

optimal policy satisfies

M(x, y)  1 + p

p2
(c+ y) +

3

2p3
. (3.20)

Proof. Note that

M(x, y)  E[Ĉ(x, y)], (3.21)

where Ĉ(x, y) is the first passage cost under the policy in which the Reader samples in every slot.

Starting from state (x, y) under the “always sample” policy, there is a geometric (p) number N

of slots in which the system passes from states (x, y) up through (x+N � 1, y +N � 1) until a

memory update takes the system to state (0, x+N) In the next slot, a cost c+x+N is incurred and

the system goes to either state (0, 1) with probability p or, with probability 1� p, to (1, 1). In the

latter case, the additional cost Ĉ(1, 1) is incurred to reach (0, 1). We define the Bernoulli (1� p)

random variable Z such that Z = 1 if a memory update does not occur in state (0, x+N). The cost

expended to go from (x, y) to (0, 1) is then

Ĉ(x, y) =
y+N�1X

j=y

(c+ j) + (c+ x+N) + ZĈ(1, 1)

= N(c+ y) + (c+ x) +
N(N + 1)

2
+ ZĈ(1, 1). (3.22)

Taking expectation,

E[Ĉ(x, y)] =
c+ y

p
+ (c+ x) +

3� p

2p2
+ p̄E[Ĉ(1, 1)]. (3.23)

50
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Evaluating (3.23) at (x, y) = (1, 1) yields

E[Ĉ(1, 1)] =
1

p

✓
1

p
+ 1

◆
(c+ 1) +

3� p

2p2

�
. (3.24)

Combining (3.23) and (3.24) yields

E[Ĉ(x, y)] =
c+ y

p
+ (c+ x) +

1� p
2

p2
(c+ 1) +

3� p

2p3
. (3.25)

Since x  y and 1  y for any feasible state (x, y), we obtain

E[Ĉ(x, y)] 
✓
1

p
+ 1

◆
(c+ y) +

1� p
2

p2
(c+ y) +

3� p

2p3

 1 + p

p2
(c+ y) +

3

2p3
. (3.26)

The claim then follows from (3.21).

3.B Proof of Proposition 2

Proposition 2. If the ↵-optimal action is to sample in (x, y), then the ↵-optimal action is to sample

in every (x, y0) with y
0 � y.

Proof. For brevity, we’ll use the following shorthand notation in the proof. For w  v, we define

J̃(u, v, w) = V (u, v)� V (u, w). (3.27)

The monotonicity of the value function (Proposition 1) implies

J̃(u, v1, w)  J̃(u, v2, w) for all u, w, and v1  v2. (3.28)

For the rest of our discussion, we use the following form of discounted-cost Bellman’s optimality
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equation with c↵ = c/↵:

V (x, y) = y + ↵min
�
pV (0, y + 1) + p̄V (x+ 1, y + 1),

c↵ + pV (0, x+ 1) + p̄V (x+ 1, x+ 1)
 
. (3.29)

Let x̂ = x+ 1 and ŷ = y + 1. According to (3.29), the condition for the Reader to sample in (x, y)

is

pV (0, ŷ) + p̄V (x̂, ŷ) � c↵ + pV (0, x̂) + p̄V (x̂, x̂). (3.30)

Using the shorthand J̃(u, v, w), the inequality (3.30) becomes

pJ̃(0, ŷ, x̂) + p̄J̃(x̂, ŷ, x̂) � c↵. (3.31)

Given that condition (3.31) holds, we examine the state (x, ŷ). The value function for this state is

V (x, ŷ) = ŷ + ↵min{pV (0, ŷ + 1) + p̄V (x̂, ŷ + 1), c↵ + pV (0, x̂) + p̄V (x̂, x̂)}. (3.32)

The condition for the Reader to sample in (x, ŷ) is

pV (0, ŷ + 1) + p̄V (x̂, ŷ + 1) � c↵ + pV (0, x̂) + p̄V (x̂, x̂), (3.33)

or equivalently,

pJ̃(0, ŷ + 1, x̂) + p̄J̃(x̂, ŷ + 1, x̂) � c↵. (3.34)

Now we observe from the monotonicity property (3.28) and (3.31) that

pJ̃(0, ŷ + 1, x̂) + p̄J̃(x̂, ŷ + 1, x̂) � pJ̃(0, ŷ, x̂) + p̄J̃(x̂, ŷ, x̂)

� c↵. (3.35)

Thus (3.34) holds, confirming that the Reader samples in state (x, ŷ).
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3.C Proof of Proposition 3

Proposition 3. (Concavity): For a fixed x, V (x, y + 1)� V (x, y) is non-increasing in y.

Proof. We want to show that for a fixed x, Vn(x, i+ 1)� Vn(x, i) � Vn(x, i+ 2)� Vn(x, i+ 1),

for every i 2 N. To achieve this, we focus on demonstrating the inequality:

Vn(x, i+ 2) + Vn(x, i)  2Vn(x, i+ 1) 8 n, i. (3.36)

The base case for n = 1 is trivially satisfied, as V1(x, y) = y. Now suppose (3.36) holds for

n = 1, 2 . . . k for every i. We will establish the validity of (3.36) under two scenarios, corresponding

to the ↵-optimal action at stage k + 1 being either to sample or idle in state (x, i+ 1). First, let’s

consider the case where it is optimal to sample in (x, i + 1) at stage k + 1. This implies that the

value iteration function in this state satisfies:

Vk+1(x, i+ 1) = i+ 1 + c+ ↵pVk(0, x+ 1) + ↵p̄Vk(x+ 1, x+ 1). (3.37)

Furthermore, leveraging Proposition 2, we deduce that sampling in (x, i + 1) is also the optimal

action for state (x, i+ 2) at stage k + 1, resulting in:

Vk+1(x, i+ 2) = i+ 2 + c+ ↵pVk(0, x+ 1) + ↵p̄Vk(x+ 1, x+ 1). (3.38)

Notice that the value iteration function for (x, i) satisifies

Vk+1(x, i)  i+ c+ ↵ (pVk(0, x+ 1) + p̄Vk(x+ 1, x+ 1)) . (3.39)

Combining (3.37), (3.38), and (3.39), we establish:

Vk+1(x, i+ 2) + Vk+1(x, i)  2Vk+1(x, i+ 1). (3.40)
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Let us now consider the situation where the ↵-optimal action is to stay idle in state (x, i + 1) at

stage k + 1. This implies that

Vk+1(x, i+ 1) = i+ 1 + ↵ (pVk(0, i+ 2) + p̄Vk(x+ 1, i+ 2)) . (3.41)

Leveraging Proposition 2, we conclude that staying idle in (x, i+ 1) is also the optimal action for

state (x, i) at stage k + 1, leading to:

Vk+1(x, i) = i+ ↵ (pVk(0, i+ 1) + p̄Vk(x+ 1, i+ 1)) . (3.42)

The value iteration function for (x, i+ 2) satisfies

Vk+1(x, i+ 2)  i+ 2 + ↵ (pVk(0, i+ 3) + p̄Vk(x+ 1, i+ 3)) . (3.43)

Combining (3.42) and (3.43), we can demonstrate:

Vk+1(x, i+ 2) + Vk+1(x, i)  2(i+ 1)+↵

⇣
p
�
Vk(0, i+ 3) + Vk(0, i+ 1)

�

+p̄
�
Vk(x+ 1, i+ 3) + Vk(x+ 1, i+ 1)

�⌘
,

(a)

 2(i+ 1)+↵

⇣
2pVk(0, i+ 2) + 2p̄Vk(x+ 1, i+ 2)

⌘
,

= 2
h
i+ 1 +↵

⇣
pVk(0, i+ 2) + p̄Vk(x+ 1, i+ 2)

⌘i
, (3.44)

where (a) follows from induction hypothesis that Vk(x, i + 3) + Vk(x, i + 1)  2Vk(x, i + 2). It

then follows from (3.41) and (3.44) that

Vk+1(x, i+ 2) + Vk+1(x, i) = 2Vk+1(x, i+ 1). (3.45)

It follows from principle of mathematical induction that (3.36) holds for every n, and hence Vn(x, y)

is concave in y. As limn!1 Vn(x, y) = V (x, y), this implies that V (x, y) is concave in y.
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3.D Proof of Proposition 4

Proposition 4. If the ↵-optimal action in state (x, y) is to idle, then the ↵-optimal action in states

(x+ i, y + i), 8i � 1 is to stay idle.

Proof. For brevity, we’ll use the following shorthand notation in the proof. For w  v, let

J̃n(u, v, w) = Vn(u, v)� Vn(u, w). (3.46)

We establish key properties of J̃n(u, v, w) to be utilized later in the proof.

1. Given w  v, Proposition 1 implies Vn(u, v) � Vn(u, w) � 0, and hence

J̃n(u, v, w) � 0. (3.47)

2. If v2 � v1, and w2 � w1, it follows from concavity property (Proposition 3) that

Vn(u, v2)� Vn(u, w2)  Vn(u, v1)� Vn(u, w1) (3.48)

and as a consequence,

J̃n(u, v2, w2)  J̃n(u, v1, w1), 8u,with w1  w2, and v1  v2. (3.49)

3. Let û = u+ 1, v̂ = v + 1 and ŵ = w + 1. Under the condition of not sampling in (u, v), it

can be shown that

J̃n(u, v, w) = v � w + ↵
�
pJ̃n�1(0, v̂, ŵ) + p̄J̃n�1(û, v̂, ŵ)

�
. (3.50)

We now resume the proof of proposition. Letting x̂ = x+ 1 and ŷ = y + 1 and c↵ = c/↵, we
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re-write the value iteration in state (x, y) given by (3.5) as:

Vn+1(x, y) = y + ↵min{pVn(0, ŷ) + p̄Vn(x̂, ŷ), c↵ + pVn(0, x̂) + p̄Vn(x̂, x̂)}, (3.51)

Given that Reader doesn’t sample in (x, y) implies that for all n, the terms inside the min function

in (3.51) satisfy:

pVn(0, ŷ) + p̄Vn(x̂, ŷ)  c↵ + pVn(0, x̂) + p̄Vn(x̂, x̂). (3.52)

Expressing inequality (3.52) in terms of J̃n(u, v, w), we get:

pJ̃n(0, ŷ, x̂) + p̄J̃n(x̂, ŷ, x̂)  c↵. (3.53)

Given that (3.53) holds for every n, we examine state (x+ i, y + i). The value iteration expression

at stage n+ 1 is given by:

Vn+1(x+ i, y + i) = y + i+ ↵min
�
pVn(0, ŷ + i) + p̄Vn(x̂+ i, ŷ + i),

c↵ + pVn(0, x̂+ i) + p̄Vn(x̂+ i, x̂+ i)
 
. (3.54)

To establish that the optimal action in state (x, y) being to stay idle implies the same for states

(x+ i, y + i), we aim to show that the terms inside the min function in (3.54) satisfy:

pVn(0, ŷ + i) + p̄Vn(x̂+ i, ŷ + i)  c↵ + pVn(0, x̂+ i) + p̄Vn(x̂+ i, x̂+ i). (3.55)

or equivalently,

pJ̃n(0, ŷ + i, x̂+ i) + p̄J̃n(x̂+ i, ŷ + i, x̂+ i)  c↵. (3.56)

Given that (3.53) holds for all n, proving that (3.56) holds for all n is equivalent to showing that the

LHS of (3.56) is less than LHS of (3.53). For that it is sufficient to show for all n � 1

I1(n+ 1) = J̃n(0, ŷ + i, x̂+ i)� J̃n(0, ŷ, x̂)  0, (3.57)
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and

I2(n+ 1) = J̃n(x̂+ i, ŷ + i, x̂+ i)� J̃n(x̂, ŷ, x̂)  0. (3.58)

With i � 1, it is clear that ŷ + i � ŷ and x̂ + i � x̂. Leveraging (3.49) , we conclude that

J̃n(0, ŷ+ i, x̂+ i)  J̃n(0, ŷ, x̂), leading to I1  0 for every n. We use inductive arguments to show

that I2(n+ 1)  0. When n = 1, we see that

J̃1(u, v, w) = V1(u, v)� V1(u, w) = v � w. (3.59)

This means that

I2(2) = J̃1(x̂+ i, ŷ + i, x̂+ i)� J̃1(x̂, ŷ, x̂) = 0,

and hence the base case holds. Now assume that I2(n+ 1)  0 for n = 1, . . . k � 1 for all i � 0.

This implies:

I2(k) = J̃k�1(x̂+ i, ŷ + i, x̂+ i)� J̃k�1(x̂, ŷ, x̂)  0, 8i � 0. (3.60)

We have established that I1(k)  0, implying that (3.57) holds at n = k � 1. Combining this with

(3.60), we conclude that both I1 and I2 hold at n = k � 1. This, in turn, implies that (3.56) holds at

n = k � 1. Consequently, (3.55) holds at n = k � 1. Therefore, the assumption I2(k)  0 for all

i � 0 implies that the action that minimizes (3.54) at stage k is to stay idle in state (x+ i, y + i) for

all i � 1.

Now, we need to demonstrate that:

I2(k + 1) = J̃k(x̂+ i, ŷ + i, x̂+ i)� J̃k(x̂, ŷ, x̂)  0, 8i � 0. (3.61)

Given that the assumption is to not sample in (x̂+ i, ŷ + i) for i � 0 at stage k, this means that it is

optimal to not sample in (x̂, ŷ) (Proposition 2). Hence, employing Property (3) of J̃n(u, v, w), from
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(3.50), we have with î = i+ 1,

J̃k(x̂+ i, ŷ + i, x̂+ i) = ŷ � x̂+ ↵(pJ̃k�1(0, ŷ + î, x̂+ î) + p̄J̃k�1(x̂+ î, ŷ + î, x̂+ î)). (3.62)

Similarly, we have

J̃k(x̂, ŷ, x̂) = ŷ � x̂+ ↵(pJ̃k�1(0, ŷ + 1, x̂+ 1) + p̄J̃k�1(x̂+ 1, ŷ + 1, x̂+ 1)). (3.63)

From (3.49), we can state that:

J̃k�1(0, ŷ + î, x̂+ î)  J̃k�1(0, ŷ + 1, x̂+ 1). (3.64)

Additionally, it follows from (3.60),

J̃k�1(x̂+ î, ŷ + î, x̂+ î)  J̃k�1(x̂+ 1, ŷ + 1, x̂+ 1). (3.65)

Based on (3.64) and (3.65), we observe that

J̃k(x̂+ i, ŷ + i, x̂+ i)� J̃k(x̂, ŷ, x̂) = I2(k + 1)  0. (3.66)

Thus, by induction, we establish that I2(n+ 1)  0 holds for all n � 1.

3.E Proof of Proposition 6

Proposition 6. Defining (0, 1) as the reference state with f(0, 1) = 0, the relative cost functions

satisify:

(i)

f(0, Y0 + 1)� f(0, Y0) = 1. (3.67)

Proof. Given that it is optimal to sample in (0, Y0), the relative-cost Bellman’s equation in
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state (0, Y0) is given as

g + f(0, Y0) = Y0 + c+ pf(0, 1) + p̄f(1, 1). (3.68)

The optimal action in (0, Y0 + 1) is also to sample (Proposition 2), and therefore, the relative-

cost Bellman’s equation in state (0, Y0 + 1) becomes

g + f(0, Y0 + 1) = Y0 + 1 + c+ pf(0, 1) + p̄f(1, 1). (3.69)

It follows from (3.68) and (3.69) that f(0, Y0 + 1)� f(0, Y0) = 1.

(ii) For any x � 0,

f(x, Y0 � 1) =
1

p
(J0 +

p̄

p
)� 1, (3.70)

where J0 = Y0 � g + pf(0, Y0).

Proof. For any x � 0, the optimal action in (x, Y0 � 1) is to idle, and the Bellman’s equation

(3.8) becomes

f(x, Y0 � 1) = �g + Y0 � 1 + pf(0, Y0) + p̄f(x+ 1, Y0). (3.71)

Let J0 = �g + Y0 + pf(0, Y0), we obtain

f(x, Y0 � 1) = J0 � 1 + p̄f(x+ 1, Y0). (3.72)

Since the optimal action in (x, Y0 � 1) is to idle, then from Proposition 4, the optimal action

in x � 0, (x+ 1, Y0), is to idle as well. The Bellman’s equation (3.8) in (x+ 1, Y0) becomes

f(x+ 1, Y0)

= �g + Y0 + pf(0, Y0 + 1) + p̄f(x+ 2, Y0 + 1),
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(a)
= �g + Y0 + p(1 + f(0, Y0)) + p̄f(x+ 2, Y0 + 1),

= J0 + p+ p̄f(x+ 2, Y0 + 1), (3.73)

where (a) follows from Proposition 6(i). Substituting (3.73) into (3.72), we obtain

f(x, Y0 � 1) = J0(1 + p̄)� 1 + pp̄+ p̄
2
f(x+ 2, Y0 + 1). (3.74)

Repeating this procedure n times yields

f(x, Y0 � 1) = J0

nX

i=0

p̄
i + pp̄

n�1X

i=1

(i+ 1)p̄i + p̄
2
n�2X

i=0

(i+ 1)p̄i

+ p̄
n+1

f(x+ n+ 1, Y0 + n)� 1, (3.75)

and in the limit n ! 1 we have

f(0, Y0 � 1) =
J0

1� p̄
+

pp̄

(1� p̄)2
+

p̄
2

(1� p̄)2
� 1 =

1

p
(J0 +

p̄

p
)� 1. (3.76)

Here, p̄n+1
f(x+n+1, Y0 +n) ! 0 when n ! 1 as f(x+n+1, Y0 +n) is bounded. This

bounding property is derived from Theorem 3, where it is established that f(x+ n+ 1, Y0 +

n)  M(x+ n+ 1, Y0 + n). Then it follows from (3.16),

f(x+ n+ 1, Y0 + n)  1 + p

p2
(c+ Y0 + n) +

3

2p3
. (3.77)

(iii) For every y < Y0,

f(0, y) = f(1, y) = · · · = f(y, y). (3.78)

Proof. From the threshold structure of the optimal policy, the optimal action in (x, Y0 � 2) is
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to stay idle, and the relative-cost Bellman’s equation (3.8) becomes

f(0, Y0 � 2)

= �g + Y0 � 2 + pf(0, Y0 � 1) + p̄f(1, Y0 � 1),

(a)
= �g + Y0 � 2 + pf(0, Y0 � 1) + p̄f(0, Y0 � 1),

= �g + Y0 � 2 + f(0, Y0 � 1), (3.79)

where (a) follows from Proposition 6(ii) as f(x, Y0 � 1) is independent of x. This fact

along with (3.79) implies that f(x, Y0 � 2) is also independent of x, and so f(0, Y0 � 2) =

f(1, Y0 � 2) . . . f(Y0 � 2, Y0 � 2). In fact this can be generalized such that (x, Y0 � k) with

x � 0 and k 2 {1, 2, . . . , Y0 � 1} is independent of x.

(iv) When Y0 > 1,

f(0, Y0) = Y0 � g + c. (3.80)

Proof. At (0, Y0) the Reader samples and the Bellman’s equation (3.8) becomes

f(0, Y0) = Y0 � g + c+ pf(0, 1) + p̄f(1, 1). (3.81)

When Y0 > 1, we have from Proposition 6(iii), f(0, 1) = f(1, 1), and since f(0, 1) = 0, it

follows that

f(0, Y0) = Y0 � g + c. (3.82)

3.F Proof of Lemma 1

Lemma 1. The average cost as a function of the threshold Y0 is given by:

g0(Y0) =
1

2

✓
1

p
+ Y0 +

2cp+ p̄/p

pY0 + p̄

◆
. (3.83)
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Proof. We break down the proof into three parts. In the first and second parts, we derive analytical

expressions for the optimal average cost when Y0 = 1 and Y0 = 2, respectively. In the third part, we

focus on obtaining a general expression for the optimal average cost when Y0 > 2. Surprisingly, we

discover that the average cost equation as a function of Y0 obtained in the third part is a general

equation for any Y0 � 1.

(Part 1): If Y0 = 1, it is optimal to sample in (0, 1). Thus Bellman’s equation (3.8) yields

f(0, 1) = �g + 1 + c+ pf(0, 1) + p̄f(1, 1). (3.84)

Defining (0, 1) as the reference state with f(0, 1) = 0 yields 0 = �g + 1 + c + p̄f(1, 1), or

equivalently,

f(1, 1) =
g � 1� c

p̄
. (3.85)

Now it is optimal to never sample in f(1, 1). Then

f(1, 1) = �g + 1 + pf(0, 2) + p̄f(2, 2),

(a)
= g + 1 + p(1 + f(0, 1)) + p̄f(2, 2),

= �g + 1 + p+ p̄f(2, 2), (3.86)

where (a) follows from Proposition 6(i). Since staying idle is the optimal action in (1, 1), then

Proposition 4 implies that staying idle is also the optimal action in state (2, 2), and hence

f(2, 2) = �g + 2 + pf(0, 3) + p̄f(3, 3),

= �g + 2 + p(2 + f(0, 1)) + p̄f(3, 3),

= �g + 2 + 2p+ p̄f(3, 3). (3.87)
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Substituting f(2, 2) obtained in (3.87) in (3.86), we obtain

f(1, 1) = �g(1 + p̄) + 1 + p+ 2p̄+ 2pp̄+ p̄
2
f(3, 3). (3.88)

Similarly, we can obtain f(3, 3) as

f(3, 3) = �g + 3 + 3p+ p̄f(4, 4). (3.89)

Again substituting f(3, 3) obtained in (3.89) in (3.88), we obtain

f(1, 1) = �g(1 + p̄+ p̄
2) + 1 + p+ 2p̄+ 2pp̄+ 3p̄2 + 3pp̄2 + p̄

3
f(4, 4). (3.90)

Repeating this n times, we obtain

f(1, 1) = �g(1 + p̄+ p̄
2
. . .+ p̄

n) + (1 + 2p̄+ 3p̄2 + . . .+ (n+ 1)p̄n)

+ p(1 + 2p̄+ 3p̄2 + . . .+ (n+ 1)p̄n) + p̄
n+1

f(n+ 2, n+ 2), (3.91)

and letting n ! 1, we obtain

f(1, 1) =
�g

1� p̄
+

1

(1� p̄)2
+

p

(1� p̄)2
,

=
�g

p
+

1

p2
+

1

p
,

=
�g + 1

p
+

1

p2
. (3.92)

Here, p̄n+1
f(n + 2, n + 2) ! 0 when n ! 1 as f(n + 2, n + 2) is bounded. This bounding

property is derived from Theorem 3, where it is established that f(n+2, n+2)  M(n+2, n+2).

Subsequently, (3.16) implies that

f(n+ 2, n+ 2)  1 + p

p2
(c+ n+ 2) +

3

2p3
. (3.93)
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Now equating f(1, 1) in (3.85) and (3.92), we obtain

g =
1

p
+ cp. (3.94)

(Part 2): If Y0 = 2, then it is optimal to sample in (0, 2). The realtive-cost Bellman’s equation (3.8)

is

f(0, 2) = �g + 2 + c+ pf(0, 1) + p̄f(1, 1)
(a)
= �g + 2 + c, (3.95)

where (a) follows from Proposition 6(iii) which for Y0 = 2 implies that f(1, 1) = f(0, 1) = 0.

Now from (3.9), we have for x = 1, and Y0 = 2,

f(0, 1) =
1

p

✓
J0 +

p̄

p

◆
� 1 =

1

p

✓
�g + 2 + pf(0, 2) +

p̄

p

◆
� 1. (3.96)

With f(0, 2) given by (3.95), we have

f(0, 1) =
1

p

✓
�g + 2 + p(�g + 2 + c) +

p̄

p

◆
� 1. (3.97)

Equating f(0, 1) = 0 gives

g =
1

1 + p

✓
2 + 2p+ cp+

p̄

p
� p

◆
,

=
1

1 + p

✓
1 + 1 + p+ cp+

p̄

p

◆
,

=
1

1 + p

✓
1 +

1

p
+ p(c+ 1)

◆
,

=
1

p
+

(c+ 1)p

1 + p
. (3.98)

(Part 3): Now consider the case when Y0 > 2. Since it is optimal to not sample in state (0, Y0 � 2),
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the Bellman’s equation for state (0, Y0 � 2) becomes

f(0, Y0 � 2) = Y0 � 2� g + pf(0, Y0 � 1) + p̄f(1, Y0 � 1),

(a)
= Y0 � 2� g + f(0, Y0 � 1), (3.99)

where (a) follows from Proposition 6(iii). Moreover,

f(0, Y0 � 3) = Y0 � 3� g + pf(0, Y0 � 2) + p̄f(0, Y0 � 2),

= Y0 � 3� g + f(0, Y0 � 2),

= 2(Y0 � g)� (2 + 3) + f(0, Y0 � 1). (3.100)

Repeating this procedure k times yields,

f(0, Y0 � k) = (k � 1)(Y0 � g)� (2 + 3 + 4 + · · ·+ k) + f(0, Y0 � 1),

= (k � 1)(Y0 � g)� k(k + 1)

2
+ 1 + f(0, Y0 � 1). (3.101)

Recalling (0, 1) as the reference state with f(0, 1) = 0, evaluating (3.101) at k = Y0 � 1 yields

(Y0 � 2)(Y0 � g) =
(Y0 � 1)Y0

2
+ 1 + f(0, Y0 � 1), (3.102)

From Proposition 6,

f(0, Y0 � 1) = (1 + 1/p)(Y0 � g) + c+ p̄/p
2 � 1. (3.103)

Thus it follows from (3.102) that

(Y0 � g)

✓
1

p
+ Y0 � 1

◆
=

(Y0 � 1)Y0

2
� p̄

p2
� c. (3.104)
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Rearranging to solve for g yields

g = Y0 �
1

Y0 � 1 + 1/p


Y0(Y0 � 1)

2
� c� p̄

p2

�

=
Y0

2
+

Y0(Y0�1+1/p)
2 �

h
Y0(Y0�1)

2 � c� p̄

p2

i

Y0 � 1 + 1/p

=
Y0

2
+

Y0
2p + c+ p̄

p2

Y0 � 1 + 1/p
. (3.105)

Recalling �1 + 1/p = p̄/p, we obtain

g =
Y0

2
+

1

2p
+

1

2

2cp+ p̄/p

pY0 + p̄
. (3.106)

Since (3.106) depends upon Y0, we express it as

g0(Y0) =
1

2

✓
1

p
+ Y0 +

2cp+ p̄/p

pY0 + p̄

◆
. (3.107)

Finally observe that even though (3.107) was derived for Y0 > 2, we see that g0(1) = 1/p + cp,

where the RHS is same as RHS of (3.94), the average cost obtained separately at Y0 = 1. Similarly,

g0(2) = 1/p+(c+1)p/(1+p), where the RHS is same as RHS of (3.98), the average cost obtained

separately at Y0 = 2.
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CHAPTER 4

EFFICIENT AND TIMELY MEMORY ACCESS - UNKNOWN MEMORY STATE

4.1 Introduction

While the study in Chapter 3 provided novel insights, the model examined doesn’t necessarily

reflect the system architecture in practical applications. In practice, especially in scalable distributed

systems that are built upon producer-consumer paradigm, pull queries from consumers are sent to

a remote destination. Given that the cost of timestamp retrievals (which is high due to latency)

is almost comparable to the cost of actual data item retrievals, the consumer (Reader) adopts a

polling mechanism without being aware of the update freshness. However, such systems, while

scalable, introduce inefficiencies such as resource wastage (e.g., network bandwidth) due to regular

polling. In practice, producer-consumer systems usually employ mechanisms such as “long polling”

[124] to curtail empty or stale responses. Similar to Chapter 3, we abstract such polling regulatory

mechanisms by introducing a non-negative cost associated with memory sampling. With such

sampling cost and the memory state unawareness at the Reader, the objective in this chapter remains

the same as in Chapter 3: to study the trade-off associated with memory sampling and the age at

client input.

4.1.1 Contributions and Chapter Outline

Section 4.2 describes the discrete time system model for timely memory sampling where memory

state is unknown at the Reader and formulate such a problem as a Markov Decision Process (MDP).

In section 4.5, we verify the existence of average cost optimal stationary policy for this system.

Section 4.3 presents our main contribution where we develop and study three heuristic scheduling

algorithms for the Reader. We start with the most obvious policy of reading in every slot (Always

Sample policy), then introduce Probabilistic Reading (PR) policy where the Reader samples with
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some non zero probability in any slot. Finally, we analyze Fixed Wait (FW) policy where the Reader

waits for fixed number of slots before it samples. In Section 4.4, we present numerical evaluation of

the performance of heuristic policies with respect to the corresponding average costs.

4.2 System Model

Similar to Chapter 3, in this chapter as well, we focus on a class of systems (see Fig. 1.1) where a

Writer writes the time-varying data received from the source into the memory, and a Reader samples

the memory on behalf of a client. We consider a discrete-time slotted system with slots labelled

t = 0, 1, 2, . . .. The source update publication generates age process x(t) at the memory. The state

dependent action a(t), where the Reader either idles (a(t) = 0), or samples (a(t) = 1) influences

the evolution of age process y(t) at client input as follows:

y(t+ 1) =

8
>><

>>:

x(t) + 1 if a(t) = 1,

y(t) + 1 if a(t) = 0.

(4.1)

If c � 0 denotes the memory sampling cost, our objective is to find an optimal read schedule that

minimizes average cost E[y(t) + ca(t)] across slots. As in Chapter 3, we adopt a Markov Decision

Process formulation to determine the optimal policy.

4.2.1 Markov Decision Process Formulation

In the context of our MDP model, denoted with M0 from here on, the following four components

make up the structure1:

• States: State s(t) is a tuple (y(t), h(t)), where y(t) is the age of sampled source update at

the client input and h(t) is the number of slots elapsed since the last read. We denote the set

of possible system states by S which does not vary with time. Notice that S is a countably

infinite set since age is unbounded.
1Observe that MDP M0 for this system where the Reader samples without update age information is different from

MDP M in Chapter 3.
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• Action: Let a(t) 2 {0, 1} denote the action taken in slot t indicating Reader’s decision, where

a(t) = 1 if Reader decides to read and a(t) = 0 if idle.

• Transition Probabilities: Letting p̄ = 1� p, when a(t) = 1, the transition probability from

state s = (y, h) to state s
0 2 S is

P[s0 | s = (y, h), a = 1] =

8
>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>:

p s
0 = (1, 1),

pp̄ s
0 = (2, 1),

pp̄
2

s
0 = (3, 1),

...

pp̄
h�1

s
0 = (h, 1),

p̄
h

s
0 = (y + 1, 1).

(4.2a)

And when a(t) = 0, the transition probability is:

P[s0 = (y + 1, h+ 1) | s = (y, h), a = 0] = 1. (4.2b)

• Cost: The cost C(s(t); a(t)) incurred in state s(t) in time slot t under action a(t) is defined

as:

C(s(t) = (y, h); a(t) = a) := y + ca. (4.3)

The expected average cost under policy ⇡ starting from a given initial state at t = 0, s(0) = (y, h),

is defined as:

g⇡(y, h) = lim sup
T!1

1

T
E⇡

"
T�1X

t=0

(y(t) + ca(t)) | s(0) = (y, h)

#
. (4.4)

The problem is to obtain ⇡
⇤ such that g = g⇡⇤(s) = inf g⇡(s) for every s 2 S. As in Chapter 3,

the average cost optimization problem associated with M0 involves countable state space with
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unbounded cost. Therefore, the first step for us was to verify the existence of optimal stationary

policy by verifying that M0 satisfies sufficient conditions presented in [123]. There is good news

and bad news. The good news is that an optimal policy does exist (see Section 4.5 at the end of the

chapter), with the value function satisfying the Bellman’s optimality equation:

V↵(y, h) = min{V̂↵(y, h; 0), V̂↵(y, h; 1)}, (4.5)

where

V̂↵(y, h; 0) = y + ↵V↵(y + 1, h+ 1), and (4.6)

V̂↵(y, h; 1) = y + c+ ↵
� hX

i=1

pp̄
i�1

V↵(i, 1) + p̄
h
V↵(y + 1, 1)

�
. (4.7)

However, the bad news is that finding optimal policy at the time of writing this thesis seems

intractable, and we discuss a few roadblocks below.

Intuition suggests that the Reader should sample when the age at the client input is “large”, or if

it has been “many” slots since the Reader last read. This means that an optimal policy might have a

threshold structure. Particularly, the hypothesis is that if it is optimal to sample in (y, h), then it

is also optimal to sample in any (y0, h) with y
0 � y or h0 � h. For a two-dimensional state MDP,

usually the methodology deployed in proving the threshold results consists of two steps: showing

monotonicity of the optimal value function V↵(y, h), and showing that the state-action cost function

V̂↵(y, h; a) is submodular in the action and state variable [125].

As proven in Section 4.5, the value function V↵(y, h) for any (y, h) 2 S has an uncommon

monotonicity property. Particularly, V↵(y, h) is monotonically non-decreasing in y and monotoni-

cally non-increasing in h. However, this monotonicity property, along with convoluted transition

probabilities associated with MDP M0, makes proving submodularity really challenging.

Nevertheless, despite these challenges in proving the submodularity and fully characterizing the

optimal policy, in the next section, we turn our attention to studying heuristic policies. By exploring

heuristic policies that leverage the observed monotonicity properties and intuitive threshold-based
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(1,1) (2,1) (3,1) (4,1)p

p̄

p

p̄

p

p̄

p

Figure 4.3.1: Discrete-time Markov Chain for the policy in which the Reader reads in every slot.

decision rules, we aim to achieve near-optimal performance.

4.3 Heuristic policies

4.3.1 Always Sample Policy (ASP)

Under the deterministic stationary policy of reading in every slot, the system exhibits an irreducible,

ergodic Markov Chain with states (i, 1), where i 2 N represents the age at the client input after

sampling. The corresponding Markov Chain is shown in Fig. 4.3.1. The steady-state distribution is

⇡(i,1) = pp̄
i�1

, i = 1, 2, . . . (4.8)

In state (i, 1), a non-negative cost C((i, 1); 1) = c+ i is incurred. Then, the average cost for always

sample policy gAS is

gASP =
X

i

⇡(i,1)C(i, 1) =
X

i

pp̄
i�1(c+ i) = c+

1

p
. (4.9)

4.3.2 Probabilistic Reading (PR)

In this policy, the Reader decides to read a slot with a fixed probability q. This probabilistic

approach balances the trade-off between the frequency of sampling and the associated costs, while

also maintaining the freshness at the Reader. To analyze the performance of the PR policy, we

begin by examining the average age of update stored in memory. Recall that updates arrive at the

Writer following a Bernoulli process with parameter p, leading to inter-publication times, denoted



72

as Xi, which form an independent and identically distributed (i.i.d.) sequence of geometric random

variables with parameter p. The evolution of the age process x(t) in memory is illustrated in

Fig. 4.3.2. The area under polygon An in Fig. 4.3.2 is An = (Xn � 1)Xn/2. The average age in the

memory can be calculated as:

E[x(t)] =
E[Area]
E[X]

=
E[0.5X(X � 1)]

E[X]
,

=
1

2E[X]

�
E[X2]� E[X]

�
=

0.5(2� p)/p2

1/p
� 1

2
,

=
1

p
� 1. (4.10)

Next, let Z be a random variable indicating whether the Reader reads a slot i.e.,

Z =

8
>><

>>:

1, if Reader reads in a slot,

0, otherwise.

Then, under the PR policy, the average age at the client input will be:

E[y(t)] = E[y(t) | Z = 0]P[Z = 0] + E[y(t) | Z = 1]P[Z = 1],

= (1� q)(E[y(t)] + 1) + q(E[x(t)] + 1),

=
1

q
+ E[x(t)] =

1

q
+

1

p
� 1. (4.11)

Since c is the cost associated with sampling, the average updating cost is cq. Therefore the average

cost under Probabilistic Reading policy is:

g(q) = cq +
1

q
+

1

p
� 1. (4.12)

Notice that when q = 1, the PR policy reduces to the Always Sample policy, where the Reader reads

every slot. To find the probability q that minimizes the average cost g(q) in (4.12), we differentiate
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t

x(t)

A1
A2

An

X1 X2 Xn

Figure 4.3.2: Age evolution of update stored in the memory.

g(q) with respect to q and set the derivative equal to zero:

dg

dq
= c� 1

q2
= 0 ) q =

1p
c
.

Substituting q = 1/
p
c into the cost function g(q) in (4.12) yields the minimum average cost under

the PR policy,

gPR = g(1/
p
c) = 2

p
c+

1

p
� 1. (4.13)

4.3.3 Fixed-Wait Policy (FW)

In this policy, the reader waits for a deterministic number of slots, represented by H , before

sampling the memory. This means that starting from an arbitrary state (y, 1), the system successively

transitions to states (y + 1, 2), then (y + 2, 3), and so on, until it reaches (y +H � 1, H).

The state (y +H � 1, H) physically signifies that H slots have elapsed since the Reader last

sampled the memory. At this point, according to the FW policy, the Reader performs a sampling

action, which effectively resets the age at the client input. The reset age could either be one of the

values 1, 2, . . . , H depending on the freshness of the update in memory, or it could be y +H if no

new updates have been published during the waiting period.

For such a policy, rather than the usual interpretation in which state of the system is given by a

tuple (y, h), we view the state of the system changing only at the read times. We refer to such a state

as a post-action state. Let Y (t) be the age after an action in slot t, then Y (t) is called the post-action
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1 2 3 H H + 1p

pp̄

pp̄
2

pp̄
H�1

p̄
H

p

p

p

p

Figure 4.3.3: Embedded Markov Chain for threshold in h policy (for clarity only transitions out of
and into state 1 are shown and transitions in and out of other states are omitted).

age, which is different from pre-action age y(t). A similar idea was also presented in [111].

Let H 2 1, 2, . . . represent the fixed wait time. In this context, the Fixed-Wait Sampling Policy

induces a semi-Markov process with H being the holding time in each state and an embedded

Markov Chain {Yn, n � 0} with Yn being the age at client input immediately following transition

n. Fig. 4.3.3 illustrates the corresponding embedded Markov Chain; only transitions out of and into

state 1 are shown. A notable detail not immediately apparent in Fig. 4.3.3 is that if the embedded

Markov Chain state is 1, in the original Markov process, this corresponds to state (1, 1). Starting

in state 1, the system waits for H slots, taking the original system state to (H � 1, H). Upon the

reader’s next read, the original system transitions to either state (1, 1), that corresponds to state 1

in embedded Markov Chain with probability p, or to (2, 1) corepsonding to state 2 in embedded

markov chain with probability pp̄ that corresponds to state 2, and so on, up to (H, 1) with probability

pp̄
H�1, or to (H + 1, 1) with probability p̄

H . In general, transitioning from state (y,H), with y � 1

to state (i, 1) with i 2 {1, 2, . . . , H + 1} in the original Markov process corresponds to a transition

in the embedded Markov Chain to state i with probability pp̄
i�1.

The Markov Chain is irreducible, aperiodic and ergodic and that any transition into state i is

with probability pp̄
i�1. Let {⇡i : i � 0} be the steady state probabilities for the embedded Markov

Chain. If U(i) is the expected holding interval in state i per transition into i, the the time-average
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probability of being in state i is expressed as [126]

Pi =
⇡iU(i)P
j
⇡jU(j)

. (4.14)

For a Fixed-Wait Sampling policy, where the holding time is a constant H for each state, it follows

that Pi = ⇡i. The steady-state probability for state i in the embedded Markov Chain, as depicted in

Fig. 4.3.3, is given by:

⇡i = pp̄
i�1

, i 2 1, 2, . . .. (4.15)

Under such a policy, the cost in each slot comprises the age in that slot plus the charge c of sampling

(if any) in that slot. For instance, the cost incurred in state i, ĉ(i), with i 2 {1, 2, 3, . . .} is:

ĉ(i) = i+ (i+ 1) + (i+ 2) . . .+ (i+H) +
c

H
, (4.16)

where the last term in the sum represents the charge paid at the beginning where the Reader samples,

and then stays idle for H � 1 slots. In general for any state i 2 {1, . . . H}, the cost incurred is

ĉ(i) =
1

2
(H + 2i� 1) +

c

H
, (4.17)

and for any state H + i with i 2 {1, 2, 3, . . .}, the average cost is

1

2
(3H + 2i� 1) +

c

H
. (4.18)

Consequently, the average cost under such a threshold policy is given by:

g(H) =
1X

i=1

Piĉ(i) =
1X

i=1

⇡iĉ(i),

= p

HX

i=1

p̄
i�1

✓
1

2
(H + 2i� 1) +

c

H

◆
+ pp̄

H

1X

i=1

p̄
i�1

✓
1

2
(3H + 2i� 1) +

c

H

◆
,

=
1

2
(H � 1) +

c

H
+

1

p
. (4.19)
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Figure 4.4.1: Average cost of heuristic policies (ASP, PR, and FW) as a function of the source
update arrival probability p, compared to the optimal policy when the memory state is known
(Lower Bound). The plots illustrate the impact of sampling costs: (a) c = 1 and (b) c = 10.

It is worth noting that H = 1 implies that the Reader reads in every slot, and the cost is identical

to Always Sample Policy. Setting dg/dH = 0 gives the minimum value of threshold as
p
2c. But

since H is a discrete variable, the optimal threshold is H⇤
= d

p
2ce. This means that when c = 0,

the optimal threshold is H = 1, and this means that the Reader samples in every slot and the average

cost will be g = c+1/p. When c > 0, using (4.19), the minimum average cost under the FW policy

is

gFW = g
�lp

2c
m�

=
1

2
(
lp

2c
m
� 1) +

c

d
p
2ce

+
1

p
. (4.20)

4.4 Numerical Evaluation

In this section, we plot the average cost for each heuristic policy—Always Sample Policy (ASP),

Probabilistic Reading (PR), and Fixed-Wait (FW)—as a function of the update arrival probability p

for two different sampling costs: c = 1 (Fig. 4.4.1(a)) and c = 10 (Fig. 4.4.1(b)). Additionally, we

include a plot of the average cost when the memory state is known. This known-state average cost

acts as a theoretical lower bound for the heuristic policies because these policies are designed for

scenarios where the memory state is not directly observable.

When c = 1, it follows from (4.9), (4.13) and (4.20) that gASP = gPR = gFW = 1 + 1/p.
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Consequently, in Fig. 4.4.1(a), we observe that the curves corresponding to ASP, PR, and FW

policies overlap for this cost value. This overlapping behavior illustrates that, under a low sampling

cost, the choice of policy does not affect the average cost significantly. Additionally, for the PR

policy, the optimal sampling probability q
⇤ = 1 when c = 1, which implies that the Reader samples

in every slot in the PR policy.

Moreover, when c = 1 and p = 1, we observe from (3.11) in Chapter 3 that the optimal threshold

is Y ⇤
0 = 1, which means the Reader samples in every slot. Thus, we see in Fig. 4.4.1(a) that all

the policies converge to the ASP when c = 1 and p = 1. When p is close to 1, the advantage of

knowing the memory state information is not significant, since there will most likely be new update

in the memory in every slot, and thus we see that every policy is close to the lower bound.

When c is very large, and the updates are infrequent i.e. p is small, then knowing the state

is pretty valuable, and thus we observe a significant gap in the lower bound and other heuristic

policies, as illustrated by Fig. 4.4.1(b). Again, we observe from (3.11) in Chapter 3 that when c is

large and p = 1, the optimal threshold is Y ⇤
0 ⇡ d

p
2ce, which is approximately equal to the optimal

threshold for the FW policy, where H
⇤
= d

p
2ce. Thus, we see that the average cost of FW policy

is almost identical to the lower bound at p = 1.

4.5 Existence of Average Cost Stationary Optimal Policy

We introduce the ↵-discounted version of the problem, where 0 < ↵ < 1 denotes the discount

factor. For a given initial state s, the total expected discounted cost under policy ⇡ is defined as:

V⇡,↵(s) = E⇡

" 1X

t=0

↵
t
C(s(t), a(t)) | s(0) = s

#
. (4.21)

It’s worth noting that (4.21) may yield an infinite value, particularly when the cost function

C(s(t), a(t)) is unbounded. Let V↵(s) = inf⇡ V⇡,↵(s). A policy ⇡
⇤ is considered ↵-optimal if it

satisfies V⇡⇤,↵(s) = V↵(s), 8s 2 S. We now state the conditions presented in [123] for existence of

stationary optimal policy for average cost MDP with countable state space and unbounded costs:
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Theorem 4. [123, Theorem] If the following conditions hold for MDP M0:

1. For every state s and discount factor ↵, the quantity V↵(s) is finite,

2. f↵(s) := V↵(s)� V↵(0) satisfies �N

(a)

 f↵(s)
(b)

 M(s), where M(s) � 0, and

3. For all s and a,
P

s0 Ps,s0(a)M(s0) < 1,

then there exists a stationary policy that is average cost optimal for M0. Moreover, for M0,

there exists a constant g = lim↵!1(1 � ↵)V↵(s) for every state s, and a function f(s) with

�N  f(s)  M(s) that solve relative-cost Bellman’s equation,

g + f(s) = min
a

{C(s; a) +
X

s02S

Ps,s0(a)f(s
0)}. (4.22)

For M0, we choose reference state 0 as (1, 1). A sufficient condition for 1 and 2(b) to hold is

the existence of a single stationary policy that induces an irreducible, ergodic Markov Chain, with

the associated expected cost of first passage from any state (y, h) to state (1, 1) being finite ([123,

Propositions 4 and 5]). The following lemma verifies that this sufficient condition is met for our

problem.

Lemma 4. Under the deterministic stationary policy ✓ of reading in every slot, the system exhibits

an irreducible, ergodic Markov Chain, with expected cost M(y, h) of first passage from state

s = (y, h) to (1, 1) satisfying

M(y, h)  1

p
(y + c(1 + p)) +

2

p2
. (4.23)

The proof appears in the Appendix 4.A. Now, condition 3 of Theorem 4 asserts that under any

action a 2 {0, 1}, the quantity
P

s0 Ps,s0(a)M(s0) should be finite. For MDP M0, from (4.2b), when

a = 0, we have for any state s = (y, h),

X

s0

Ps,s0(0)M(s0) = M(y + 1, h+ 1). (4.24)
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From (4.2a), when a = 1, we similarly have for any state s = (y, h),

X

s0

Ps,s0(1)M(s0) =
hX

i=1

pp̄
i�1

M(i, 1) + p̄
h
M(y + 1, 1). (4.25)

It follows from (4.24), (4.25) and Lemma 4 that condition 3 holds for MDP M0.

We now focus on lower bounding the relative cost function f↵(s) = V↵(s)� V↵(0) to satisfy

condition 2 in Theorem 4. Since V↵(y, h) is finite for every (y, h) 2 S, it satisfies the discounted

cost optimality equation [121, Theorem 1.1, Chapter III] which is given as:

V↵(y, h) = min
�
y + ↵V↵(y + 1, h+ 1), y + c+ ↵

� hX

i=1

pp̄
i�1

V↵(i, 1) + p̄
h
V↵(y + 1, 1)

� 
.

(4.26)

Here, the first term of min corresponds to the reader staying idle (a = 0), and the second term

corresponds to the reader sampling (a = 1). We define a value iteration V↵,n(s) by V↵,0(s) =

0, 8s 2 S, and, for any n > 0,

V↵,n+1(y, h) = min
�
y + ↵V↵,n(y + 1, h+ 1),

y + c+ ↵
� hX

i=1

pp̄
i�1

V↵,n(i, 1) + p̄
h
V↵,n(y + 1, 1)

� 
. (4.27)

In the following, Lemma 5 and Lemma 6 define monotonicity properties of value iteration function

V↵,n(y, h) and value function V↵(y, h) satisfying (4.27) and (4.26) respectively. These properties

aid in verifying condition 2 of Theorem 4.

Lemma 5. The discounted cost value iteration has the following monotonicity properties:

(a) Function V↵,n(y, h) is non-decreasing in y for every n and ↵.

(b) Function V↵,n(y, h) is non-increasing in h for every n and ↵.

The proof of Lemma 5 appears in Appendix 4.B. Next, using Lemma 5, we state the monotonicity

property of the value function V↵(y, h).
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Lemma 6. (a) For any fixed h  y, function V↵(y, h) is non-decreasing in y i.e.

V↵(y, h)  V↵(y + 1, h)  V↵(y + 2, h) . . . (4.28)

(b) For any fixed y, function V↵(y, h) is non-increasing in h i.e.

V↵(y, 1) � V↵(y, 2) � V↵(y, 3) . . . � V↵(y, y). (4.29)

Proof. The proof follows from Lemma 5(a) and 5(b), and the observation that V↵,n(s) ! V↵(s) as

n ! 1 [121, Theorem 4.2, Chapter III].

Lower bound on f↵(s)

Let state (1, 1) be the reference state. We aim to show that f↵(s) = V↵(y, h)� V↵(1, 1) � 0 for all

states (y, h). First, we prove V↵(y + 1, y + 1) � V↵(y, y) � 1 for every y � 1. Then, we use the

monotonicity properties provided by Lemma 6 to conclude the validity of condition 2 of Theorem 4

for our case.

Lemma 7. For every discount factor ↵, and y � 1, the following inequality holds:

V↵(y + 1, y + 1)� V↵(y, y) � 1. (4.30)

The proof of Lemma 7 is in Appendix 4.C.

Lemma 8. The relative cost value function for MDP M0 satisfies:

f↵(y, h) � 0. (4.31)

Proof. We want to show that f↵(y, h) = V↵(y, h)�V↵(1, 1) � 0. By applying Lemma 7 recursively
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and adding the inequalities, we obtain

V↵(y, y)� V↵(1, 1) � 0. (4.32)

Finally, by using Lemma 6(b), we have that for any h  y, V↵(y, h) � V↵(y, y), and it follows that

V↵(y, h)� V↵(1, 1) � 0. (4.33)

Lemma 8 shows that the relative cost f↵(s) is indeed lower-bounded in M0, thereby satisfying

condition 2 of Theorem 4. Consequently, there exists a constant g = lim↵!1(1 � ↵)V↵(y, h) for

every state (y, h) that is an optimal average cost along with a relative cost-to-go function f(y, h)

satisfying 0  f(y, h)  M(y, h).



APPENDIX

4.A Proof of Lemma 4

Lemma 4. Under the deterministic stationary policy ✓ of reading in every slot, the system exhibits

an irreducible, ergodic Markov Chain, with expected cost M(y, h) of first passage from state

s = (y, h) to (1, 1) satisfying

M(y, h)  1

p
(y + c(1 + p)) +

2

p2
. (4.34)

Proof. Note that

M(y, h)  E[Ĉ(y, h)], (4.35)

where Ĉ(y, h) is the first passage cost under the policy ✓ in which the Reader samples in every

slot. Such a policy will induces an irreducible and ergodic discrete-time Markov Chain with states

(i, 1), i 2 N as illustrated in Fig. 4.3.1. The expected cost of first passage from state (i, 1) to (1, 1)

is

E[Ĉ(i, 1)] =
1X

n=1

pp̄
n�1

✓
n(i+ c) +

n(n� 1)

2

◆
,

=
c+ i� 1

p
+

1

p2
,

 1

p
(i+ c) +

1

p2
,

 1

p
(i+ c(1 + p)) +

2

p2
. (4.36)

Let Ŝ(y, h) = {(i, 1) : i 2 {1, 2, . . . , h} [ {y + 1}} be the set of states reachable from a transient

state (y, h) under the “always sample” policy ✓. Then, starting from state (y, h) under the “always

sample” policy, a cost y + c is incurred in the present slot and the system transitions to state (i, 1)

82
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with i 2 Ŝ(y, h). In the next slot, an additional cost Ĉ(i, 1) is incurred to reach (1, 1). For any

1 < h  y, the expected first passage cost from (y, h) to (1, 1) is then:

E[Ĉ(y, h)] = y + c+
hX

i=1

pp̄
i�1 E[Ĉ(i, 1)] + p̄

h E[Ĉ(y + 1, 1)], (4.37)

= y + c+
1

p2
+

hX

i=1

pp̄
i�1 c+ i� 1

p
+ p̄

h
c+ y

p
,

= y + c(1 +
1

p
) +

1

p2
+

hX

i=1

p̄
i�1(i� 1) +

p̄
h
y

p
,

= y +
p̄
h

p
(y � h) +

2� p̄
h+1 + p(c� 1) + cp

2

p2
,

 y +
p̄
h

p
y +

2 + cp+ cp
2

p2
,

 y +
p̄

p
y +

2 + cp(1 + p)

p2
,

=
1

p
(y + c(1 + p)) +

2

p2
. (4.38)

4.B Proof of Lemma 5

Lemma 5. The discounted cost value iteration has the following monotonicity properties.

(a) Function V↵,n(y, h) is non-decreasing in y for every n and ↵.

(b) Function V↵,n(y, h) is non-increasing in h for every n and ↵.

Proof. We make use of few shorthand notations in expressions that would otherwise be too compli-

cated to write.

Definition 1.

�↵(s; a) =
X

s02S

Ps,s0(a)V↵(s
0), and (4.39)
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�↵,n(s; a) =
X

s02S

Ps,s0(a)V↵,n(s
0). (4.40)

Definition 2.

V̂↵(s; a) = C(s, a) + ↵�↵(s; a), and, (4.41)

V̂↵,n+1(s; a) = C(s, a) + ↵�↵,n(s; a). (4.42)

Using (4.39), (4.40), (4.41) and (4.42) , we have the following shorthand for discounted cost

optimality equation and value iteration

V↵(s) = min
a

{V̂↵(s; a)}, (4.43)

V↵,n+1(s) = min
a

{V̂↵,n+1(s; a)}. (4.44)

4.B.1 Properties of MDP M0

Recall that the state for MDP M0 is a tuple s = (y, h), and a 2 {0, 1}. Then using (4.2a) and

(4.2b), we have

�↵(y, h; 0) = V↵(y + 1, h+ 1), (4.45a)

�↵(y, h; 1) = p

hX

i=1

p̄
i�1

V↵(i, 1) + p̄
h
V↵(y + 1, 1). (4.45b)

Similarly,

�↵,n(y, h; 0) = V↵,n(y + 1, h+ 1), (4.46a)

�↵,n(y, h; 1) = p

hX

i=1

p̄
i�1

V↵,n(i, 1) + p̄
h
V↵,n(y + 1, 1). (4.46b)
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Likewise,

V̂↵(y, h; 0) = C(y, h; 0) + ↵�↵(y, h; 0), (4.47a)

V̂↵(y, h; 1) = C(y, h; 1) + ↵�↵(y, h; 1). (4.47b)

And,

V̂↵,n+1(y, h; 0) = C(y, h; 0) + ↵�↵,n(y, h; 0), (4.48a)

V̂↵,n+1(y, h; 1) = C(y, h; 1) + ↵�↵,n(y, h; 1). (4.48b)

It follows from (4.43) and (4.44) that,

V↵(y, h) = min{V̂↵(y, h; 0), V̂↵(y, h; 1)}, (4.49)

V↵,n+1(y, h) = min{V̂↵,n+1(y, h; 0), V̂↵,n+1(y, h; 1)}. (4.50)

As in common literature on MDP, we refer to V↵,n(·, ·) as the value function and V̂↵,n(·, · ; ·) as the

state-action cost function. The following proposition will be helpful in proving later results.

Proposition 7. If f 0 � f , and g
0 � g, then

min(f 0
, g

0) � min(f, g). (4.51)

Proof. The proof follows from the following property of the min function:

min(f 0
, g

0) � min(f 0
, g

0
, g) � min(f 0

, g) � min(f 0
, f, g) � min(f, g). (4.52)
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4.B.2 Proof of Lemma 5(a)

The proof is by induction in n. It is immediately obvious that V↵,0((y, h)) = 0 is non-decreasing

in y. Now assume that statement is true for all values of n  k. This means that for any fixed h0,

V↵,k(y, h0)  V↵,k(y + 1, h0). For n = k + 1, we have from (4.50)

V↵,k+1(y, h) = min{V̂↵,k+1(y, h; 0), V̂↵,k+1(y, h; 1)} (4.53)

Our approach is to establish that V̂↵,k+1(y, h; 0) and V̂↵,k+1(y, h; 1) are non-decreasing functions

of y. For any a 2 {0, 1}, we have from (4.48a) and (4.48b), V̂↵,k+1(y, h; a) = C(y, h; a) +

↵�↵,k(y, h; a). First, we note that, cost per stage is non-decreasing in y for every a 2 {0, 1}, i.e., for

a fixed h0, we have

C(y, h0; a)  C(y + 1, h0; a). (4.54)

It remains to demonstrate that �↵,k(y, h; a) is also non-decreasing in y for every a 2 {0, 1}. For any

s = (y, h0) and a = 1,

�↵,k(y, h0; 1) = p

h0X

i=1

p̄
i�1

V↵,k(i, 1) + p̄
h0V↵,k(y + 1, 1). (4.55)

Similarly, when s = (y + 1, h0) and a = 1,

�↵,k(y + 1, h0; 1) = p

h0X

i=1

p̄
i�1

V↵,k(i, 1) + p̄
h0V↵,k(y + 2, 1). (4.56)

From the induction hypothesis, with h0 = 1, V↵,k(y + 1, 1)  V↵,k(y + 2, 1). This means that

�↵,k(y, h0; 1)  �↵,k(y + 1, h0; 1). (4.57)
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Again from induction hypothesis, we have for a = 0,

�↵,k(y, h0; 0) = V↵,k(y + 1, h0 + 1),

 V↵,k(y + 2, h0 + 1) = �↵,k(y + 1, h0; 0). (4.58)

Hence, �↵,k(y, h; a) is non-decreasing in y and so V̂↵,k+1(y, h; a) is non-decreasing in y for every

a 2 {0, 1}. Based on (4.53) and Proposition 7, we conclude that V↵,k+1(y, h) is non-decreasing in

y, and by the principle of mathematical induction, the lemma is true for all positive integers n.

4.B.3 Proof of Lemma 5(b)

The proof is similar to part (a) of the lemma, with the focus on demonstrating that V̂↵,k+1(y, h; 0)

and V̂↵,k+1(y, h; 1) are non-increasing in h. For any s = (y0, h) with fixed y0, and a = 1,

�↵,k(y0, h; 1) = p

hX

i=1

p̄
i�1

V↵,k(i, 1) + p̄
h
V↵,k(y0 + 1, 1). (4.59)

Similarly, when s = (y0, h+ 1) and a = 1,

�↵,k(y0, h+ 1; 1) = p

h+1X

i=1

p̄
i�1

V↵,k(i, 1) + p̄
h+1

V↵,k(y0 + 1, 1). (4.60)

Observe that

�↵,k(y0, h+ 1; 1)� �↵,k(y0, h; 1) = pp̄
h (V↵,k(h+ 1, 1)� V↵,k(y0 + 1, 1))  0, (4.61)

where the last inequality follows from Lemma 5(a) and the fact that h  y0. When a = 0, we have

from induction hypothesis,

�↵,k(y0, h; 0) = V↵,k(y0 + 1, h+ 1) � V↵,k(y0 + 1, h+ 2) = �↵,k(y0, h+ 1; 0). (4.62)
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Hence, �↵,k(y, h; a) is non-increasing in h and so V̂↵,k+1(y, h; a) is non-increasing in h for every

a 2 {0, 1}. Based on (4.53) and Proposition 7, we conclude that V↵,k+1(y, h) is non-increasing in

h, and by the principle of mathematical induction, the lemma is true for all positive integers n.

4.C Proof of Lemma 7

Lemma 7. For any y � 1, the following inequality holds for MDP M:

V↵(y + 1, y + 1)� V↵(y, y) � 1. (4.63)

Proof. We prove this by using mathematical induction i.e. we show that for every n 2 N,

V↵,n(y + 1, y + 1)� V↵,n(y, y) � 1. (4.64)

For the base case of n = 1, since V↵,0(y, h) = 0 for every (y, h), this implies that V↵,1(y, h) =

min{C((y, h), 0), C((y, h), 1))} = y, and therefore,

V↵,1(y + 1, y + 1) = y + 1 = V↵,1(y, y) + 1 (4.65)

Now assume that for any n = k, we have V↵,k(y+1, y+1) � V↵,k(y, y) + 1 for every y � 1. Now,

V↵,k+1(y + 1, y + 1) = 1 + y +min{↵�↵,k(y + 1, y + 1; 0), c+ �↵,k(y + 1, y + 1; 1)},

(4.66)

Observe that

↵�↵,k(y + 1, y + 1; 0) = ↵V↵,k(y + 2, y + 2),

(a)

� ↵(V↵,k(y + 1, y + 1) + 1),

� ↵(V↵,k(y + 1, y + 1),
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= ↵�↵,k(y, y; 0), (4.67)

where (a) is based on induction hypothesis. Now,

�↵,k(y + 1, y + 1; 1) = p

y+1X

i=1

p̄
i�1

V↵,k(i, 1) + p̄
y+1

V↵,k(y + 2, 1),

(a)

� p

y+1X

i=1

p̄
i�1

V↵,k(i, 1) + p̄
y+1

V↵,k(y + 1, 1),

= p

yX

i=1

p̄
i�1

V↵,k(i, 1) + p̄
y
V↵,k(y + 1, 1),

= �↵,k(y, y; 1), (4.68)

where, (a) follows from Lemma 5(a). Hence,

V↵,k+1(y + 1, y + 1) � 1 + y +min{↵�↵,k(y, y; 0), c+ ↵�↵,k(y, y; 1)},

= 1 +min{y + ↵�↵,k(y, y; 0), y + c+ ↵�↵,k(y, y; 1)},

= V↵,k+1(y, y) + 1. (4.69)

We have verified the inductive step, and by the principle of mathematical induction (4.64) holds. As

limn!1 V↵,n(y, h) = V↵(y, h), the lemma holds.
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CHAPTER 5

TIMELY PROCESSING OF UPDATES FROM MULTIPLE SOURCES

5.1 Introduction

In this chapter, we model a class of systems (see Fig. 5.1.1) in which two independent sources

submit time-stamped updates to a writer that is responsible for publishing the source measurements

as updates in the memory. A decision process (DP), as a subscriber, reads the pair of source 1 and

source 2 updates from memory and derives a computational result, a decision update, from this pair

that is delivered to a monitor. The freshness of status information received by subscriber plays an

important role in decision making. In this chapter, we first focus on a fundamental problem: What

is the average Age of Information (AoI) of decision updates that are computed from time-varying

set of sensor data published in the memory. Then, we evaluate a lazy computation policy that is

subsequently proven to be an optimal policy in minimizing the age of decision updates.

5.2 System Overview

There are three aspects to the system depicted in Fig. 5.1.1:

1. writing the time-varying data received from two sources into the memory,

2. the arbitration between reader and writer to access memory,

3. reading the source data from memory and generating a decision update.

We assume that the arbitration between reader and writer processes is mediated by an RCU-like

paradigm. We now give a brief overview of the writing, reading and decision computation processes.
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Figure 5.1.1: A writer updates shared database with information fetched from two external sources.
A decision process (DP) requests a reader process to read the pair of source updates from the
memory. Monitors that track the age of source 1 and 2 updates in the memory are denoted •(1)
and •(2) respectively; •(x̂(t)) tracks the age of max-age process in the memory, •(y(t)) tracks the
age of sampled max-age process, and •(z(t)) tracks the age of computed decision updates at the
external monitor.

5.2.1 Writing Source Updates to the Memory

We assume each source i 2 {1, 2} independently submits updates as a rate �i Poisson process to

the network and that these updates arrive fresh at the writer, i.e. with age 0. The write operations

to memory have independent exponential (µ) service times. We model the writer as a buffer-less

service facility with blocking discipline. Under this model, a source update arriving at the writer

will be served only if the writer is idle; otherwise, the update is discarded.

Remark 1: In the present study, we investigate a computational regime characterized by

relatively longer decision update times compared to the write times of any update in the memory.

Our focus is not on regimes where writing to the memory is the overloaded process. Instead, we are

primarily interested in examining the delays associated with computational processing. Whether

we adopt a buffer-less or a queuing model, the impact of queuing at the writer is expected to be

minimal.

5.2.2 Computing Decision Updates

We view the decision process (DP) reader as one of many subscribers to the updates in the memory

system. The DP reader becomes aware of fresher updates in the memory only when it chooses to

query the memory for a fresh sample of the source update pair. We assume a reader can fetch the



92

updates of both source 1 and source 2 from memory in negligible time1. With this assumption, the

DP reader is an observer that is sampling the pair of source updates from the memory as a point

process. Based on this sample, the decision process derives a decision update which is sent to the

monitor, as shown in Fig. 5.1.1. The reader process fetches the next sample of update pair from the

memory only after the computation in progress is completed.

When the DP reader’s inter-sample times form a renewal process, this is an example of the

model of renewal process sampling of updates introduced in [32]. In this model, the DP reader

generates an age process y(t) at the input to the DP that is a sampled version of the max-age process

x̂(t) in the memory. Specifically, in the absence of a read, y(t) continues to grow at unit rate.

However, if the DP reader makes a read at time ⌧ , then y(t) is reset to y(⌧) = x̂(⌧). This update pair

is then processed by the DP for a time T so that at time ⌧ + T a decision update with age y(⌧) + T

is delivered to the monitor. The age at the monitor, z(t), is then reduced to z(⌧ + T ) = x̂(⌧) + T .

At this time, the DP reader may choose to fetch a new sample pair from the memory, or it may

choose to wait for a time W before fetching the next sample pair. When the DP reader employs

non-zero waiting times, we say the DP is using a lazy sampling policy [52], and consequently on

the DP a lazy computation policy is applied. Fig. 5.2.1 illustrates the evolution of age processes

x̂(t), y(t), and z(t).

5.2.3 Chapter Overview and Contributions

We divide our AoI analysis into two stages:

1. We analyze the average age of updates in shared memory.

2. Then we analyze the additional delay induced by the decision process computations.

First, section 5.3 presents a stochastic hybrid system (SHS) evaluation of the update age processes

in the memory. For the system with sources i = 1, 2, we derive the stationary expected ages E[xi(t)]

1This assumption is consistent with RCU reads being lightweight and fast, so that the heavier load is indeed induced
by actual decision computation. Further, our model assumes that the DP reader fetches updates from the memory at
some finite average rate such that the combined read request process of all subscribers does not overload the shared
memory system.
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Figure 5.2.1: Example AoI evolution of the max-age process x̂(t) at the memory, the sampled max-age
process y(t) with lazy sampling at the input to the DP, and the age process z(t) at the monitor. The DP reader
samples updates from the memory at times ⌧1, ⌧2, . . ., marked by H. Yi is the sampling period for sample i,
Ti is the computation time for decision update based on sample i� 1, and Wi is the waiting time to get the
i
th sample.

as well as the expected age of the max-age process x̂(t) = max(x1(t), x2(t)).

In section 5.4, stage two of our analysis, we evaluate the age z(t) of the decision update process

at the monitor. The decision process is said to be sampling the source updates from the memory

as it holds a sample of updates that were written to the memory. Even though the sampling and

computation of the DP makes no attempt to use the age of its sampled updates to optimize its

operation, we show that a lazy sampling policy will be able to reduce z(t). Here we will see that

analysis of z(t) is separable from the prior SHS analysis of the max-age process x̂(t) in the shared

memory. In particular, the AoI reduction afforded by lazy sampling can be applied to any stationary

update age process that is sampled by the DP.

5.3 Age of Source Updates in the Memory

Let Ui,1, Ui,2 . . . be the sequence of source i update publication times. At any time t, Ni(t) source i

updates have been published in the memory, and the most recent update is published at time Ui,Ni(t).
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Figure 5.3.1: The SHS transition/reset maps and Markov chain for the update age in the shared
memory.

It follows that the source i update process has age xi(t) = t� Ui,Ni(t) in the memory. Under this

model, the update age xi(t) is reset to the write time W ⇠ exp(µ) when it is published at time

Ui,Ni(t). When the writer writes a fresh source i update at time t
0, the max-age process x̂(t) is

reset to x̂(t0) = xj(t0), with j 6= i. In the following, we use a Stochastic Hybrid System (SHS) to

capture the evolution of update age processes in the memory. An overview of SHS can be found in

Chapter 2, Section 2.1.

5.3.1 SHS Analysis of Age in Shared Memory

The age of updates in a shared memory system with bufferless service at the writer can be described

by the SHS Markov chain and table of state transitions shown in Fig. 5.3.1. The continuous age state

vector is x = [x0, x1, x2, x̂], where x0 is the age of the update being written; xi, i = 1, 2, is the age

of the source i update in memory; and x̂ = max(x1, x2). The discrete state is Q = {01, 02, 1, 2}.

At time t, the system is in state 0i if the writer is idle and the oldest update belongs to source i.

State i 2 {1, 2} corresponds to the writer writing source i update.

We now describe SHS transitions enumerated in the table in Fig. 5.3.1. For each collection of

transitions, we focus on the age state components that change.

• l = 1, 3, 4, 6: In system idle states 01 and 02, the writer receives a new source update and

initiates a new write mechanism. x0
0 = 0 as the writer receives a fresh update, and x

0
1, x

0
2, x̂

0

are unchanged as the update is not yet written to the memory.
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• l = 2, 5: The writer finishes writing and publishes a new source update.

l = 2 : the writer publishes source 1 update: x0
1 = x0 as the age of source 1 update in the

memory is reset to just written update. The source 2 update becomes the oldest update

in the memory; hence, x̂0 = x2.

l = 5 : The writer publishes source 2 update: x
0
2 = x0, the source 1 update becomes the

oldest update, and x̂
0 = x1.

For the SHS analysis, we employ the normalized rates

⇢1 = �1/µ, ⇢2 = �2/µ. (5.1)

We note that ⇢ = ⇢1 + ⇢2 is the total offered load of source updates being written to the memory.

The Markov chain in Fig. 5.3.1 has stationary probabilities ⇡ with normalization constant C⇡ given

by

⇡ = [⇡01 ⇡1 ⇡2 ⇡02
] = C

�1
⇡

[⇢2/⇢ ⇢1 ⇢2 ⇢1/⇢], (5.2a)

C⇡ = 1 + ⇢. (5.2b)

With the shorthand notation

� = �1 + �2, (5.3)

we now use Theorem 1 to solve for

v̄ = [v̄01 v̄1 v̄2 v̄02
], (5.4)

where vq = [vq0 vq1 vq2 vq3], 8q 2 Q. This yields

�v̄01 = 1⇡̄01 + µv̄2A5, (5.5a)

µv̄1 = 1⇡̄1 + �1v̄01A1 + �1v̄02A3, (5.5b)
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Figure 5.3.2: Average age of max-age process x̂(t) in the memory. For a fixed updating load, we
vary ↵ with ⇢1 = ↵⇢ and ⇢2 = (1� ↵)⇢.

µv̄2 = 1⇡̄2 + �2v̄01A6 + �2v̄02A4, (5.5c)

�v̄02 = 1⇡̄02 + µv̄1A2. (5.5d)

We can now use Theorem 1 to calculate the AoI of source i update in the memory as E[xi] =

v01,i + v02,i + v1,i + v2,i for i 2 {1, 2} as well as E[x̂] = v01,3 + v02,3 + v1,3 + v2,3. Some algebra

yields the following theorem.

Theorem 5.

(a) Source i updates in the memory have average age

E[xi] =
1

µ

✓
1 + ⇢

⇢i
+

⇢

1 + ⇢

◆
. (5.6)

(b) The max-age process x̂(t) = max(x1(t), x2(t)) in the memory has average age

E[x̂] =
(1 + ⇢)2(⇢21 + ⇢1⇢2 + ⇢

2
2) + ⇢

2
⇢1⇢2

µ⇢(1 + ⇢)⇢1⇢2
. (5.7)

Not surprisingly, the expected max-age E[x̂] is symmetric in the load parameters ⇢1 and ⇢2. However,

since the formula (5.7) is somewhat opaque, a plot of E[x̂] appears in Fig. 5.3.2. A possibly non-

obvious observation from the figure is that increasing the overall updating load ⇢ generally improves
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the average max-age because the writer queues no updates. The figure also reveals that the average

max-age is penalized by asymmetry in the update rates of the individual sources. This is in part

because a source that updates slowly will have high age and thus cause the max-age to be large.

However, it is also true that with asymmetric loads, the high rate source will cause updates of the

low rate source to be discarded at the writer. Because the writer is non-selective in offering service,

it may be performing updates for the high rate source even when the age of that source is already

low.

5.4 Age of Decision Updates

In section 5.2.2, we observed that the DP reader is sampling the source updates from the memory as

a point process. In particular, we assume the inter-sample times Y1, Y2, . . . that are i.i.d continuous

random variables identical to Y . In this case, the update sample times form a renewal process, and

in the parlance of [32], the update age process y(t) is sampling the max-age update process x̂(t) in

the shared memory.

5.4.1 Average Age at the Decision Process

At time t, the most recent read from memory occurred at time t� Z(t). That is, Z(t) is the age of

the sampling renewal process. When the renewal process is in equilibrium, Z(t) is stationary with

first moment [127, Theorem 5.7.4]

E[Z] =
E[Y 2]

2 E[Y ]
. (5.8)

Next, following the approach in [32], we observe that the DP reader does not fetch any update in

the interval (t� Z(t), t]. Hence, at time t, the update age y(t) satisfies

y(t) = x̂(t� Z(t)) + Z(t). (5.9)
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Further, Z(t) is independent of x̂(t) because the inter-sample times Yi are independent of the age

processes in the shared memory. Thus stationarity of E[x̂(t)] implies

E[x̂(t� Z(t)] = E[x̂(t)] = E[x̂]. (5.10)

It then follows from (5.8), (5.9) and (5.10) that y(t) has expected value2

E[y] = E[x̂] + E[Z] = E[x̂] +
E[Y 2]

2 E[Y ]
. (5.11)

5.4.2 Average Age at the Monitor: Lazy Sampling

When the DP reader samples the shared memory, the DP then computes a decision update based on

this sample. On delivery of a decision update to the monitor, the update age z(t) is reset to the age

of the oldest source update that was read and used to compute the decision update. This means that

an arrival of decision update at the monitor at time t resets z(t) to y(t).

In this work, we assume that the decision computation times are i.i.d continuous random

variables T1, T2, . . ., each identically distributed to T . We will consider a DP that performs lazy

sampling: after delivering the computation to the output monitor, the DP reader waits for a random

time W before reading again. The alternative to being lazy is the zero-wait policy, a special case of

lazy when W = 0.

Fig. 5.2.1 depicts the evolution of the max-age process x̂(t) = max(x1(t), x2(t)), the status-

sampling process y(t), and the age at the monitor z(t). with i.i.d inter-sample intervals Y1, Y2, . . .

such that samples are taken at times ⌧i =
P

i

j=1 Yj .

Under lazy sampling, we admit the possibility that the ith computation time Ti and the ith waiting

time Wi are correlated. However, in order for the y(t) process to be sampling the shared memory

with independent inter-sample times Yi = Ti +Wi, we require that the pairs (T1,W1), (T2,W2), . . .

to be i.i.d., identical to (T,W ). Under this assumption, it follows directly from (5.11) that the
2A stronger distributional result is derived in [32, Theorem 6] that is not needed for the average AoI analysis here.
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average update age at the input to the DP is

E[y] = E[x̂] +
E[(T +W )2]

2 E[T +W ]
. (5.12)

Curiously, (5.12) reveals that the problem of minimizing the average age at the input to DP

appears to be isomorphic to the timely updating problem that was originally formulated in [128,

52], where the suboptimality of zero-wait policies was first identified. However, in this system, our

objective is not to minimize E[y] but rather to minimize the average age E[z] at the monitor. Since

z(t) is penalized by the waiting time W , choosing W to minimize E[y] may not be good for E[z].

Fortunately, the following claim verifies this is not the case.

Theorem 6. If x̂(t) is a stationary process, then for any waiting policy such that Wi depends only

on Ti, the average age at the monitor satisfies

E[z] = E[y] + E[T ]. (5.13)

Proof. Suppose t 2 (⌧i�1, ⌧i], the ith inter-sample interval. We observe from Fig. 5.2.1 that

y(⌧i�1) = x̂(⌧i�1) because the reader fetches update i� 1 at that time. However, at that time, the

monitor has only received the decision update based on update i� 2, which had age y(⌧i�2) at time

⌧i�2 and now, at time ⌧i�1 = ⌧i�2 + Yi�1, has age y(⌧i�2) + Yi�1. Hence, at time ⌧i�1, the monitor

has age

z(⌧i�1) = y(⌧i�2) + Yi�1. (5.14)

Defining Hi = y(⌧i�2) + Yi�1 � y(⌧i�1), we can write

z(⌧i�1) = y(⌧i�1) +Hi. (5.15)

Since y(⌧i) = x̂(⌧i) for all i,

Hi = x̂(⌧i�2) + Yi�1 � x̂(⌧i�1). (5.16)
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It follows from stationarity of x̂(t) and independence of the sampling times ⌧i and x̂(t) that

E[Hi] = E[x̂(⌧i�2)] + E[Yi�1]� E[x̂(⌧i�1)]

= E[Yi�1] = E[T ] + E[W ]. (5.17)

At time ⌧i�1, the ith busy period starts and both y(t) and z(t) grow linearly at rate 1 because neither

process sees an update. Hence, z(t) = y(t) + Hi during the busy period. Only when the busy

period completes at time ⌧i�1 + Ti does z(t) drop and become equal to y(t). Let events Bt and It

correspond to the decision process being busy and idle respectively, at time t. In this interval, the

event Bt occurs while ⌧i�1  t  ⌧i�1 + Ti; otherwise It occurs if ⌧i�1 + Ti  t  ⌧i. With these

events, we can write

z(t) =

8
>><

>>:

y(t) +Hi, if Bt,

y(t), if It.
(5.18)

For t � ⌧i�1, event Bt is independent of Hi, and it follows from the law of total expectation that

E[z(t)] = E[y(t) +Hi|B] P[Bt] + E[y(t)|It] P[It]

= E[y(t)] + E[Hi] P[Bt]. (5.19)

In each renewal period, the decision process is busy for time T and then idle for time W . By

considering a renewal reward process in which a reward T is earned for the busy period, it follows

that the limiting fraction of time spent in a busy state is given by

P[Bt] =
E[T ]

E[T ] + E[W ]
. (5.20)

Applying (5.17) and (5.20) to (5.19) yields the claim.

We observe that Theorem 6 can give one the mistaken impression that E[z] is insensitive to the
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waiting time W . In fact, the theorem says that the waiting time W affects E[y] and E[z] identically.

A hand-waving intuition is that z(t) lags y(t) only during the computation time T but, once the

computation is complete, z(t) = y(t) during any waiting period.

Combining (5.12) and (5.13), we obtain an end-to-end characterization of the average age in the

system:

E[z] = E[x̂] +
E[(T +W )2]

2 E[T +W ]
+ E[T ]. (5.21)

Since the computation time T is given, (5.21) shows that the choice of a waiting function W as a

function of T is the same problem formulated in [128, 52]. Hence the solution is the same, namely

the �-minimum waiting policy

Wi = (� � Ti)
+
, (5.22)

where the parameter � is chosen by numerical line search. With this policy, T +W = max(�, T )

and it follows from (5.21) that the policy achieves end-to-end average AoI

E[z] = E[x̂] +
E[max(�2

, T
2)]

2 E[max(�, T )]
+ E[T ]. (5.23)

For completeness, the effectiveness of waiting is demonstrated in section 5.5 by some numerical

evaluations of the lazy sampling policy. We will see that lazy sampling becomes important when the

variance of the computation time T becomes large. Before presenting these results, we comment on

the connection of this lazy sampling model to the lazy updating model in [128, 52].

In [128, 52], the random variable T represented the delivery time of a fresh update (say through

a network) to the monitor. Fresh updates were generated at will and W represented the waiting time

prior to generating the next fresh update. A key element of this system was the tight coupling of

waiting and update generation. In this setting, the intuition behind �-minimum waiting was that if

the prior delivery time was small, the age at the monitor would be small and it would be a waste of

network resources to deliver an update when the age reduction afforded by the update would be
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Figure 5.5.1: Average age at the monitor vs the sampling rate � for the �-minimum policy for
different distribution of computation time T . Total offered load by source updates is ⇢ = 1, with
⇢1 = ⇢2 = 0.5. Notice that � = 1 is the zero-wait computation policy.

small.

In this work, updates are generated by an exogenous process that is beyond the control of the

DP. Moreover, because updates are disseminated through a shared memory publication process,

the age processes of updates in shared memory are essentially uncoupled from the update sam-

pling/processing policy implemented by the DP. In particular, any time the DP reader fetches a

sample pair from the memory, the update age of that pair has expected value E[x̂], which is just

the average age in the shared memory. Nevertheless, even though DP operation is uncoupled from

the age process in shared memory, the �-minimum waiting policy is effective. In particular, it

reduces the expected value of y(t), the age process at the input to the DP. What is happening is

that the waiting policy mitigates the deleterious effect of high-variance computation times T on

the sampling policy at the DP reader. We note that Theorem 6 went unrecognized in [128, 52].

Specifically, Theorem 6 shows that no matter what policy is used, the output always lags the input

by E[T ] in terms of average age.
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5.5 Numerical Evaluation

In this section, we examine some numerical examples of the performance �-minimum waiting

policy, simply to remind the reader of the benefits of waiting. Fig. 5.5.1 illustrates age performance

with respect to variance in the computation time with probability distributions exp(1) (Fig. 5.5.1(a)),

and Log-Normal(1, e�2 � 1) (Fig. 5.5.1(b)). The log-normal distributed computation times T has

PDF [129],

fT (t) =
e
�(ln(t)�b)2/2�2

p
2⇡�t

, t > 0, (5.24)

with free parameters b and � > 0. In our numerical evaluations, we consider a given distribution

on T such that the computation time is normalized to E[T ] = 1. In this regard, for Log-Normal

distribution, for each �, we set b = ��
2
/2 so that E[T ] = 1. By varying �, we vary Var[T ] =

e
�
2 � 1. These numerical results are largely similar to those in [128, 52]. In particular, the results

remind the reader that zero-wait becomes increasingly sub-optimal when the computation time T

has high variance. The choice of � specifies a sampling rate

� =
1

E[T ] + E[W ]
=

1

E[max(�, T )]
(5.25)

at the DP reader. We then plot the average age at the monitor as a function of �. Because E[T ] = 1,

the maximum update sampling rate is � = 1, which corresponds to the zero-wait policy. As � ! 0,

the average age is increasingly dominated by the average inter-read time 1/�, because updates

become too infrequent.

5.6 Conclusion

In this work, we focused on the problem of timely processing of updates from multiple sources.

Specifically, we considered a model of a publish-subscribe system where a writer publishes updates

from two independent sources in a shared memory and decision updates are derived by a decision
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process by reading from the memory. The decision processing works independently of how the

source updates are recorded in the memory. Even though the decision processing operates without

knowledge of the ages of updates in the shared memory, its reading policy is still able to improve

the end-to-end decision update timeliness.
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CHAPTER 6

TIMELY MOBILE ROUTING - THEORY

6.1 Introduction

To demonstrate the effect of concurrency constructs on timeliness, we consider an example of

packet forwarding in a mobile user environment, as shown in Fig. 6.1.1. An application server in

the network is sending “app updates” regarding a process of interest to a mobile terminal. The

application sends its update packets to a forwarding node in the network. This forwarder maintains a

Forwarder Information Base (FIB) that tracks the location (i.e. point of attachment network address)

of the mobile terminal. At the forwarder, app updates are addressed using the FIB and forwarded to

the mobile terminal.

This system has two update processes that we will track. First, we will track the age �(t) of

the app update process at the mobile. Second, the mobile terminal sends “location updates” to the

forwarder that get written in the FIB. For this process, we wish to track the age �̂(t) of location

updates in the FIB.

These two age processes are coupled through the FIB. At the forwarder, a writer receives location

updates from the mobile and writes them to the FIB while a reader receives app updates from the

application server and needs to read the FIB in order to address the app updates for forwarding to

the mobile terminal. In short, location updates are written to the FIB and the app updates are client

requests to read the FIB.

If the mobile terminal has moved and the FIB holds the wrong address, the misaddressed app

updates are assumed to be lost and such packet losses will be reflected in increased age in the app

updates at the mobile terminal. Misaddressed packets can arise in RCU if the reader reads the

FIB while the write of a fresh location update is in progress. Misaddressed packets occur in RWL

when a read lock prevents the writer from writing a fresh location update. Thus, in this chapter, our
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Figure 6.1.1: Packet forwarding application with mobile users

objective is to analyse and compare RCU and RWL when used as synchronization primitives over

FIB in terms of their impact on location update and app update age.

The app updates in a router’s queue are read/service requests to readers. The key idea here is

that when the read returns with an address, the queue entity should keep the most recent/freshest

read request and forwards that update using the value of returned read. This results in the mobile

client receiving the freshest app update. To highlight, the freshness of app updates received at

mobile client depends upon two factors: first, if the update was addressed correctly, and second,

only the freshest app updates are served at the router. Notice that both these factors are inherently

affected by the synchronization mechanism being used.

6.1.1 Model Assumptions

There is no apparent consensus in the literature on modeling random variables associated with the

time needed for the execution of a read or write operation. This is indeed the time needed for a

software function call that depends upon the underlying hardware and operating system used. In

this work, we will assume exponential distributions for both write and read times. If the time of an
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operation (read or write) has an exponential (µ) distribution, then the average time of the operation

is 1/µ and we refer to µ as the speed of the operation. While exponential models are decidedly

too simple, they enable (with a manageable number of parameters) an analytic characterization of

update age performance induced by the complex RCU and RWL synchronization primitives.

We assume the source submits fresh location updates as rate �̂ Poisson process to the network

and that these updates arrive fresh at the FIB writer, i.e. with age 0. The write operations to unlocked

memory locations have independent exponential (µ̂) service times. We further assume a preemption

in service model; if the writer is busy writing a location update and a new location update arrives

then the update in service is preempted and writer starts serving this fresher update. Specifically,

the writer discards the location update in service and starts writing the fresh update.

We similarly model the arrivals of client requests (app updates) to the FIB reader as a rate �

Poisson process, and assume each read request’s service/read time is an independent exponential

(µ) random variable. At the FIB reader, we allow the client requests to be preempted while waiting

for the read to return. Specifically, after the read returns, only the fresher app update is addressed

with the FIB read and any previous old update waiting for the read value is preempted.

We note that modeling and simulation settings are necessarily simplified to facilitate getting

some insight into understanding the system. It is possible to extend our approach with more detailed

models where a writer takes multiple stages to finish a write, where each stage takes an exponential

time, then the total write time PDF is the convolution of these exponential PDFs. However, without

the simplified exponential models, the age analysis is intractable, and the alternative is to simulate.

6.1.2 Chapter Outline and Contributions

In 6.2, we introduce the Stochastic Hybrid Systems (SHS) method for AoI evaluation. We use SHS

to compare RCU and RWL in terms of the average age of location and app updates in the update

forwarding system introduced in 6.1. We show how the app update age process and location update

age process are coupled through the FIB. In 6.3 we perform numerical evaluations to understand

and compare RCU and RWL and their effect on location and app update age process. This includes
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a comparison of preemptive and non-preemptive RCU and RWL models. While one may speculate

that the lock-less RCU approach that enables writing to the FIB without delay should outperform

the delay-inducing locks of RWL, our results show that RCU is superior in some operating regimes

but worse in others. While these conclusions are specific to our update forwarding example, the

approach we develop here can guide the construction of similar comparisons for other distributed

updating applications employing shared memory.

6.2 AoI Evaluation of App Updates Using SHS

6.2.1 RCU and RWL: SHS Framework

We now describe the SHS framework for RCU and RWL considering the packet forwarding example.

An overview of SHS can be found in Chapter 2, Section 2.1. We consider two age vectors:

1. The age state of the location update process is x̂(t) = [x̂0(t) x̂1(t)], where x̂0(t) is the age of

the location update seen by the writer and x̂1(t) is the age of the current location update in

memory.

2. The age state of the application update process that initiates client read requests is x(t) =

[x0(t) x1(t)], where x0(t) and x1(t) are the ages of the most recent application updates at the

reader and at the mobile terminal (i.e. the destination monitor) respectively.

Since RWL and RCU are fundamentally two different mechanisms for accessing shared memory,

the discrete states Q = {0, 1, 2, 3, 4} are similar albeit different:

State 0 The idle state

State 1 The writer is writing fresh update (with a write lock in RWL)

State 2 The writer is writing a fresh update (with a write lock in RWL) but the reader action is

different for RCU and RWL. For RCU, the reader is reading a stale address, but in RWL, the

reader has requested a read lock and is waiting for the lock to become active.
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Figure 6.2.1: SHS Markov chain for (a) RCU mechanism and for (b) RWL mechanism.

State 3 The reader reading fresh/correct update from memory (with a read lock in RWL)

State 4 The reader is reading a stale update (with read lock active in RWL) but the writer state

is different. For RCU, the writer has finished writing the update and this new update is

published. For RWL, the writer has requested a write lock and is waiting for the in-progress

read to finish.

The discrete-state Markov chains for RCU and RWL are shown in Fig. 6.2.1(a) and 6.2.1(b)

respectively. The SHS transition reset maps for RCU and RWL are shown in Tables 6.2.1(a) and

6.2.1(b). In each table, a transition l from state ql to q
0
l

occurs at rate �
(l) with age reset maps

x0 = xAl, x̂0 = x̂Âl. (6.1)

Equation (6.1) highlights how the the app update process x(t) and location update process x̂(t) are

coupled only through the state changes in the Markov chain at the forwarder. In each transition

l, either the app update process x(t) changes or the location update process x̂(t) changes, but not

both. That is, either Al or Âl is an identity matrix for each transition l.

6.2.2 RCU and RWL: SHS Transitions

Here we describe the SHS transitions for both RCU and RWL that are enumerated in Tables 6.2.1(a)

and 6.2.1(b). For each collection of transitions, we focus on the age state process (x(t) or x̂(t)) that
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l ql ! q
0
l
�
(l) x̂Âl Âl xAl Al

1 0 ! 1 �̂ [0 x̂1] [ 0 0
0 1 ] [x0 x1] [ 1 0

0 1 ]

2 1 ! 1 �̂ [0 x̂1] [ 0 0
0 1 ] [x0 x1] [ 1 0

0 1 ]

3 2 ! 2 �̂ [0 x̂1] [ 0 0
0 1 ] [x0 x1] [ 1 0

0 1 ]

4 3 ! 2 �̂ [0 x̂1] [ 0 0
0 1 ] [x0 x1] [ 1 0

0 1 ]

5 4 ! 2 �̂ [0 x̂1] [ 0 0
0 1 ] [x0 x1] [ 1 0

0 1 ]

6 1 ! 0 µ̂ [x̂0 x̂0] [ 1 1
0 0 ] [x0 x1] [ 1 0

0 1 ]

7 2 ! 4 µ̂ [x̂0 x̂0] [ 1 1
0 0 ] [x0 x1] [ 1 0

0 1 ]

8 0 ! 3 � [x̂0 x̂1] [ 1 0
0 1 ] [0 x1] [ 0 0

0 1 ]

9 1 ! 2 � [x̂0 x̂1] [ 1 0
0 1 ] [0 x1] [ 0 0

0 1 ]

10 2 ! 2 � [x̂0 x̂1] [ 1 0
0 1 ] [0 x1] [ 0 0

0 1 ]

11 3 ! 3 � [x̂0 x̂1] [ 1 0
0 1 ] [0 x1] [ 0 0

0 1 ]

12 4 ! 4 � [x̂0 x̂1] [ 1 0
0 1 ] [0 x1] [ 0 0

0 1 ]

13 3 ! 0 µ [x̂0 x̂1] [ 1 0
0 1 ] [x0 x0] [ 1 1

0 0 ]

14 4 ! 0 µ [x̂0 x̂1] [ 1 0
0 1 ] [x0 x1] [ 1 0

0 1 ]

15 2 ! 1 µ [x̂0 x̂1] [ 1 0
0 1 ] [x0 x1] [ 1 0

0 1 ]

l ql ! q
0
l
�
(l) x̂Âl Âl xAl Al

1 0 ! 1 �̂ [0 x̂1] [ 0 0
0 1 ] [x0 x1] [ 1 0

0 1 ]

2 1 ! 1 �̂ [0 x̂1] [ 0 0
0 1 ] [x0 x1] [ 1 0

0 1 ]

3 2 ! 2 �̂ [0 x̂1] [ 0 0
0 1 ] [x0 x1] [ 1 0

0 1 ]

4 3 ! 4 �̂ [0 x̂1] [ 0 0
0 1 ] [x0 x1] [ 1 0

0 1 ]

5 4 ! 4 �̂ [0 x̂1] [ 0 0
0 1 ] [x0 x1] [ 1 0

0 1 ]

6 1 ! 0 µ̂ [x̂0 x̂0] [ 1 1
0 0 ] [x0 x1] [ 1 0

0 1 ]

7 2 ! 3 µ̂ [x̂0 x̂0] [ 1 1
0 0 ] [x0 x1] [ 1 0

0 1 ]

8 0 ! 3 � [x̂0 x̂1] [ 1 0
0 1 ] [0 x1] [ 0 0

0 1 ]

9 1 ! 2 � [x̂0 x̂1] [ 1 0
0 1 ] [0 x1] [ 0 0

0 1 ]

10 2 ! 2 � [x̂0 x̂1] [ 1 0
0 1 ] [0 x1] [ 0 0

0 1 ]

11 3 ! 3 � [x̂0 x̂1] [ 1 0
0 1 ] [0 x1] [ 0 0

0 1 ]

12 4 ! 4 � [x̂0 x̂1] [ 1 0
0 1 ] [0 x1] [ 0 0

0 1 ]

13 3 ! 0 µ [x̂0 x̂1] [ 1 0
0 1 ] [x0 x0] [ 1 1

0 0 ]

14 4 ! 1 µ [x̂0 x̂1] [ 1 0
0 1 ] [x0 x1] [ 1 0

0 1 ]

(a) RCU (b) RWL

Table 6.2.1: SHS transitions for tracking age in Markov chains of Fig. 6.2.1 for (a) RCU and (b)
RWL.

changes. In particular, we first describe what is common to both RCU and RWL. This is followed

by details specific to RCU and RWL respectively.

• l = 1, . . . , 5: In each state 0, . . . , 4, the writer receives a fresh location update and initiates the

write mechanism. Since the location update is fresh, x̂0
0 = 0 whereas x̂0

1 = x̂1 is unchanged

as the location update has not yet been written to the FIB. In transitions l = 2, 3, the writer

preempts an in-progress write with an updated location.

RCU Following transition l = 5, the in-progress read will now be returning an outdated

address.

RWL In transition l = 1, the writer acquires a write-lock. In transitions l = 2, 3, the writer

already holds the write-lock. In transitions l = 4, 5, the writer requests a write lock but

the request is queued as the reader is in a critical section.

• l = 6, 7: The writer finishes writing to the FIB and publishes a new location update; x̂0
0 = x̂0
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is unchanged since no new location update arrives at the writer but x̂0
1 = x̂0 as the age at the

FIB is reset to the age of the just-written update. In transition l = 6, the system goes to the

idle state.

RCU In transition l = 7, the system goes to state 4 because a grace period starts with a read

in progress.

RWL For transition, l = 7, there is a pending read request and so the reader acquires the

read lock and enters a read-side critical section.

• l = 8, . . . , 12: In each discrete state 0, . . . , 4, an app update arrives, initiating a read request;

x
0
0 = 0 as the app update is fresh at the reader but x0

1 = x1 since the app update has not yet

been delivered to the mobile terminal.

RCU In transitions l = 9, 10, the system enters state 2 in which the writer is simultaneously

writing a fresh location update. Consequently, the reader will read a stale address from

the FIB in state 2. For transitions l = 11, 12, a read was already in-progress; when that

read completes, the address returned by the FIB is used to address this most recent app

update. Effectively, the arriving app update preempts the prior update that had been held

by the reader.

RWL In transition l = 8, the reader immediately acquires a read-lock on the FIB and initiates

the read. In transition l = 9, the app update arrives in a write-lock state, the reader

requests a read lock on the FIB that is denied and the system transitions to state 2, the

write-lock with read pending state. In transition l = 10, the fresh app update arrives

in state 2 and the system stays in the write-lock with read-pending state. In transitions

l = 11, 12, the fresh app update arrives in a state with the read-lock already active.

Hence, in transitions l = 10, 11, 12, the system remains in its same state but the fresh

app update preempts the prior app update at the reader that was waiting to be addressed

and sent. We note that following transition l = 10 or l = 11, there is the chance that the

app update will eventually be correctly delivered to the mobile. However, in the case
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of transition l = 12, the app update, if not preempted, will eventually read an outdated

address and go misaddressed.

• l = 13: The reader retrieves a location address from the FIB and exits the critical section;

x
0
0 = x0 but x0

1 = x0 as the age at mobile terminal is reset to the age of the app update that

was just addressed and delivered to the mobile. In both RCU and RWL, the system returns to

the idle state.

• l = 14: The reader retrieves a stale location address from the FIB, exits the critical section

and attempts to forward the app update to the mobile; x0
0 = x0 but x0

1 = x1 is unchanged, i.e.

the age at mobile is not reset since the address read is outdated and the misaddressed app

update is lost in transit.

RCU When this transition occurs, the writer is idle, having already finished writing its

location update to the FIB. However, the reader is fetching the prior copy holding the

outdated location.

RWL When this transition occurs, the writer has received the location update, but is in a

write-pending state waiting for the read-lock to be released.

• l = 15: When this transition occurs, an RCU read finishes while an in-progress RCU write

is updating the FIB with a location update that occurred while the read was in progress.

(This transition is exclusive to RCU since RWL locking prohibits simultaneous reading and

writing.) Similar to transition l = 14, the reader retrieves the stale (prior) location address

and attempts to forward the app update to the mobile. Since this address is outdated, the

misaddressed app update is lost in transit; x0
0 = x0 and x

0
1 = x1 are unchanged.

6.2.3 RCU: SHS Age Analysis

For the SHS analysis, we employ the normalized rates

⇢̂ = �̂/µ̂, � = �/µ̂, � = µ/µ̂. (6.2)



114

We note that ⇢̂ is the offered load of location updates being written to the FIB. Similarly, � is the

normalized arrival rate of FIB read requests. For RCU, the Fig. 6.2.1(a) Markov chain has stationary

probabilities ⇡ = [⇡0 ⇡1 ⇡2 ⇡3 ⇡4] with normalization constant C⇡ given by

⇡ = C
�1
⇡

[� ⇢̂� �⇢̂
��

⇢̂+�

�⇢̂

⇢̂+�
], (6.3a)

C⇡ = (1 + ⇢̂)(� + �). (6.3b)

We now apply Theorem 1 to the SHS reset maps in Table 6.2.1(a). With the shorthand notations

�
⇤ = �+ �̂, µ

⇤ = µ+ µ̂, (6.4)

From Theorem 1, the RCU location update age process x̂(t) has age balance fixed points v̂q =

[v̂q0 v̂q1] satisfying

�
⇤v̂0 = 1⇡̄0 + µ̂v̂1Â6 + µv̂3Â13 + µv̂4Â14, (6.5a)

(�⇤ + µ̂)v̂1 = 1⇡̄1 + �̂v̂0Â1 + �̂v̂1Â2 + µv̂2Â15, (6.5b)

(�⇤ + µ
⇤)v̂2 = 1⇡̄2 + �̂v̂2Â3 + �̂v̂3Â4 + �̂v̂4Â5 + �v̂1Â9 + �v̂2Â10, (6.5c)

(�⇤ + µ)v̂3 = 1⇡̄3 + �v̂0Â8 + �v̂3Â11, (6.5d)

(�⇤ + µ)v̂4 = 1⇡̄4 + µ̂v̂2Â7 + �v̂4Â12. (6.5e)

From Table 6.2.1(a) we see that Â8, Â9, . . . , Â15 are all identity matrices. It follows that (6.5)

simplifies to

�
⇤v̂0 = 1⇡̄0 + µ̂v̂1Â6 + µv̂3 + µv̂4, (6.6a)

(�⇤ + µ̂)v̂1 = 1⇡̄1 + �̂v̂0Â1 + �̂v̂1Â2 + µv̂2, (6.6b)

(�̂+ µ
⇤)v̂2 = 1⇡̄2 + �̂v̂2Â3 + �̂v̂3Â4 + �̂v̂4Â5 + �v̂1, (6.6c)

(�⇤ + µ)v̂3 = 1⇡̄3 + �v̂0 + �v̂3, (6.6d)
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(�⇤ + µ)v̂4 = 1⇡̄4 + µ̂v̂2Â7 + �v̂4. (6.6e)

Because the RCU app updates employ the same discrete state Markov chain as the RCU location

updates, the RCU age balance equations for the app updates are identical to (6.5) with v̂0, . . . , v̂4

and Â1, . . . , Â15 replaced by v̄0, . . . , v̄4 and A1, . . . ,A15 respectively:

�
⇤v̄0 = 1⇡̄0 + µ̂v̄1A6 + µv̄3A13 + µv̄4A14, (6.7a)

(�⇤ + µ̂)v̄1 = 1⇡̄1 + �̂v̄0A1 + �̂v̄1A2 + µv̄2A15, (6.7b)

(�⇤ + µ
⇤)v̄2 = 1⇡̄2 + �̂v̄2A3 + �̂v̄3A4 + �̂v̄4A5 + �v̄1A9 + �v̄2A10, (6.7c)

(�⇤ + µ)v̄3 = 1⇡̄3 + �v̄0A8 + �v̄3A11, (6.7d)

(�⇤ + µ)v̄4 = 1⇡̄4 + µ̂v̄2A7 + �v̄4A12. (6.7e)

For these equations, we note from Table 6.2.1(b) that A1, . . . ,A7 and A14,A15 are all identity

matrices and this will lead to a set of simplified age balance equations, equivalent to (6.6) for

the RCU location updates. Numerical evaluation of v̂0, . . . , v̂4 and v̄0, . . . , v̄4 using (6.6) and the

simplified version of (6.7) respectively is straightforward. It follows from Theorem 1 that average

age E[�̂] of a location update in the FIB and the average age E[�] of an app update at the mobile

terminal are

E[�̂] =
4X

q=0

v̂q1, E[�] =
4X

q=0

v̄q1. (6.8)
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6.2.4 RWL: SHS Age Analysis

The RWL Markov chain in Fig. 6.2.1(b) has stationary probabilities ⇡ with normalization constant

C⇡ given by

⇡ = [⇡0 ⇡1 ⇡2 ⇡3 ⇡4] = C
�1
⇡

2

66666666664

�(⇢̂+ � + ��)

⇢̂�(� + ⇢̂+ �)

�⇢̂�(� + ⇢̂+ �)

��(1 + � + ⇢̂)

�⇢̂(1 + � + ⇢̂)

3

77777777775

>

(6.9a)

C⇡ = �⇢̂(1 + � + ⇢̂) + �(1 + �)(1 + ⇢̂)(� + � + ⇢̂). (6.9b)

The age balance equations based on the SHS reset maps shown in Table 6.2.1(b) for RWL location

updates are:

�
⇤v̂0 = 1⇡̄0 + µ̂v̂1Â6 + µv̂3Â13, (6.10a)

(�⇤ + µ̂)v̂1 = 1⇡̄1 + �̂v̂0Â1 + �̂v̂1Â2 + µv̂4Â14, (6.10b)

(�⇤ + µ̂)v̂2 = 1⇡̄2 + �̂v̂2Â3 + �v̂1Â9 + �v̂2Â10, (6.10c)

(�⇤ + µ)v̂3 = 1⇡̄3 + µ̂v̂2Â7 + �v̂0Â8 + �v̂3Â11, (6.10d)

(�⇤ + µ)v̂4 = 1⇡̄4 + �̂v̄3Â4 + �̂v̄4Â5 + �v̄4Â12. (6.10e)

For the app updates described by the age process x(t), there is a set of SHS equations identical

to (6.10), but with transition reset maps Al in place of Âl and variables vq = [vq0 vq1] in place of

v̂q = [v̂q0 v̂q1]. Once again, we solve these equations numerically and it follows from Theorem 1

that average age E[�] of the RWL app update process is given by (6.8).

The SHS analysis of RCU and RWL corresponding to Equations (6.3) through (6.10) incorporate

preemption of updates at the FIB reader and writer. We will also consider non-preemptive versions of

RCU and RWL. In these systems, app updates arriving during the reader’s busy state are discarded.
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Consequently, when a read returns with an address, it addresses the app update that initiated the

read request.

In the SHS models of these non-preemptive systems, the states of Markov chains in Fig. 6.2.1

remain unchanged. However, the self transitions of rate � are absent. In particular, the SHS

transition tables of the non-preemptive RCU and RWL systems are given in Table 6.2.1 except

transitions l = 10, 11, 12 in both Table 6.2.1(a) and Table 6.2.1(b) are deleted. The age balance

equations then can be obtained from Theorem 1 in the same way that we derived (6.5). We don’t

explicitly enumerate these age balance equations here; however, in section 6.3, we numerically

compare the performance of preemptive and non-preemptive systems.

6.3 Numerical Results

We note that while RCU writes are lock-less, they can be still heavy as the writer tracks the start

and end of a grace period, and is also responsible for memory reclamation of stale copies. On the

other hand, RWL writes use locks to update the data structure. Locking requires expensive atomic

operations such as compare-and-swap and thus the corresponding software functionality tends to

run slow [130]. We characterize the RCU and RWL write speeds by the exponential rate parameters

µ̂RCU and µ̂RWL; however, it is ambiguous whether µ̂RCU > µ̂RWL or vice-versa. Thus, in order to

focus on the effects of other system parameters, our numerical evaluations assume

µ̂RWL = µ̂RCU = µ̂. (6.11)

In contrast to the ambiguity associated with relative write speeds, reads in RCU are typically fast,

sometimes an order of magnitude faster than uncontended locking [42]. In our SHS models, read

rates are characterized by parameter µ and since read side primitives are lighter (i.e. faster) in RCU,

this corresponds to µRCU > µRWL.
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With the definition of the normalized rates

⇢̂ =
�̂

µ̂
, � =

�

µ̂
, �RWL =

µRWL

µ̂
, �RCU =

µRCU

µ̂
, (6.12)

we now present some results from numerically evaluating (6.6), (6.7), (6.10) with µ̂ = 1. Hence

age will be measured in the units of 1/µ̂, the average shared memory write time. As explained,

our numerical evaluations consider cases with �RWL < �RCU, along with the further assumption

�RCU = 10, corresponding to RCU reads being 10⇥ faster than RCU writes.

In addition, our evaluations will vary ⇢̂ over the interval [0, 0.1]. At ⇢̂ = 0, the mobile terminal

is stationary and never changes its network address. On the other hand, the upper limit ⇢̂ = 0.1

represents an extreme value in that the average time between location changes 1/�̂ is only 10⇥

longer than the average time 1/µ̂ to write to shared memory. For example, very slow memory writes

requiring time 1/µ̂ = 1 ms would correspond to �̂ = 0.1 location changes per millisecond, or 100

location changes per second. While this would be an extreme level of user mobility in a traditional

wireless network environment, there may be other network scenarios in which the mobile user is

perhaps a software agent, for which this is appropriate. With these constraints, we aim to provide an

informative comparison between RCU and RWL systems.

In Fig. 6.3.1, we plot the average app age E[�] as a function of ⇢̂. A larger ⇢̂ means that the

mobile is moving faster and changing its location more frequently, and so more app update packets

are misaddressed, resulting in increased app age at the mobile terminal. In the same figure, we

notice the effect of slower reads in RWL on app age. The app age at the mobile client increases

in proportion to the service time of the app updates at the forwarder. Additionally, a slower read

with a read lock activated corresponds to the writer being locked out without being able to write a

fresher location update.

On the other hand, timely updating is achieved with RCU’s fast read-side primitives and shown

in Fig. 6.3.1(a). We also note that an RWL system with fast reads, say �RWL = 10, performs better

than RCU with �RCU = 10, especially at higher values of ⇢̂; see Fig. 6.3.1(b). In this case, larger
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Figure 6.3.1: AoI at mobile client when using RCU preemption (rcu -p) and RWL preemption (rwl-
p) as a function of normalized write request rate ⇢̂ = �̂/µ̂, against different values of normalized
read rate � = �/µ̂ and �RCU = 10 with (a) �RWL = 1, and (b) �RWL = 10.

⇢̂ corresponds to a greater likelihood that the FIB address is outdated, but an exclusive write lock

prevents the reader from reading a stale address. The lock-less operation of RCU enables the reader

to read the outdated FIB. We note that our analysis and numerical evaluations align with RCU

literature that RCU is not suitable for update heavy scenarios.

From the Markov chains in Fig. 6.2.1, it is also instructive to evaluate the probability an app

update is delivered. For RCU, an app update arriving in state 0 or state 3 is delivered with probability
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µ/(�⇤ + µ), which is the probability that the address read required by the app update finishes before

a location update occurs or gets preempted by a fresher app update. App updates arriving in states

1, 2, and 4 are discarded primarily because the read request initiated by the updates will return a

stale address as the writer is writing a fresher update in each of these states. Thus, the probability

that an app update is delivered under RCU is

PRCU = (⇡0 + ⇡3)
µ

�⇤ + µ
. (6.13)

For RWL, app updates arriving in state 0 or state 3 are delivered with same probability as

RCU, i.e. µ/(�⇤ + µ). App updates arriving in state 1 or state 2 are delivered with probability

[µ̂/(µ̂+ �)][µ/(�⇤ + µ)]. Thus, the probability that an app update is delivered is

PRWL = (⇡0 + ⇡1
µ̂

µ̂+ �
+ ⇡2

µ̂

µ̂+ �
+ ⇡3)

µ

�⇤ + µ
. (6.14)

Fig. 6.3.2 shows that PRCU and PRWL in (6.13) and (6.14) decrease as a function of normalized write

request rate. In comparing Figs 6.3.1 and 6.3.2, we see that for both RCU and RWL that the average

age E[�] becomes worse as the delivery probability decreases.

Fig. 6.3.3 demonstrates the timeliness gain achieved by employing preemption of app updates

held by the reader. For �RCU = 10, �RWL = 1, and � = 10, this gain is almost 15% for RCU and

45% for RWL. From the AoI perspective, preemption helps more in RWL as it allows a slower

read to service the most recent app update. Nevertheless, we note from Fig. 6.3.3 that preemption

mechanisms generally reduce AoI.

In Fig. 6.3.4, we observe that the age of location updates in the memory is E[�̂] ⇡ 1/⇢̂ for

both RCU and RWL. This demonstrates that essentially all location updates are promptly stored in

memory and that E[�̂] is dominated by the relatively low frequency of location changes. This is the

exception to the customary assumption that system performance improves with decreasing age. In

this case, increasing the rate of location changes reduces the age of location updates in memory, but

it also increases the probability that app updates go misaddressed. In this system, the timeliness
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Figure 6.3.2: Probability that an app update arriving at router is delivered correctly when �RCU = 10
and when (a) �RWL = 1 and (b) �RWL = 10.

of location updates would be better described using metrics such as Age of Incorrect Information

[131] or Age of Synchronization [132, 62] that account for whether the current update is correct.

6.4 Conclusion

This work explored the impact of synchronization primitives on timely updating. We modeled

and developed a packet forwarding scenario in which location updates from a mobile terminal are
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Figure 6.3.3: AoI performance with and without preemption for (a) RCU with �RCU = 10, and (b)
RWL with �RWL = 1.

written to a forwarding table and application updates need to read the forwarding table in order

to ensure their correct addressing for delivery to a mobile terminal. In this system, we saw the

tension between writer and reader, both in the analytic models and in the corresponding numerical

evaluations. While timeliness of the location updates in the table is desirable, excessive updating

can be at the expense of timely reading of the table resulting in increased age at the mobile terminal.
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CHAPTER 7

TIMELY MOBILE ROUTING - AN EXPERIMENTAL STUDY

7.1 Introduction

In this work, we design and implement a packet forwarding application as introduced in Section

6.1 on a high-speed testbed employing the Data Plane Development Kit (DPDK)1 [133] packet

processing framework and use Age of Information (AoI) metric to evaluate two key issues that

influence timeliness: 1. batch packet admission procedures of DPDK that cause input queueing, and

2. synchronization primitives that regulate concurrent access to the Forwarding Information Base

(FIB). We now present these two challenges in detail.

7.1.1 Impact of Input Queueing

From the outset of AoI analysis of updating systems, the value of “bufferless” mechanisms that

discard old updates and/or give priority to fresher updates has been recognized [3, 134]. In the

practical context of DPDK, this would correspond to DPDK input rings that hold just a single

packet. However, because DPDK aims to maximize packet throughout, it uses large rings to absorb

traffic bursts and does not support small buffer configurations. While this helps to avoid packet

dropping (and consequent TCP retransmissions), larger buffers will also contribute to buffer bloat

latency. In our testbed evaluation of AoI for feasible DPDK configurations (section 7.3), we will

see that age can increase with offered load because the update packets become stale while queued in

the ring. Additionally, we will observe how DPDK employing batch processing to increase packet

throughout penalizes the timeliness of update packets.
1DPDK is an open-source software project managed by the Linux Foundation and is widely used in data centers and

core routers.
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7.1.2 Impact of Synchronization Primitives

As observed in Chapter 6 (Section 6.1), the FIB is typically implemented as a concurrent hash table

in which the contention between readers and writers is usually handled either by RWL or RCU.

Both RCU and RWL-based data structures have been bench-marked using stand-alone stress tests

[103, 104, 105, 106, 108, 109, 110], but, when used and implemented in the networking stack, their

performance raises many concerns and questions [135, 136]. For example, authors in [135] studied

RCU and RWL and argued that lock contention in a Memcached application accounts for around a

third of the overall kernel overhead and significantly contributes to delay and latency variation.

In the context of timeliness, the age performance of RWL and RCU needs to be better understood

in practical systems, especially when these are used in fundamental networking data structures. The

aim of this chapter is, thus, to quantitatively understand and analyze the impact of RCU and RWL

on the timely updating of shared memory and how this, in turn, affects timely routing of information

updates. To our knowledge, this is the first quantitative experimental study of the two widely used

synchronization primitives concerning the AoI performance metric.

In section 7.3, we show that our AoI experimental results are consistent with the literature that

RCU takes advantage of its light read-side primitives to generally outperform RWL. However, at

low packet sending rates, this difference is negligible. The caveat of using RCU, however, is that

each write makes a copy of the shared-object, which means that the memory footprint of the code is

larger and also requires a complex garbage collection mechanism [102].

7.2 Experiment Design and Testbed

This section describes the experimental setup used to evaluate the layer 2 packet forwarding

application depicted in Fig. 6.1.1. We note that AoI evaluation requires time-based computations

across machines. Since the age of an update packet is based on a timestamp inserted by the sender,

calculation of the age of an update at the receiver requires synchronized clocks at the sender and

receiver. However, the accuracy of the NTP protocol supported by the testbed is around 1ms, which
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is too coarse to measure delays on a microsecond scale.2 Our experimental workaround is to place

the sender and receiver functionality on the same machine.

Fig. 7.2.1 shows a block diagram of a testbed architecture with two machines (Source and

Forwarder) that implements the system shown in Figure 6.1.1. The sender thread in the Source acts

as the application server that sends time-stamped app updates (data packets) to multiple mobile

users. This sender thread also emulates mobile user movement by sending time-stamped location

updates (control packets). Each update carries a user ID indicating a location change for that user.

The receive thread in the Source acts as the mobile users receiving app update packets. Each

time-stamped update carries a user ID that enables the Source to track the app update age process

of each user. Although the scale of the experiment is small, using only two machines allows us to

focus on the primary bottlenecks we have identified: compute bottleneck due to synchronization

primitives, and queuing bottleneck at the sender.

At the Forwarder, the FIB is implemented as a hash table for fast lookup. The destination user

ID acts as a key, and the hash function translates this key into a hash index that points to an address

tuple. This address tuple consists of a MAC address and a timestamp as shown in Fig. 7.2.1. A

traditional FIB would store a next hop MAC address for a destination user ID and update this MAC

address to reflect a new point of attachment for the mobile user. Since the next hop MAC address

(Source machine) is same for all users in our testbed implementation, old and new address entries

in the FIB are distinguished by the timestamp in the address tuple. Upon receiving a new control

packet from the Source, the control process in the Forwarder updates the timestamp in the address

tuple for the corresponding user ID.

To ensure reproducibility of the experiments, we use a trace file that consists of rows of type

<type, userID>, where a type indicates whether a packet sent from the Source is a control or data

packet. The order of packet types in the trace is decided by a pseudo-random sequence of coin flips

such that the control data ratio (CDR) parameter specifies the ratio of control and data packets.

The user IDs for both data and control packets are selected from a Zipf distribution with exponent
2We note this is merely a limitation of our testbed. Sub-microsecond timing accuracy is feasible, although not

generally used in network routers [137].
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Figure 7.2.1: Packet forwarding testbed: The Source machine emulates the app update sender and
receivers as well as their location update senders. In the Forwarder, the FIB stores the key-value
pair as user ID (101, 102, . . . ) and address tuple while the control and data processes contend for
FIB access.

1 on a set of 1000 user addresses. To eliminate randomness of the packet preparation time, packets

are read from the trace file and stored in the memory of the sender thread of the Source before the

experiment is run. The sender thread sends both control and data packets from the same interface

due to hardware and software limitations and to enforce a packet trace sequence.

At the Forwarder, the receive thread pulls packets from the receive ring of the NIC and moves

control and data packets to their respective Rx rings. The control process retrieves the control

packets from the control Rx ring and updates the FIB, thus acting as a writer. The data process

retrieves data packets from the data Rx ring and, acting as the FIB reader, addresses each data

packet via a lookup of the user ID carried by the packet. Each data process read of the FIB returns

with an address tuple. The corresponding timestamp in the tuple is inserted in the header of the

data packet which is then sent to Data Tx Ring. These modified data packets, which represent app
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updates, are then sent back to the Source.

For each user ID, an address tuple is said to be fresh if its timestamp is the same as that of the

last sent address update (control packet) from the Source. That is, an address is fresh if the mobile

user has not sent a subsequent location update. In our experiments, the freshness of the address

determines the status of a data packet received by receive thread. Specifically, received data packets

with a fresh address are classified as correctly received app updates and serve to reduce the app

update age of the corresponding mobile user. On the other hand, a received data packet with an

address that is not fresh is classified as misaddressed and regarded as lost in transit.

We note that buffer overflow events (i.e. packet drops) occur at the control (data) Rx ring when

the control (data) process at the Forwarder fails to keep up with its incoming packet stream. A

dropped control packet signifies that a user movement has not been updated in the FIB, resulting

in misaddressed data packets. A dropped data packet indicates that an app update has not been

received at the mobile user, hence increasing that user’s app update age.

7.3 Testbed Results

Experiments are executed on the COSMOS experimental networking testbed [24]. We employ

DPDK, a set of data plane libraries and network interface card (NIC) drivers to support fast packet

processing in user space [133]. The machines use Intel(R) Xeon(R) Gold 6126 CPU @ 2.60GHz

(24 cores, hyper-threading and turbo-boost turned off) with 192GB RAM evenly distributed on 2

NUMA nodes. Each thread in our experiment is pinned to each core in a single NUMA node which

in turn is pinned to a single socket. A Mellanox ConnectX-4 Lx 25GbE network interface card is

connected to NUMA node 0. We run our program on Ubuntu 18.04.6 LTS, and DPDK 21.08. The

Source and Forwarder are connected via a dedicated switch with 25Gbps Ethernet links.

Table 7.3.1 summarizes three sets of experiments performed in this study. In the testbed, data

and control packets are both 60 bytes long and the Source can pump these packets at a maximum

rate of Rmax = 14 Mpps (million packets per second). In our experiments, our results are shown

as a function of the offered load R pps. Specifically, the sender thread in the Source feeds the
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Experiment Data pkts Ctrl pkts Users FIB lookup
Baseline 47996440 0 1 No

Routing, CDR 0.01 39996600 400000 1000 Yes
Routing, CDR 0.1 39996600 3999800 1000 Yes

Table 7.3.1: All experiments share the following DPDK configurations: (1) Source-Tx burst size
32, Tx ring size 64, Rx burst size 64, Rx ring size 4096. (2) Forwarder-Tx/Rx burst size 64, Tx/Rx
ring size 4096.

pre-prepared packet trace using a token bucket rate control mechanism and a maximum data burst

size of B packets (in our experiments, B = 32). At time t0 = 0, the bucket is initialized with

N0 = 0 tokens and tokens then accumulate at a rate of R tokens/s. The sender thread requests

to place packets on the Tx ring of the Source NIC at times t0, t1, . . . such that at time ti with Ni

tokens, the sender thread calls the eth_tx_burst function to offer Ki = min(B,Ni) packets to the

NIC. At time ti+1, eth_tx_burst returns that a batch of Li packets were admitted to the NIC and thus

Ni+1 = Ni � Li + (ti+1 � ti)R tokens are available to repeat this process until the entire packet

trace is admitted to the Source NIC.

Since no packets are dropped at the Source Tx ring, Li < Ki indicates that eth_tx_burst call

filled the ring. Also note that while the eth_tx_burst execution time ⌧i = ti+1 � ti is random3, the

process self-adjusts to offer packets at rate R pps for all R < Rmax. Finally, we note that hardware

limitations dictate that all Li packets in a batch are recorded with the same timestamp ti, and this

timestamp is inserted by the CPU. While this sending process is not the usual Poisson update

process in analytical studies, it does offer a repeatable characterization of AoI performance under

variable offered load.

We note that high-speed packet IO such as DPDK use large batches by default, leading to a

trade-off between bursty high throughput and precise packet generation. Cases where users might

not require a bursty traffic, such as in generating Poisson stream of packets are difficult to emulate

reliably, especially at high sending rates. Packet data cannot be directly sent to the NIC, but can be

placed in a DMA memory region and retrieved asynchronously by the NIC, causing unwanted jitter

[138]. Further, calling the eth_tx_burst() function to place packets on the output ring takes some
3We observe that ⌧i and Li appear to be weakly but positively correlated.
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(a) (b)

Figure 7.3.1: Baseline experiment

random time to return, which also depends on the number of packets offered.

For Poisson packet arrivals, a pure software approach would wait for pre-configured pseudoran-

dom times between sending individual packets. Implementing a close approximation to exponential

inter-arrivals is not a problem at low packet rates where the aforementioned random system delays

are negligible compared to inter-packet times. However, Poisson arrival emulation becomes difficult

at rates approaching the limitations of the testbed hardware and the software framework running on

it. When packet delays from the system are a significant fraction of the average inter-arrival time,

the precision of Poisson traffic pattern remains a concern.

7.3.1 Baseline Experiment

To understand the rate control mechanism, we performed a baseline experiment with a single

immobile user. No control packets were sent and the FIB addressing mechanism at the Forwarder

was bypassed so that all packets were immediately sent back to the Source. In Fig. 7.3.1(a), we

see that for R < 1 Mpps, the average age initially declines with R (as expected) because updates

become less infrequent. However, perhaps unexpectedly, we see that as R becomes large, the

average age grows. This is a consequence of rate control. Fig. 7.3.1(b) presents the average batch

size for all nonzero batch sizes. For R < 4 Mpps, tokens accumulate slowly and each eth_tx_burst

call offers either zero or one packet. Thus each admitted batch has only a single packet. However,
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Figure 7.3.2: Average app update age for each user for sending rate 10 Mpps when RWL is used.

for R > 4 Mpps, the average batch size grows with R, and the growing average age reflects the

input queueing induced by the batch admission procedure. In short, processing more packets in a

batch increases throughput, but this is not necessarily favorable to timeliness.

7.3.2 Routing Experiments

We now examine the effect of the FIB access mechanism (RCU or RWL) on the average age of

app updates for a set of 1000 mobile users. In these experiments, the packet stream, with sending

rates ranging from R = 1 to R = 10 Mpps, represents the aggregated updating processes of all

1000 users. Compared to the prior baseline experiment with one user, the packet sending rates

associated with a particular user are scaled by the Zipf distribution probabilities. Average update

ages of 1-10 µs seen in the one-user baseline experiment become 5-10 ms in averaging over all

1000 users; Fig. 7.3.2 shows the average app update age for each user for R = 10 Mpps under the

RWL construct.

A subset of experimental results is shown in Fig. 7.3.3 for CDR = 0.01 and CDR = 0.1.

We note that increasing the CDR stresses the system in two ways. First, it increases FIB access

contention between readers and the writer. Second, increasing the CDR corresponds to increased

change in mobile users location, thus, increasing the likelihood that app updates are misaddressed.

In Figs. 7.3.3(a)-(b) we see for CDR = 0.01 that the Forwarder performs reasonably well at
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all packet rates. Fig. 7.3.3(a) shows the average app update age generally decreasing with the

packet sending rate, with RCU outperforming RWL at high packet rates. This is consistent with

relatively low rates of dropped data packets in Fig. 7.3.3(b). However, at higher sending rates,

mutual exclusion between reads and write in RWL slows the data process to handle the incoming

packets on the data Rx ring of the forwarder, resulting in increased data packet drops at higher

sending rates, see Fig. 7.3.3(b).

For CDR = 0.1, Figs. 7.3.3(c)-(e) reflect the increased stress of a high CDR. In particular, the

results reinforce the fact that neither RCU nor RWL is good in update-heavy scenarios as RCU

writes are heavy and RWL enforces mutual exclusion. These mechanisms effectively slow the

control processing so that the control Rx ring is quickly filled at a higher control packet rates and

the dropping rate of control packets is high. As a consequence, the FIB is updated with stale control

updates, increasing the rate of misaddressed data packets, as seen in Fig. 7.3.3(e), and increasing

the app update age in Fig. 7.3.3(c), as compared to CDR = 0.01. The number of misaddressed

packets was calculated based on the total number of received packets on Source machine that carried

timestamp older than the last sent control timestamp for that user ID. Note that in Fig. 7.3.3(e), we

plot misaddressed packets only for R < 4 Mpps. This is because at R > 4 Mpps, we observed

significant data packet drops at the Forwarder, resulting in fewer received packets at the Sender.

Calculating misaddressed packets based on these fewer packets gave us statistically incorrect

number.

RCU is read-friendly, as is evident in Fig. 7.3.3(d), with fewer data packet drops. By contrast,

RWL reads are frequently locked out at higher write request rates, This slows data packet processing

under RWL and increases the data packet drops at the data Rx ring. Consequently, Fig. 7.3.3(c)

shows that the average age under RWL follows the classic pattern of updating systems: age initially

decreases with the update rate but eventually increases as the system becomes congested [3]. In

short, updating should be fast, but not too fast.
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7.4 Conclusion

In this work, we designed and implemented a DPDK-based packet forwarding experiment. We

quantitatively evaluated the performance of the Readers-Writer Lock (RWL) and (lock-less) Read-

Copy-Update (RCU) synchronization primitives, in terms of the Age-of-Information (AoI) perfor-

mance metric. Even in a relatively simple one-forwarder system, this initial study revealed complex

interactions between FIB synchronization mechanisms and packet queueing. This work highlights

how more work is needed on optimizing packet processing frameworks such as DPDK for updating

systems.
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(a) CDR = 0.01 (b) CDR = 0.01

(c) CDR = 0.1 (d) CDR = 0.1

(e) CDR = 0.1

Figure 7.3.3: Results from packet forwarding testbed (Fig. 7.2.1) with control/data Rx ring sizes
= 64, data tx ring size = 1024. The plots depict age performance of Read-Copy-Update (RCU)
and Readers-Writer Lock (RWL) as a function of the sending rate R Mpps.
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CHAPTER 8

AGE-MEMORY TRADE-OFF IN RCU

8.1 Introduction

Consider a scenario of a Visual Simultaneous Localization and Mapping (SLAM) system [139],

which constructs a map of an environment in real-time while simultaneously determining the

location of a mobile device within that map. For seamless interaction with the real world, it is

desirable to run SLAM systems on mobile phones. In a typical SLAM workflow, incoming images

are processed to track the device’s location, and this location information is then incorporated into a

global map, with ongoing optimization of the map structure. For timely accuracy, SLAM systems

must promptly process incoming camera streams, accessing the latest images in real-time. Although

SLAM systems adopt a modular approach with concurrent modules handling specific tasks such as

image processing, location tracking, map updating, and global map optimization, there is a tight

coupling between modules. All modules operate on the global map, implemented as a shared data

structure, and engage in computationally intensive operations, frequently accessing and updating

the map [140, 141].

RCU is well-suited to applications such as Visual SLAM because it enables a module to read the

freshest copy of a data item. When a module performs a complex operation, it places a read-lock

on a data item to ensure it will be available and unchanged during the read operation. When the

RCU writer wishes to update the data item, the write operation creates a fresher version/copy. As

soon as the write is committed, this fresher copy is returned to subsequent read requests. However,

each prior copy is retained in memory until all of its read-locks have been released. Therefore, from

a timeliness perspective, more frequent updating of data items in the memory provides the latest

information to readers but this results in memory overhead by increasing the number of data copies

created.
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Figure 8.2.1: Memoryless RCU model: On behalf of an external source, a writer updates the shared
memory at rate ↵ with timestamped updates, denoted by timestamps t1, t2, . . .. Read requests
R1, R2, . . . , Rm access the version of the source update with the freshest timestamp. These read
requests are generated at rate � and have a mean read time of 1/µ.

While Visual SLAM serves as an illustrative example, the broader motivation in this chapter is

to explore the trade-off between memory usage and update age in real-time systems. RCU, as a

widely used synchronization primitive, is the focal point of our study in the following ways: 1. We

investigate the memory footprint of concurrent updates in RCU and provide an upper bound on the

average number of active1 updates in the system, and 2. we analytically explore a trade-off between

memory footprint and the age of updates, particularly in case of unbounded number of concurrent

updates.

8.2 System Model and Main Results

In this work, we focus on a class of systems (see Fig. 8.2.1) in which a source generates time-

stamped updates, which are stored in shared memory. The writer queries this source for fresh

measurements to update the memory, creating a new copy therein. Concurrently, a reader serves

clients’ requests for these measurements by accessing the memory. Multiple ‘old’ readers may

concurrently access distinct versions of data copies, depending upon the time of their request. It is

noteworthy that the most recent read request will consistently retrieve the latest update from the
1An update is active if there is at least one reader reading that update.
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memory.

To analyze RCU, we assume the writer starts writing a fresh update as soon as it finishes its

previous write, without regard for the number of update copies in the grace period. With respect to

memory consumption (i.e. the number of copies created), this is a worst-case analysis in that the

writer is pushing to create as many copies as possible. In practice, the number of update versions

is limited by physical memory; however, we ignore this constraint here. Instead, we employ a

model that limits the creation of copies by constraining how fast the writer can write an update

to memory. In this regard, we will sometimes call such a writing process as unconstrained write

process. Specifically, we examine a system in which write operations to unlocked memory have

independent exponential (↵) service times. Since the writer receives a fresh update from the source

immediately after publishing an update, there is a rate ↵ Poisson point process of new updates being

generated and written to memory.

Fig. 8.2.2 depicts the age process in shared memory as a function of time t. We assume an

update 0 with initial age �(0) is in memory at time t = 0. Following the publication of update n�1

at time tn�1, the writer queries the source for a fresh measurement. In response, the source generates

an update n with time-stamp tn�1. The writer receives this update instantly, begins writing to the

shared memory, and subsequently publishes the new update at time tn. The age �(t) at the shared

memory increases linearly in time in the absence of any new update and is reset to a smaller value

when an update is published. Thus, at time tn, �(t) is reset to Wn = tn � tn�1. This continues for

all subsequent updates and therefore, the age process �(t) exhibits a sawtooth waveform shown in

Fig. 8.2.2.

We further assume that the read requests form a rate � Poisson process, and each request’s

service/read time is an independent exponential (µ) random variable. Furthermore, we assume that

memory is reclaimed when the last reader, holding the reference to a particular update, completes

its service time. We refer to this as the memoryless RCU model since both write initiations and read

requests are memoryless Poisson point processes.

Since read requests arrive as a Poisson process and the reads have exponential holding/service
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Figure 8.2.2: Example evolution of age at shared memory in the unconstrained write model. Updates
are published in memory at times marked H.

times independent of the number of concurrent read requests of an update, the birth-death process of

read locks is an M/M/1 queue. However, from the perspective of the birth-death process of update

copies in memory, the RCU system is complicated because update n is tagged by a number of read

requests that depends on the write time of update n+ 1. This implies that the service/active time of

an update depends upon the inter-arrival time of the next update; this is not an M/M/1 queue.

8.2.1 Main Result

Let N(t), t � 0 denote the stochastic process of the number of active updates at time t. When

each update has a fixed size in memory, N(t) is proportional to the memory footprint of the RCU

updating process. Theorem 7 desribes the memory footprint E[N ] and the average age E[�] of an

update in memory in terms of the system parameters �, µ and ↵.

Theorem 7. For the memoryless RCU model in which updates are written as a rate ↵ Poisson

process, and read requests arrive as a rate � Poisson process with independent exponential (µ)

service times:

(a) The memory footprint E[N ] satisfies

E[N ] = 1 +
1X

k=1

1X

j=0

b
j

k
e
�bk

j!

✓
j

↵/µ+ j

◆
. (8.1)
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where bk = �q
k
/µ with q = ↵/(↵ + µ).

(b)

E[N ]  1 +
1X

k=1

q
k

qk + ↵/�
(8.2)

 1 + �/µ. (8.3)

(c) The average age of the current update in memory is

E[�] = 2/↵. (8.4)

8.3 Proof of Theorem 7

8.3.1 Proof of Theorem 7(a)

Consider an example of unconstrained write process as shown in Fig. 8.3.1 along with the cor-

responding age evolution. We inspect the system at an arbitrary time t. Relative to time t, we

look backward in time and define update 0 to be the most recently published update. We refer

to update 0 as the current update. We also set our clock such that update 0 is published at time

S0 = 0. Further, we use index k � 0 to denote the update published k writes prior to update 0.

We denote publication time of update k by Sk and thus the Sk are indexed backward in time, i.e.,

. . . , Sn+1 < Sn < Sn�1 < . . . , S1 < S0 = 0. Following this notation, the writing time of update n

is Wn = Sn�1�Sn. Recall that Wn are i.i.d. exponential (↵) random variables. By the memoryless

property of the exponential random variable, Z = t� S0 , the time elapsed since the last published

update, is also exp(↵).

When the writer publishes update k � 1 at time Sk�1, the grace period for update k starts, and

the writer starts writing update k � 2. At this time, Sk�1, there is a random number of residual

reader locks on update k and the grace period for update k terminates when all these residual readers

release their respective locks.



140

Figure 8.3.1: An example of the RCU read/write process (upper timeline) and the sample age
evolution (shown only for illustration purpose) of update in memory (lower timeline). In the
upper timeline: green triangles mark arrivals of read requests that finish before the next update is
published; red triangles mark those reads that establish a grace period by holding a read lock after
the next update is published; the red intervals beneath the upper timeline show the service times of
such readers; the red arrows above the upper timeline (with labels ⇤k, ⇤2 and ⇤1) identify the grace
periods of updates k, 2, and 1 that are active at time t.

For each past update k > 0, there is some probability that it remains in a grace period at

time t. Given Wk�1 = w, update k is the current update in the interval (Sk, Sk�1) = (Sk�1 �

w, Sk�1). In this length w interval, the number of read requests Mk is Poisson with E[Mk] = �w.

Moreover, given Mk = m, the arrival times of the read requests are statistically identical to the set

{Sk�1 + U1, . . . , Sk�1 + Um}, where U1, . . . , Um is a set of i.i.d. uniform (�w, 0) random variables

[142]. These read requests will have i.i.d. exponential (µ) service times X1, X2, . . . , Xm. The ith

such read request releases its read-lock at time Sk�1 + Yi where Yi = Ui +Xi. Therefore, given

Mk = m and Wk�1 = w the last read-lock on update k is released at time

⇤k = Sk�1 + max
1im

Yi. (8.5)
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We define Lk�1 as the time elapsed since Sk�1 up to time t. Then,

Lk�1 =
k�2X

j=0

Wj + Z. (8.6)

The number of active updates at time t, N , is equal to the number of updates still in their respective

grace periods at time t plus the current published update 0. To find E[N ], we define Ek as the event

that the grace period of update k has ended by time t. The conditional probability of event Ek that

update k has finished its service by time t is

P[Ek | Wk�1 = w,Mk = m] = P[⇤k  Sk�1 + Lk�1 | Wk�1 = w,Mk = m]

= P


max
1im

Yi  Lk�1 | Wk�1 = w

�

= (P[Yi  Lk�1 | Wk�1 = w])m, (8.7)

where we have used the fact that the Yi = Ui +Xi remain i.i.d. under the condition Wk�1 = w. We

observe that Lk�1 and Xi are independent of Wk�1. For fixed w, we also observe that Ui depends

on Wk�1 only to the extent that the event Wk�1 = w specifies that Ui is a uniform (�w, 0) random

variable. Hence, defining X to be exponential (µ) and U to be uniform (�w, 0),

P[Ek | Wk�1 = w,Mk = m] = (P[U +X  Lk�1])
m
. (8.8)

Lemma 9.

P[U +X  Lk�1] = 1� awq
k = ✏(k, w) (8.9)

where q = ↵/(↵ + µ) and aw = (1� e
�µw)/µw.

The proof, an elementary probability exercise, appears in the Appendix 8.A. It then follows

from (8.8) and (8.9) that

P[Ek | Wk�1 = w] =
1X

m=0

P[Ek | Wk�1 = w,Mk = m]PMk|Wk�1
(m | w),
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=
1X

m=0

1

m!
✏(k, w)m(�w)me��w = exp

�
�bk(1� e

�µw)
�
, (8.10)

where bk = �q
k
/µ. Since, Wk�1 is exponential (↵), it follows from (8.10) that

P[Ek] =

Z 1

0

P (Ek | Wk�1 = w)fWk�1
(w) dw = ↵

Z 1

0

e
�bk(1�e

�µw)
e
�↵w

dw. (8.11)

With the substitution y = e
�µw, we obtain

P[Ek] =
↵e

�bk

µ

Z 1

0

y
↵/µ�1

e
bky dy. (8.12)

A Taylor series expansion of ebky yields

P[Ek] =
↵e

�bk

µ

Z 1

0

y
↵/µ�1

1X

j=0

(bky)j

j!
dy

=
↵e

�bk

µ

1X

j=0

b
j

k

j!

Z 1

0

y
↵/µ+j�1

dy,

=
↵e

�bk

µ

1X

j=0

b
j

k

j!(↵/µ+ j)
. (8.13)

It follows that

P[Ec

k
] = 1� P[Ek] =

1X

j=0

b
j

k
e
�bk

j!

✓
j

↵/µ+ j

◆
. (8.14)

Now let Ik be the indicator random variable for the event Ec

k
that update k is active at time t.

Therefore, the number of active updates is N = 1 +
P1

k=1 Ik. Hence,

E[N ] = 1 + E[
1X

k=1

Ik] = 1 +
1X

k=1

P(Ec

k
). (8.15)

Theorem 7(a) follows from (8.14) and (8.15).
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8.3.2 Proof of Theorem 7(b)

To verify Theorem 7(b), let Jk denote a Poisson (bk) random variable. We observe that (8.1) can be

written as

E[N ] = 1 +
1X

k=1

E[
Jk

↵/µ+ Jk
]. (8.16)

Since x/(↵/µ+ x) is a concave function, using Jensen’s inequality and the fact that E[Jk] = bk =

�q
k
/µ, we obtain

E[N ]  1 +
1X

k=1

E[Jk]

↵/µ+ E[Jk]
= 1 +

1X

k=1

q
k

↵/�+ qk
. (8.17)

Since q
k � 0, it follows from (8.17) that

E[N ]  1 +
1X

k=1

�

↵
q
k = 1 +

�q

↵(1� q)
= 1 +

�

µ
. (8.18)

8.3.3 Proof of Theorem 7(c)

Fig. 8.2.2 represents a sample age evolution in the unconstrained write model with Wn denoting the

exponential (↵) write time of the nth update. We represent the area under sawtooth waveform as

the concatenation of the polygon areas Q̃1, Q2, . . . , Qn, . . .. The average age is � = E[Qn]/E[Wn]

where

Qn =
(Wn�1 +Wn)2

2
� W

2
n

2
=

W
2
n�1 +Wn�1Wn

2
. (8.19)

Since E[Wn] = 1/↵ and E[W 2
n
] = 2/↵2,

E[Qn] = E[W 2
n�1]/2 + E[Wn�1] E[Wn] = 2/↵2 (8.20)
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Figure 8.4.1: (a) Memory footprint in RCU as a function of read arrival rate �. (b) Trade-off
between the average age � and E[N ] as a function of writing rate ↵. In both (a) and (b), the read
service rate is µ = 1.

and the claim follows.

8.4 Numerical Evaluation and Discussion

From Theorem 7, we see that the average age E[�] of the current update in the memory is

monotonically decreasing with the writing rate ↵. Fig. 8.4.1(b) plots age-memory trade-off over

↵ 2 (0,1), showing that minimal average age at the readers is achieved when updates are written

as fast as possible, but this is at the expense of an increased memory footprint. However, for a fixed

write rate ↵, the memory footprint is an increasing function of the read request rate � as shown in

Fig. 8.4.1(a). Both the analysis and numerical evaluation highlight the trade-off between age and

memory observed in the RCU mechanism.

Fig. 8.4.2 plots E[N ], and the upper bounds (8.2) and (8.3) as a function of ↵ for µ = 1 and

various �. We observe that the upper bound (8.2) is tight for all ↵. Further, notice that as ↵ ! 1,

the expected number of updates for different values of � approach the upper bound in (8.3), albeit

at different rates.

We now give some intuition for the upper bound to E[N ] in Theorem 7(b). For ↵ � �, each

update is tagged with zero or one reads. As ↵ ! 1, an untagged update expires in expected

time 1/↵ ! 0, as it is replaced by the next update. On the other hand, a tagged update enters
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Figure 8.4.2: (a) The expected number of active updates are written at rate ↵. The black, blue and
red curves are when �/µ = 10, �/µ = 5, and �/µ = 1 respectively; the read service rate is µ = 1.
(b) Zoomed in version of (a).

a grace period with duration corresponding to the exponential (µ) service time required by its

read. Hence tagged updates have a one-to-one correspondence with the reads in the system. The

number of tagged updates is described by the M/M/1 queue process with arrival rate � and

service rate µ that characterizes the number of reads in the system. Therefore, in the limiting

case of ↵ ! 1, the number N 0 of tagged updates in the system follows a Poisson distribution

P[N 0 = n] = (�/µ)ne��/µ
/n!, for n � 0. Furthermore, there is always one untagged update that is

perpetually being replaced. Hence, the number of updates in the system is N = 1 + N
0 and the

average number of updates holding a read lock is E[N ] = E[1 +N
0] = 1 + �/µ.

We conclude this discussion by relating memory size and the read rate µ, a relationship contin-

gent upon the interpretation of µ within the context of update operations. One interpretation links µ

to the time needed for copy operations. Under this view, if the update size is represented by M , then

M will be proportional to the average read time 1/µ. Consequently, according to (8.3), the average

number of update copies will scale linearly with M , resulting in memory usage proportional to M
2.

In an alternate interpretation, we regard 1/µ as the average duration of a read lock’s holding time.

In this scenario, readers undertake computational tasks where the read lock necessitates access to

the entire object for calculations. However, the actual read time might be negligible but the reader

has to navigate through different sections of the data structure. Here, the object size has no direct
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implication on µ, instead µ varies based on the complexity of the computations performed. As such,

the memory consumption in this case grows only linearly with object size M .

8.5 Conclusion

In this work, we explored the trade-off between memory footprint and update age in the context of

RCU, particularly relevant for applications with sizable updates operating within the constraints of

memory-constrained mobile devices. The central question is whether frequent updating can induce

excessive memory consumption. Theorem 7 provides a reassuring finding — given finite average

service/read time 1/µ and read request rate �, the average number of updates in the system is finite.
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8.A Proof of Lemma 9

Lemma 9

P[U +X  Lk�1] = 1� awq
k = ✏(k, w) (8.21)

where q = ↵/(↵ + µ) and aw = (1� e
�µw)/µw.

Proof. Since the Wj and Z are i.i.d. exponential (↵) random variables, (8.6) implies Lk�1 has a

Gamma distribution with PDF

fLk�1
(l) =

↵

�(k)
(↵l)k�1

e
�↵l1{l�0}. (8.22)

Since Y = U +X , where U ⇠ Uniform(�w, 0) and X ⇠ exp (µ), the PDF of Y is

fY (y) =

Z 1

�1
fX(x)fU(y � x) dx

=

Z 1

�1
µe

�µx1(x � 0)
1

w
1(�w  y � x  0) dx. (8.23)

Resolving the indicator functions in (8.23) yields

fY (y) =

8
>><

>>:

1
w
(1� e

�µ(w+y)), �w  y  0,

1
w
(e�µy � e

�µ(w+y)), y � 0.

(8.24)

This implies

P[Y  Lk] =

Z 1

l=0

fLk
(l)

Z
l

�w

fY (y) dy dl = I1 + I2 (8.25)

147
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such that

I1 =

Z 1

0

fLk
(l)

Z 0

�w

fY (y) dy dl

=

Z 1

0

fLk
(l)

Z 0

�w

1

w
dy � 1

w

Z 0

�w

(1� e
�µ(w+y)) dy

�
dl

= 1 + (e�µw � 1)/(µw), (8.26)

I2 =

Z 1

0

fLk
(l)

Z
l

0

fY (y) dy dl,

= � 1

µw

Z 1

l=0

fLk
(l)(e�µl � 1) dl

| {z }
I3

+
1

µw

Z 1

l=0

fLk
(l)(e�µ(w+l) � e

�µw) dl.
| {z }

I4

(8.27)

Solving integrals I3 and I4:

I3 =
1

µw

Z 1

l=0

fLk
(l)e�µl

dl �
Z 1

l=0

fLk
(l)dl

�

=
1

µw

Z 1

l=0

↵

�(k)
(↵y)k�1

e
�(↵+µ)l

dl � 1

�

=
1

µw


(

↵

↵ + µ
)k � 1

�
, (8.28)

I4 =
1

µw

Z 1

l=0

fLk
(l)e�µ(w+l)

dl �
Z 1

l=0

fLk
(l)e�µw

dl

�

=
1

µw


e
�µw

Z 1

l=0

↵

�(k)
(↵y)k�1

e
�(↵+µ)l

dl � e
�µw

�

=
e
�µw

µw


(

↵

↵ + µ
)k � 1

�
. (8.29)

Combining (8.26), (8.27), (8.28), and (8.29), we have,

P[Y  Lk | Wk�1 = w] = 1� 1� e
�µw

µw

✓
↵

↵ + µ

◆k

. (8.30)

Recalling q = ↵/(↵ + µ) and aw = (1� e
�µw)/(µw), the lemma follows.
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CHAPTER 9

TIMELY AND ENERGY-EFFICIENT MULTI-STEP UPDATE PROCESSING

9.1 Introduction

This chapter explores systems where source updates require multiple sequential processing stages.

We model and analyze various system designs under both parallel and series server configurations.

In parallel setups, multiple processors execute all computation steps independently, while in series

(pipeline) configurations, each processor performs a specific step in sequence. We also address the

occurrence of wasted power, which arises when processing efforts do not lead to a reduction in

age. This happens when a fresher update finishes first in parallel servers or when a server preempts

processing due to a fresher update in pipeline setups. We formulate and solve optimization problems

for a special case where updates require two computational steps, and determine the optimal service

rates for each step when the system is subject to a power constraint.

9.1.1 Contributions and Chapter Outline

Section 9.2 introduces the system parameters and the power consumption model. In Section 9.3,

we examine the series server setup, where we first formulate the optimization problem for a

general tandem queue with two servers model. We then explore various preemptive and non-

preemptive tandem queue models, establishing the relationship between the parameters of the

general optimization problem and specific tandem queue configurations.

Similar to Section 9.3, in Section 9.4, we formulate a general optimization problem for parallel

server setups, focusing on optimizing update processing step rates when two servers operate in

parallel. We begin by analyzing a baseline model where the two servers function independently and

introduce a novel approach using the Stochastic Hybrid Systems (SHS) methodology to derive a

system of linear equations for calculating the average age at the monitor.
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Additionally, we propose three heuristic policies designed to improve age performance in parallel

server setups: Parallel Coordinated Alternating Freshness (P-CAF), Synchronized Freshness (SF),

and Parallel Shared Intermediate Update (P-SIU).

These policies leverage information about each server’s current stage of processing to optimize

update handling. For each of these heuristic policies, we optimize the computational step rates to

achieve minimal age under the given power constraint.

In Section 9.5, we conduct a comparative analysis of age performance across the various series

and parallel server models introduced in Sections 9.3 and 9.4. Finally, in Section 9.6 we conclude

by discussing several open problems that emerge from this work and propose directions for future

research.

9.2 System Model Overview

We assume that processing source updates involves a sequence of two computational steps. Each

step i, with i 2 {1, 2}, involves a random computational workload Ci, measured in CPU cycles.

The total CPU demand for a source update is thus C1 + C2 cycles. Each computational step i is

executed at a constant processing frequency fi (CPU cycles per unit time), resulting in an execution

time Ti = Ci/fi. The average service rate for step i is then given by µi = fi/E[Ci]. We assume

that the execution time for step i is an independent exponential random variable with rate µi i.e.,

Ti ⇠ exp(µi). The update processing occurs on a multi-processor machine, which we model as a

queuing system with multiple servers.

9.2.1 Processor Speed and Power Consumption Model

Power dissipation in digital CMOS circuits is primarily attributed to dynamic power, short circuit

losses, and transistor leakage currents [143]. Among these, dynamic power consumption is currently

the main component in high-performance microprocessors. Dynamic power, driven by the periodic
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switching of capacitors, can be approximated by the well-known formula

P = ACLV
2
f, (9.1)

where A and CL denote the Activity Factor (AF) and loading capacitance, respectively, V is the

supply voltage, and f is the clock frequency [144]. According to alpha-power law MOS model

[145], f / V
↵c�1, where ↵c, also called as velocity saturation index, is a technology dependent

factor, typically ranging between 1 and 2. This implies V / f
1�↵c , and consequently, the power

consumption is P / f
↵ where ↵ = (1 + ↵c)/(↵c � 1) � 3. According to [146], for a 25 µm

technology, ↵c is likely to be in range [1.3, 1.5]. For our numerical evaluations, we fix the velocity

saturation index at ↵c = 1.5, which corresponds to ↵ = 5.

9.3 Problem Formulation: Sequential Servers

We consider two servers in series, where each server handles one computation step in the update

processing sequence as illustrated by Fig. 1.2 with n = 2. The output of Server 1 is forwarded to

Server 2, which delivers the processed update to the monitor instantaneously upon completing step

2. Each Server i operates at a constant frequency fi.

The total power consumption at the two servers is limited by a power budget. Let P represent

the total power budget. Then the sum of power consumption at Server 1 and 2 should be smaller or

equal to constant P . We assume that an idle processor consumes negligible power. Let pi represent

the probability Server i is busy, then we have the following constraint:

p1f
↵

1 + p2f
↵

2  P. (9.2)

Given that µi = fi/E[Ci], and assuming E[C1] = E[C2] = E[C], we can express processing

frequency fi as µi E[C]. Substituting this into the power constraint in (9.2), we obtain:

p1µ
↵

1 + p2µ
↵

2  P

E[C]↵
. (9.3)



153

In this tandem queue setup, the busy probabilities p1 and p2 depend on the service rates and queuing

discipline at both servers. To elucidate the dependence of p1 and p2 on µ1 and µ2, we re-write the

power constraint (9.3) as:

p1(µ1, µ2)µ
↵

1 + p2(µ1, µ2)µ
↵

2  P

E[C]↵
. (9.4)

The age at the monitor, denoted by �queue(µ1, µ2), is a function of the service rates µ1 and µ2,

and is influenced by the queuing discipline at each server. Our objective is to minimize the age

�queue(µ1, µ2) at the monitor by controlling the service rates µ1 and µ2, subject to the power

constraint (9.4). The optimization problem is thus formulated as:

minimize �queue(µ1, µ2) (9.5a)

subject to p1(µ1, µ2)µ
↵

1 + p2(µ1, µ2)µ
↵

2  P

E[C]↵
, (9.5b)

µ1, µ2 � 0. (9.5c)

To solve the multi-variable optimization problem (9.5), our strategy is to exploit the relationship

between µ1 and µ2. Define ⇢ = µ1/µ2, where ⇢ � 0, representing the total offered load from

Server 1 to Server 2. With this definition, the busy probabilities p1 and p2 can be expressed as

functions of ⇢ i.e., p1(µ1, µ2) ⌘ p1(⇢) and p2(µ1, µ2) ⌘ p2(⇢). Next, substituting µ1 = ⇢µ2 into the

constraint in (9.4) yields:

µ
↵

2

⇣
⇢
↵
p1(⇢) + p2(⇢)

⌘
 P

E[C]↵
, (9.6)

which provides the upper bound on the service rate of Server 2 as:

µ2 
1

E[C]

✓
P

⇢↵p1(⇢) + p2(⇢)

◆1/↵

. (9.7)

Since ⇢ determines µ1 relative to µ2, the age at the monitor can be expressed as a function of µ2 and
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⇢, �queue(µ2, ⇢). Hence, the optimization problem (9.5) can be reformulated as

minimize �queue(µ2, ⇢) (9.8a)

subject to µ2 
1

E[C]

✓
P

⇢↵p1(⇢) + p2(⇢)

◆1/↵

, (9.8b)

µ2 � 0, and ⇢ � 0. (9.8c)

Observe that the technology fixes ↵, and the power constraint P and CPU demand C are system

parameters. With ⇢ fixed, ⇢↵p1(⇢) is the relative fraction of the energy budget utilized at Server 1

and p2(⇢) is the relative fraction of energy budget at Server 2. For this fixed ⇢, the service rates µ2

and µ1 = ⇢µ2 yields an average age at the monitor. We will see that this age is typically minimized

by choosing µ2 as large as possible subject to the upper bound (9.8b). What remains is choosing

the right value of ⇢. A larger ⇢ keeps Server 2 busier with fresh arrivals by using more energy at

Server 1 but this may be wasting the effort of Server 1. On the other hand, if ⇢ is smaller, then

the system may not be not feeding enough updates to Server 2. For a given system design choice,

finding an optimal ⇢⇤ allows us to determine the corresponding optimal service rate µ
⇤
2 using the

right side of (9.8b), which in turn yields the optimal age �queue(µ⇤
2, ⇢

⇤).

In the following , we describe variations on non-preemptive and preemptive queues on each

server and provide analytical expressions for p1(⇢), p2(⇢), and �queue(µ2, ⇢). We assume a generate-

at-will with zero-wait scenario at Server 1 such that it can generate a fresh (age zero) update

whenever it wishes. However, we consider variations on service disciplines at Server 2. There may

be a single queue to save updates from Server 1 when Server 2 is busy. Since, the queuing (if any)

is only at Server 2, we name our sub-models based on the queuing discipline at Server 2.

Since Server 1 employs a generate-at-will with zero-wait strategy and has memoryless service

times, its departure process is a Poisson process with rate µ1. Consequently, the inter-arrival times

of updates at Server 2 follow an exponential distribution with parameter µ1. The service time at

Server 2 is also exponential, with rate µ2.

We adopt Kendall’s notation to denote the queuing discipline at Server 2, following the con-
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vention used in the AoI literature [134, 4]. For example, an M/M/1/1 submodel implies a queueing

system that blocks and clears a new arrival while Server 2 is busy. We use the notation M/M/1* to

indicate preemption in service at Server 2, and M/M/1/2* to denote a system with a waiting room

having an update capacity of 1, with preemption in waiting. We now describe the analysis of these

models in detail.

9.3.1 M/M/1*

In this model, Server 1 generates a fresh update immediately upon completing the processing of the

previous update. The update is then passed to Server 2 at a rate µ1. Server 2 employs preemption

in service, allowing a new arrival from Server 1 to preempt an update currently being serviced at

Server 2. Consequently, an update departing from Server 1 immediately enters service at Server 2,

and any preempted update at Server 2 is discarded. Since there is no queuing at Server 2, it is either

idle or actively serving an update. Since, we’ve assumed memoryless service times, the fraction of

time Server 2 is busy is

p2(⇢) =
µ1

µ1 + µ2
=

⇢

1 + ⇢
. (9.9)

Notably, Server 1 remains perpetually busy, i.e.

p1(⇢) = 1. (9.10)

This setup is analogous to the line network studied in [27, 32], where it was demonstrated that the

age at the monitor for a two-server line network, applicable to our model as well, is given by:

�M/M/1*(µ1, µ2) =
1

µ1
+

1

µ2
, (9.11)

Alternatively, we can express the age in terms of µ2 and ⇢ as

�M/M/1*(µ2, ⇢) =
1

µ2

✓
1 +

1

⇢

◆
. (9.12)
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µ1

µ2 µ1
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Figure 9.3.1: The SHS transition maps and Markov Chain corresponding to M/M/1/2⇤ model.

9.3.2 M/M/1/2*

Server 1 generates a fresh update as soon as it finishes processing the previous update. This means

that Server 1 is always busy, thus p1(⇢) = 1. The step 1 update is then sent to the waiting room of

Server 2, which has a capacity of 1. In this waiting room, a new arrival from Server 1 preempts any

existing update. Server 2 sits idle if its waiting room is empty. The age of processed update can

be analysed using the SHS Markov chain and table of state transitions depicted in Fig. 9.3.1. The

continuous state age vector is x = [x0, x1, x2, x3], where x0 is the age of the processed update at

the monitor, x1 and x2 are the ages of the update at Server 1 and Server 2 respectively, and x3 is

the age of the update at Server 2’s waiting room. The discrete state is Q = {0, 1, 2}, where state 0

corresponds to Server 2 being idle, and states 1 and 2 correspond to Server 2 being busy with no

update in the queue and one update waiting in the queue, respectively.

We now describe SHS transitions enumerated in the table in Fig. 9.3.1.

• l = 1: Server 1 finishes step 1, sends the update to idle Server 2. Server 2 receives an update

of age x1, thus x0
2 = x1. A fresh update is generated at Server 1, thus x0

1 = 0. Age at the

monitor remains unchanged, hence x
0
0 = x0.

• l = 2: Server 2 finishes step 2, and delivers the update to monitor, making x
0
0 = x2. The

waiting room is empty, and Server 2 waits for an update from Server 1, resulting in no change

in x2.

• l = 3, 4: Update from Server 1 arrives in the waiting room and preempts the update (if any),

resetting the age in the waiting room to x
0
3 = x1. Server 1 generates a fresh update, hence
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x
0
1 = 0.

• l = 5: Server 2 finishes step 2 and delivers update to the monitor, resulting in x
0
0 = x2. Since

there is an update waiting in Server 2’s buffer with age x3, Server 2 starts processing this

update, thus age at Server 2 is reset to the age of update in the waiting room i.e., x0
2 = x3.

The Markov chain in Fig. 9.3.1 has stationary probabilities ⇡ with normalization constant C⇡ given

by

⇡ = [⇡0 ⇡1 ⇡2] = C
�1
⇡

[1 ⇢ ⇢
2], (9.13a)

C⇡ = 1 + ⇢+ ⇢
2
. (9.13b)

The probability that Server 2 is busy is thus,

p2(⇢) = ⇡1 + ⇡2 =
⇢(1 + ⇢)

1 + ⇢+ ⇢2
. (9.14)

We now use Theorem 1 to solve for

v̄ = [v̄0 v̄1 v̄2], (9.15)

where vq = [vq0 vq1 vq2 vq3], 8q 2 Q. This yields

µ1v̄0 = 1⇡̄0 + µ2v̄1A2, (9.16a)

(µ1 + µ2)v̄1 = 1⇡̄1 + µ1v̄0A1 + µ2v̄2A5, (9.16b)

(µ1 + µ2)v̄2 = 1⇡̄2 + µ1v̄2A4 + µ1v̄1A3. (9.16c)

The age at the monitor, �M/M/1/2*, is then calculated as �M/M/1/2* = v0,0 + v1,0 + v2,0. Some algebra
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µ1
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µ1

Figure 9.3.2: The SHS transition maps and Markov Chain corresponding to M/M/1/1 model.

yields:

�M/M/1/2*(µ1, µ2) =
2

µ1
+

2µ2
1

µ2(µ2
1 + µ1µ2 + µ

2
2)

+
(µ2 + 2µ1)(µ2

1 + 3µ1µ2 + µ
2
2)

(µ1 + µ2)4
. (9.17)

Furthermore, by substituting µ1 = ⇢µ2 in (9.17), we obtain

�M/M/1/2*(µ2, ⇢) =
1

µ2

⇣2
⇢
+

2⇢2

1 + ⇢+ ⇢2
+

(1 + 2⇢)(1 + 3⇢+ ⇢
2)

(1 + ⇢)4

⌘
. (9.18)

We now make an observation on the age expression in (9.17) and age expression derived in

[147, Theorem 1, Equation (9)]. The authors in [147] studied age performance in edge computing

scenario, where a source generates a packet at will with zero wait. The source packet is sent to the

edge server for computation. The transmission time is assumed exponential with rate �. The edge

server is modelled as a service facility with one packet waiting capacity with preemption in waiting.

Computing time at edge server is assumed exponential(µ). Thus we notice that the end-to-end

model in [147] is same as the M/M/1/2* model, with � equivalent to µ1 and µ equivalent to µ2.

Then the age expression in (9.17) can be shown to be identical to the independently derived result

in [147], where the authors instead employed the sawtooth waveform analysis.

9.3.3 M/M/1/1

In this model as well, Server 1 generates a fresh source update as soon as it finishes processing the

previous one. Server 1 then sends updates to Server 2 at rate µ1. The service facility at Server 2

operates under a non-preemptive First-Come-First-Serve discipline with no waiting queue. If

Server 2 is busy when a new update arrives, the new update is discarded. Consequently, Server 2
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only accepts updates when it is idle. The probability that Server 2 is occupied is

p2(⇢) =
µ1

µ1 + µ2
=

⇢

1 + ⇢
. (9.19)

Since Server 1 is always busy,

p1(⇢) = 1. (9.20)

The age at the monitor for M/M/1/1 model �M/M/1/1 can be described by the SHS Markov chain and

table of state transitions shown in Fig. 9.3.2. The continuous age state vector is x = [x0, x1, x2],

where x0 is the age of the processed update at the monitor, x1 and x2 are ages of the update at

Server 1 and Server 2 respectively. For this model, discrete states are Q = {0, 1}, where 0 and 1

correspond to Server 2 being idle and busy respectively. The SHS transitions are self-explanatory.

Employing Theorem 1, we calculate age at the monitor as �M/M/1/1 = v0,0 + v1,0. Some algebraic

manipulation gives:

�M/M/1/1(µ1, µ2) =
2

µ1
+

2

µ2
, (9.21)

or equivalently,

�M/M/1/1(µ2, ⇢) =
2

µ2

⇣
1 +

1

⇢

⌘
. (9.22)

9.3.4 Synchronous Sequential Service (SSS)

In this model, servers work synchronously, meaning Server 1 generates a fresh update after Server 2

finishes step 2 on previous update. Consequently, processing on source update starts when both

servers are idle. Here, only one server is busy at any given time. The age analysis for this model

can be approached using either the sawtooth waveform method or the SHS method. For consistency

with previous analyses, we apply the SHS method to evaluate the AoI at the monitor.

Fig. 9.3.3 illustrates SHS Markov Chain and table of state transitions for synchronous servers

model. The continuous age state vector is x = [x0, x1, x2], where x0 is the age of the processed

update at the monitor, and x1 and x2 are the ages of the update at Server 1 and Server 2 respectively.
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Figure 9.3.3: The SHS transition maps and Markov chain corresponding to Synchronous Sequential
Servers (SSS) model.

For this model, discrete states are Q = {1, 2}, where 1 and 2 correspond to Server 1 and Server 2

being busy respectively. We skip explaining the SHS transitions due to space constraints, however we

do note that unlike in M/M/1/2* and M/M/1/1 models, x0
1 = 0 occurs at the transition corresponding

to µ2. The Markov Chain in Fig. 9.3.3 has stationary probabilities

⇡1 =
µ2

µ1 + µ2
, and ⇡2 =

µ1

µ1 + µ2
. (9.23)

The probabilities that servers 1 and 2 are busy are then

p1(⇢) =
1

1 + ⇢
, and p2(⇢) =

⇢

1 + ⇢
. (9.24)

The age at the monitor, �sync(µ1, µ2), is calculated as v10 + v20, resulting in

�SSS(µ1, µ2) =
1

µ1
+

1

µ2
+

1

µ1 + µ2

✓
1 +

µ1

µ2
+

µ2

µ1

◆
. (9.25)

Alternatively, the age (9.25) can be expressed in terms of µ2 and ⇢ as:

�SSS(µ2, ⇢) =
1

µ2

⇣
2 +

1

⇢
+

1

⇢(1 + ⇢)

⌘
. (9.26)

9.4 Problem Formulation: Parallel Servers

The power consumption in a system with two parallel servers is more complex than in a system

with servers arranged in series. The parallel system’s states can involve both servers in either step 1

or step 2, or the servers can be executing different steps. If we denote the state space of the parallel
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system by Q, then Q = U [ V , where U is the set of states where at least one server is in stage 1,

and V is the set of states where at least one server is in stage 2.

Our aim here is to express the average power consumption for each stage by summing the power

consumption across the relevant states in the Markov chain, weighted by the stationary probabilities

of those states. Let ⇡q, q 2 Q represent the stationary probability of the Markov Chain with discrete

state space Q. Let ru(µ1,↵) be the power consumption associated with stage 1 execution in state

u 2 U . The average power consumption during stage 1 execution across all relevant states is then
P

u2U ⇡̄uru(µ1,↵). Similarly, let rv(µ1,↵) denote the power consumption in stage 2 for any state

v 2 V . The average power consumption during stage 2 execution is then
P

v2V ⇡̄vrv(µ2,↵).

Thus, the total power consumption in parallel servers should satisfy the following constraint:

X

u2U

⇡̄uru(µ1,↵) +
X

v2V

⇡̄vrv(µ2,↵)  P. (9.27)

Our objective is to minimize age �parallel(µ1, µ2) at the monitor by optimizing the service rates µ1

and µ2, subject to the power constraint (9.27). The optimization problem is thus formulated as:

minimize �parallel(µ1, µ2) (9.28a)

subject to
X

u2U

⇡̄uru(µ1,↵) +
X

v2V

⇡̄vrv(µ2,↵)  P. (9.28b)

µ1, µ2 � 0. (9.28c)

In the following discussion, we derive explicit analytical expressions for �parallel(µ1, µ2), identify

the system state set Q, the stationary probabilities ⇡q, and the state subsets U and V . Additionally,

we will specify the corresponding power consumption functions ru(µ1,↵) and rv(µ2,↵). To solve

the optimization problem in (9.28), we employ an approach similar to that used in Section 9.3.

Specifically, we define the ratio ⇢ = µ1/µ2 and derive an upper bound for the service rate µ2.

It is important to note that in parallel server systems, the quantity ⇢ = µ1/µ2 does not always

accurately represent the total offered load from step 1 to step 2. This is because one server may
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transition from stage 1 to stage 2 while the other remains in stage 1. Moreover, as we will see in

certain parallel server policies discussed later, even within a single server, the concept of offered

load from steps 1 to step 2 can break down, diverging from its conventional interpretation in general

queueing theory. Therefore, we refrain from referring to ⇢ as the offered load in parallel setup.

Instead, we treat ⇢ purely as the ratio between the service rates of step 1 and step 2.

9.4.1 Parallel SSS (P-SSS)

In this mode, two identical servers process updates independently, in parallel. Each server works

on a separate update and executes both computation steps. After processing an update, a server

immediately starts processing a fresh update. The total service time for an update is a random

variable

T = T1 + T2 = C1/f1 + C2/f2. (9.29)

With Ti ⇠ exp(µi), the service time T is a two-parameter hypoexponential distribution with

parameters µ1 and µ2.

The age analysis for parallel server setup is non-trivial even with two parallel servers. The issue

is that unlike series server setup, not every update delivery by servers will reset the monitor age i.e.

not every update delivery is “useful”. The issue arises due to the variability in processing times. A

server might take longer to process an update, resulting in the second server, which is working on a

fresher update, completing its task sooner and resetting the monitor’s age. When the older update

from the first server eventually arrives, it does not reset the monitor’s age.

When Server i, i 2 {1, 2}, sends an update with age xi to the monitor, the monitor accepts a

processed update only if it is fresher than its current update. Consequently, the resulting age at the

monitor, denoted by x0, is updated as follows:

x
0
0 = min(x0, xi). (9.30)

Therefore, in the SHS analysis, it is essential to track variables such as min(x0, x1), min(x0, x2),
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Figure 9.4.1: The SHS transition maps and Markov Chain corresponding to Parallel Sequential
Synchronous Service (P-SSS) model.

and min(x0, x1, x2) to accurately account for the delivery of fresh updates and the discarding of

outdated ones. This approach to tracking age variables is inspired by the methodology proposed in

[148]. We now proceed to describe the SHS analysis for the Parallel SSS model in detail.

The age of processed update for Parallel SSS model can be analyzed using the SHS

Markov chain and table of state transitions shown in Fig. 9.4.1. The discrete state set is

Q = {(1, 1), (2, 1), (1, 2), (2, 2)}, where each tuple (i, j) 2 Q represents the stage of Server 1 and

Server 2, respectively. The continuous state age vector is x = [x0, x1, x2, x3, x4, x5], where x0

is the age at monitor, x1 and x2 are the ages of the update at Server 1 and Server 2 respectively,

x3 = min(x0, x1), x4 = min(x0, x2), and x5 = min(x0, x1, x2).

The SHS transitions are enumerated in the table in Fig. 9.4.1 and can be understood as follows:

• l = 1, 2, 3, 4: In these transitions, the servers only change stages; one of the servers finishes

stage 1 and begins stage 2. Consequently, there is no reset in the age of updates at servers 1

and 2. Since no update is delivered to the monitor, the age at the monitor remains unchanged.

As a result, the age variables x3, x4, and x5 also remain unchanged.

• l = 5, 6: These transitions occur when Server 1 finishes processing and delivers the up-

date to the monitor. Server 1 generates a fresh update, consequently, x
0
1 = 0. Since

Server 2 continues to work on its update, x0
2 = x2. The age at the monitor is reset ac-

cording to min(x0, x1), which is tracked by age variable x3. Hence, x
0
0 = x3. Since
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x
0
1 = 0, thus x

0
3 = 0. The transition for age variable x4 is more complex. We have

x
0
4 = min(x0

0, x
0
2) = min(x3, x2) = min(min(x0, x1), x2) = min(x0, x1, x2) = x5. Further,

x
0
5 = min(x0

0, x
0
1, x

0
2) = min(x3, 0, x2) = 0.

• l = 7, 8: These transitions occur when Server 2 finishes processing and delivers the update to

the monitor. Now Server 2 generates a new update, thus x0
2 = 0. Since Server 1 continues

to work on its update, x0
1 = x1. The age at the monitor is reset according to min(x0, x2),

which is tracked by age variable x4. Hence, x0
0 = x4. Since x

0
2 = 0, x0

4 = 0. Next, we

have x
0
3 = min(x0

0, x
0
1) = min(x4, x1) = min(min(x0, x2), x1) = min(x0, x1, x2) = x5.

Additionally, x0
5 = min(x0

0, x
0
1, x

0
2) = min(x4, x1, 0) = 0.

The Markov chain in Fig. 9.4.1 has stationary probabilities ⇡

⇡ = [⇡(1,1), ⇡(1,2), ⇡(2,1), ⇡(2,2)] =
1

(1 + ⇢)2
[1, ⇢, ⇢, ⇢2]. (9.31)

The age balance equations are

2µ1v̄1,1 = 1⇡̄1,1 + µ2v̄2,1A5 + µ2v̄1,2A7, (9.32a)

(µ1 + µ2)v̄2,1 = 1⇡̄2,1 + µ1v̄1,1A1 + µ2v̄2,2A8, (9.32b)

(µ1 + µ2)v̄1,2 = 1⇡̄1,2 + µ1v̄1,1A2 + µ2v̄2,2A6, (9.32c)

2µ2v̄2,2 = 1⇡̄2,2 + µ1v̄1,2A4 + µ1v̄1,2A3. (9.32d)

Solving these equations, the age at the monitor can be calculated as E[x3] = v(1,1),0 + v(2,1),0 +

v(1,2),0 + v(2,2),0.

�P-SSS(µ1, µ2) =
1

µ1
+

1

µ2
+

1

4(µ1 + µ2)

✓
1 +

µ1

µ2
+

µ2

µ1

◆
+

1

4

✓
µ1µ2(µ1 + 2µ2)(µ2 + 2µ1)

(µ1 + µ2)5

◆
.

(9.33)
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Setting ⇢ = µ1/µ2, we get

�P-SSS(µ2, ⇢) =
1

µ2

✓
1 +

1

⇢
+

1

4(1 + ⇢)

⇣
1 + ⇢+

1

⇢

⌘◆
+

1

4µ2

✓
⇢(1 + 2⇢)(2 + ⇢)

(1 + ⇢)5

◆
. (9.34)

The age expression in (9.33) exhibits symmetry in µ1 and µ2 because each server operates indepen-

dently with its service time being a convolution of two exponential random variables with rates µ1

and µ2. Swapping these rates leaves the distribution of a server’s service time unchanged, reflecting

the symmetry in the age expression.

Further, observe that as µ1 ! 1, �P-SSS ! 1.25/µ2. This result aligns with the following

intuition: When µ1 ! 1 and µ2 is finite , step 1 is almost instantly completed, and each server

delivers an update with an average age 1/µ2. If there were only one server, this would correspond

to an average age of 2/µ2 at the monitor, since each update is delivered on average after a duration

of 1/µ2. However, if a single server were running step 2 at twice the speed (2µ2), the age at the

monitor would be 1/µ2 as µ1 ! 1. However, we are not simply running one server at double

speed; rather, we are running a system with two parallel servers. Each server processes an update

that is slightly older, resulting in an average age of 1.25/µ2 rather than 1/µ2.

For P-SSS model, the sets U and V are defined as U = {(1, 1), (1, 2), (2, 1)} and V =

{(1, 2), (2, 1), (2, 2)}, respectively. The total power consumption for step 1 is then

X

u2U

⇡uru(µ1,↵) = E[C]↵(⇡(1,1)(2µ
↵

1 ) + ⇡(1,2)µ
↵

1 + ⇡(2,1)µ
↵

1 ). (9.35)

Since ⇡(1,2) = ⇡(2,1), it follows from (9.35) that

X

u2U

⇡uru(µ1,↵) = E[C]↵(⇡(1,1) + ⇡(1,2))(2µ
↵

1 ). (9.36)

Similarly, the total power consumption for step 2 is

X

v2V

⇡vrv(µ2,↵) = E[C]↵(⇡(1,2)µ
↵

2 + ⇡(2,1)µ
↵

2 + ⇡(2,2)(2µ
↵

2 )),
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= E[C]↵(⇡(1,2) + ⇡(2,2))(2µ
↵

2 ). (9.37)

Thus, it follows from (9.27), (9.36) and (9.37) that the total power consumption for an update

processing in the P-SSS model is constrained as

E[C]↵
⇣
(⇡(1,1) + ⇡(1,2))(2µ

↵

1 ) + (⇡(1,2) + ⇡(2,2))(2µ
↵

2 )
⌘
 P. (9.38)

Using (9.31) and the fact that ⇢ = µ1/µ2, some algebraic manipulations on (9.38) yields

µ
↵

2

⇣
⇢
↵

1 + ⇢
+

⇢

1 + ⇢

⌘
 P

2E[C]↵
. (9.39)

Based on (9.39), the upper bound on the service rate of step 2 in P-SSS model is

µ2 
1

E[C]

✓
P

2

1 + ⇢

⇢(⇢↵�1 + 1)

◆1/↵

. (9.40)

We then minimize �P-SSS(µ2, ⇢) in (9.34) subject to the constraint on µ2 given in (9.40).

9.4.2 Parallel Coordinated Alternating Freshness (P-CAF)

In this policy, only one server is allowed to work on stage 2 of update processing at a time. When

both servers i and j are in stage 1, they process the same fresh update concurrently. If Server i

transitions to stage 2, then Server j restarts stage 1 with a fresh update. If Server j reaches stage 2

with its fresher update before Server i completes its processing, then Server i will abort its current

task and restart in stage 1 with a fresh update. This mechanism ensures that the update in stage 1 is

always the freshest.

We analyze the age performance of P-CAF policy using SHS. The Markov state space is defined

as Q = {1, 2}, where state 1 corresponds to both servers being in stage 1, while state 2 indicates

that one server is in stage 2 and the other in stage 1. The continuous age vector is x = [x0, x1, x2],

where x0 corresponds to age at the monitor, and x1 denotes the age of update currently in stage 1,
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Figure 9.4.2: The SHS transition maps and Markov Chain corresponding to Parallel Coordinated
Alternating Freshness (P-CAF) model.

and x2 denotes the age of update being processed in stage 2.

Note that, in contrast to the P-SSS parallel server model where both servers work independently

and may deliver stale updates, the P-CAF policy allows coordination among the servers to ensure that

only the freshest update that has completed two steps of processing is delivered. This coordination

eliminates the possibility of useless deliveries, making every delivery useful and minimizing age.

Mathematically, the analysis is simplified since we don’t need to track age variables such as

min(xi, x3), as the policy inherently guarantees that the update delivered from stage 2 is always the

freshest one. By design, the update in stage 2 is always the latest to reach this stage, and any fresher

update will be in stage 1, awaiting its turn to enter stage 2.

The SHS Markov chain and table of state transitions are shown in Fig. 9.4.2.

• l = 1: Transition from state 1 to state 2 at rate 2µ1. In state 1, both servers are in stage 1.

The time until one server finishes stage 1 is the minimum of two independent exponential

distributions with rate µ1, resulting in a departure rate of 2µ1 from state 1. Upon transition,

one server moves to stage 2, so x
0
2 = x1, while the other server restarts in stage 1 with a fresh

update, thus x0
1 = 0. The age at the monitor, x0, remains unchanged since no update has been

delivered, so x
0
0 = x0.

• l = 2: Server in stage 1 finishes service to reach stage 2, and the server in stage 2 (with an

older update) restarts in stage 1 with a fresh update. The age of the update in stage 1 is reset

to 0, so x
0
1 = 0. The age of the update now being processed in stage 2 is updated to the age of

the previous update in stage 1, so x
0
2 = x1. The age at the monitor, x0, remains unchanged, so

x
0
0 = x0.
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• l = 3: Server in stage 2 finishes service and delivers the processed update to the monitor. The

age at the monitor is updated to the age of the update that was in stage 2, so x
0
0 = x2. The

server that finished in stage 2 as well as the server that was in stage 1 restart at stage 1, and

both servers now work on the same fresh update in stage 1, thus x0
1 = 0.

The Markov Chain in Fig. 9.4.2 has stationary probabilities

⇡1 =
1

1 + ⇢
, and ⇡2 =

⇢

1 + ⇢
. (9.41)

The age balance equations are

2µ1[v10 v11 v12] = [⇡1 ⇡1 ⇡1] + µ2[v22 0 v22], (9.42a)

(µ1 + µ2)[v20 v21 v22] = [⇡2 ⇡2 ⇡2] + µ1[v20 0 v21] + 2µ1[v10 0 v11]. (9.42b)

Solving the set of equations in (9.42), we can obtain vqj . The age at the monitor is �P-CAF = v10+v20,

which gives us:

�P-CAF =
1

µ2

⇣ 3

2(1 + ⇢)
+

2⇢

1 + 2⇢
+

1 + ⇢+ ⇢
2

⇢(1 + ⇢)2

⌘
. (9.43)

For P-CAF policy, U = {1, 2}. Since there is only one state corresponding to at least one server in

stage 2, the set V is a singleton set i.e., V = {2}. The power consumption in executing step 1 is then

X

u2U

⇡uru(µ1,↵) = E[C]↵(⇡1(2µ
↵

1 ) + ⇡2µ
↵

1 ). (9.44)

Similarly, the power consumed in executing step 2 is

X

v2V

⇡vrv(µ2,↵) = ⇡2µ
↵

2 E[C]↵. (9.45)

It follows from (9.27), (9.44) and (9.45) that the total power consumption for an update processing
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Figure 9.4.3: The SHS transition maps and Markov Chain corresponding to Parallel Shared Inter-
mediate Update (P-SIU) model.

in is constrained as

⇡1(2µ
↵

1 ) + ⇡2(µ
↵

1 + µ
↵

2 ) 
P

E[C]↵
. (9.46)

Simplifying (9.46) yields

µ
↵

1 + ⇡1µ
↵

1 + ⇡2µ
↵

2  P

E[C]↵
. (9.47)

With ⇢ = µ1/µ2 and using (9.41), the upper bound on µ2 can be obtained from (9.47),

µ2 
1

E[C]

✓
P (1 + ⇢)

⇢+ ⇢↵(2 + ⇢)

◆1/↵

. (9.48)

We minimize (9.43) subject to the constraint on µ2 in (9.48).

9.4.3 Parallel Shared Intermediate Updates (P-SIU)

This policy leverages server-to-server communication to share intermediate processing results,

enabling parallel processing of updates. Under the P-SIU policy, both servers begin by working

on stage 1 of the same update. When one server completes stage 1 and transitions to stage 2, it

shares the intermediate result of stage 1 with the other server. Consequently, both servers then

start working on the intermediate update in stage 2 simultaneously. When either one of the update

completes stage 2 then both servers restart with a fresh update.

The P-SIU policy effectively transforms the parallel server system into a system that behaves

like a single server. In this equivalent single-server system, the service times for stage 1 and stage 2

are exponential with rate 2µ1 and 2µ2. This simplification arises because the policy ensures that

both servers are always working in parallel on the same update, whether in stage 1 or stage 2.

The discrete state space of the system is defined as Q = {1, 2}, where state 1 corresponds to
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both servers in stage 1, and state 2 correspond to both servers in stage 2. The continuous age vector

is x = [x0, x1], where x0 is the age of the update at the monitor, and x1 is the age of the update

being processed by the servers. The SHS Markov Chain and transitions are illustrated in Fig. 9.4.3

and are self-explanatory. Additionally, the Markov Chain in Fig. 9.4.3 has stationary probabilities

⇡1 =
1

1 + ⇢
, and ⇡2 =

⇢

1 + ⇢
. (9.49)

The age at the monitor is �P-SIU = v10 + v20, which is expressed as:

�P-SIU =
1

µ2

⇣
1 +

1

2⇢
(1 +

1

1 + ⇢
)
⌘
. (9.50)

For the P-SIU policy, we have U = {1} and V = {2}, and thus the power consumption for

executing step 1 in P-SIU policy will be

X

u2U

⇡uru(µ1,↵) = ⇡1(2(E[C]µ1)
↵). (9.51)

Similarly, the power consumed in executing step 2 is

X

v2V

⇡vrv(µ2,↵) = ⇡2(2(E[C]µ2)
↵). (9.52)

It follows from (9.27), (9.51) and (9.52) that the total power consumption for an update processing

in P-SIU is constrained as

⇡1(2µ
↵

1 ) + ⇡2(2µ
↵

2 ) 
P

E[C]↵
. (9.53)

With ⇢ = µ1/µ2 and using the stationary probabilities given in (9.49), we derive the following

upper bound on µ2 from (9.53):

µ2 
1

E[C]

✓
P

2

1 + ⇢

⇢(⇢↵�1 + 1)

◆1/↵

. (9.54)



171

Finally, we minimize �P-SIU(µ2, ⇢) as given in (9.50), subject to the constraint in (9.54).

9.5 Numerical Evaluation

In this section, we address the optimization problem presented in (9.8) and (9.28) for the various

queueing models identified in Section 9.3 and Section 9.4. To illustrate the methodology, we begin

with a detailed analysis of the M/M/1* system. This example will demonstrate the process of

solving the optimization problem by substituting the upper bound on µ2 into the objective function

�(µ2, ⇢). While we provide a detailed analysis for the M/M/1* model as an illustrative example,

the optimization process for other models follows a similar approach. To avoid redundancy, we

do not present explicit analyses for each model. Instead, we present the results of the numerical

evaluation for all models, which have been derived using the same methodology.

To solve the M/M/1*, we use (9.9), (9.10) and (9.12). With ↵ = 3, the optimization problem in

(9.8) can then be reformulated as:

minimize
1

µ2

✓
1 +

1

⇢

◆
(9.55a)

subject to µ2 
1

E[C]

 
P

⇢3 + ⇢

1+⇢

!1/3

, (9.55b)

µ2 � 0, and ⇢ � 0. (9.55c)

We aim to solve (9.55) with respect to the variable ⇢. Substituting µ2 from the constraint (9.55b),

into the objective function (9.55a), we get

minimize fM/M/1*(⇢), (9.56)

where

fM/M/1*(⇢) =
E[C]

P 1/3

✓
⇢
3 +

⇢

1 + ⇢

◆1/3✓
1 +

1

⇢

◆
. (9.57)
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Figure 9.5.1: Plot of objective function of constrained optimization as a function of ⇢. Here
P = 8,E[C] = 1, and ↵ = 5.

Taking derivative of f(⇢) in (9.57) with respect to ⇢, and setting f
0(⇢) = 0, we obtain

⇢
3(1 + ⇢) = 2/3. (9.58)

Solving (9.58) gives the optimal ⇢⇤ = 0.7279. Now ⇢
⇤
< 1, implies that Server 2 should operate

faster than Server 1, as a slow Server 2 becomes a bottleneck in update processing.

In general, for a fixed P , E[C] and ↵, let µ⇤
2 = gmodel(⇢), where for each model in servers in

series configuration, µ⇤
2 is given by the equivalent right side of (9.8b) and for parallel models, µ⇤

2 is

given by the right side of (9.40), (9.48), and (9.54). Then the objective function for each model will

be

fmodel(⇢) =
�model(⇢)

gmodel(⇢)
. (9.59)

Figure 9.5.1 illustrates the plot of the objective function f(⇢) in (9.59) as a function of ⇢ for all

models studied in this work. First, we observe that for all models, the optimal ⇢⇤  1. This indicates

that Server 2 should be faster. For instance, a faster Server 2 in M/M/1/2* suggests that the queue

at Server 2 is quickly being served, which is favorable for minimizing the age. The optimal ⇢⇤

for M/M/1/1 is the same as that in M/M/1* because p1(⇢) and p2(⇢) are the same, and the age

�M/M/1/1(µ2, ⇢) in (9.22) is simply double the age �M/M/1*(µ2, ⇢) in (9.12). Further, for the SSS,
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P-SSS and P-SIU models, ⇢⇤ = 1 suggests that step 1 and step 2 processing should be done at the

same rate. This makes sense due to the symmetry: a slower service at step 1 would delay step 2, and

a slower service at step 2 would keep the system waiting to generate a new update. Both scenarios

are sub-optimal for minimizing age.

We observe that, across all considered models, the optimal ⇢⇤ is independent of the power

constraint P . The illustrative example of M/M/1* mathematically justifies this, as minimizing the

objective function (9.57) will be independent of P . A more conceptual reasoning is as as follows.

In this work, we have considered a restrictive class of systems where increasing µ2 and µ1 = ⇢µ2

improves age performance. In the examined systems, when ⇢ is fixed, then increasing the service

rate at Server 2 is always age reducing as is evident from (9.12), (9.18), (9.22) (9.26), (9.34), (9.43)

and (9.50). Therefore, the optimal µ2 should be as large as possible while ensuring that the energy

consumed by servers 1 and 2 satisfies the power constraint .

We note that this independence of ⇢⇤ from P might not hold for all systems. For instance,

consider a system where Server 1 generates at will with zero wait and serves at rate µ1, and updates

are queued at Server 2. The performance of Server 2 is known if the updates arrive fresh [3].

However, in our scenario, updates arrive with some age from Server 1, making the system more

complex. A longer inter-arrival time between updates can slightly empty the queue at Server 2, but

the updates arrive with more age, as the inter-arrival times reflect the age of the updates. Hence, it is

not straightforward to say that increasing µ2 and µ1 = ⇢µ2 will always minimize age, and as such

there could be some optimal service rates ratio ⇢
⇤ which could depend on the power budget P .

Fig. 9.5.2 numerically compares optimal age performance of all the models in terms of power

constraint P . As expected, increasing P leads to a larger optimal µ⇤
2 resulting in a decrease

in age due to the faster service rate. It is apparent from Fig. 9.5.2 that preemption in service

yields better age performance among all servers in series models, which aligns with the existing

view in the AoI literature that preemption of old updates by new ones is always beneficial. An

interesting and somewhat surprising finding is that synchronous service at servers performs better

than asynchronous service, indicating that having a single update in the system being serviced
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Figure 9.5.2: Optimal age �(µ⇤
2, ⇢

⇤) for servers in series and parallel setups under power constraint
P . Here, ↵ = 5 and, E[C] = 1.

is more advantageous than having multiple updates in progress. This observation makes sense

upon further reflection: synchronous servers prevent updates from lingering in the waiting queue at

Server 2 (as in the M/M/1/2* model), or causing Server 2 to be idle more frequently which occurs

when updates are frequently discarded (as in the M/M/1/1 model).

Fig. 9.5.2 demonstrates that the P-SSS model achieves better age performance compared to the

SSS model, highlighting the advantages of parallel processing over sequential processing. P-SSS

can be viewed as a parallelized version of SSS, where independent servers operate in a manner

similar to SSS but with each server consuming half of the total power budget (P/2). Additionally,

the superior performance of P-CAF and P-SIU compared to P-SSS further underscores the benefits

of incorporating additional information about the state of the other server.

9.6 Open Problems: A Discussion

A central theme emerging from this work is the concept of “wasted power” in the context of parallel

server systems. To understand this concept, imagine a scenario where a supervisor assigns the

same unsolved problem to multiple researchers, each working independently to find a solution. If

one researcher has a breakthrough and solves the problem first, the efforts of the others who were

also working diligently but did not finish first, might seem wasted. However, from the outset, it’s
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impossible to predict which researcher will be successful first. Thus, while some of the work may

not directly contribute to the final solution, it is not necessarily wasted since it increases the overall

probability of success.

We define a server’s work as “useless” if the update being processed is older than the age at the

monitor. That is, if a server had full knowledge of the state of the monitor – specifically, whether the

monitor has a fresher update than the server – the server would choose not to continue its current

processing. Among parallel server setups, it appears that there is no wasted power in the P-SIU and

P-CAF policies. Both of these policies involve full sharing of processing stages between servers. At

any given moment, no server is working on update older than what the monitor has, ensuring that

all efforts contribute to reducing the age at the monitor.

In contrast, the P-SSS setup exhibits clear wasted effort. In this setup, the two servers work

independently on processing updates, without knowledge of the other’s progress. If the server

working on the older update had information that the other server has already delivered a fresher

update, it would refrain from continuing its work, recognizing that its efforts are redundant.

However, in the P-SSS setup, this information is not shared, leading to situations where one server’s

work becomes unnecessary and ultimately wasted.

In series server setups, the effort of Server 1 is considered wasted if Server 2 continues working

on an older update despite the availability of a fresh update that has completed step 1. In the M/M/1*

model, wasted effort is effectively avoided, as Server 2 always prioritizes the freshest update from

Server 1. If Server 2 is busy when Server 1 finishes processing a new update, Server 2 preempts its

current task and immediately begins processing the fresher update from Server 1. This mechanism

ensures that Server 2’s efforts are always directed toward the most recent data, preventing any

wasted power.

However, wasted power does occur in the M/M/1/1 and M/M/1/2* models. In M/M/1/1, if

Server 2 is busy when Server 1 completes processing, the update from Server 1 is discarded and also

Server 2 is not necessarily working on the freshest update from Server 1. In M/M/1/2*, Server 1 can

deliver an update that is then queued at Server 2. However, this queued update may be preempted
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and discarded from a new arrival from Server 1. As a result, the effort and energy expended by

Server 1 on the now-discarded update are rendered useless. Similar to the M/M/1/1 model, Server 2

in this setup is not always working on the freshest update from Server 1.

In the Synchronous Sequential Service (SSS) model, there doesn’t appear to be direct wasted

effort as seen in other setups. However, there are still significant opportunities for optimization.

In SSS, if Server 1 takes an unusually long time to complete stage 1, it may be more efficient to

discard the current update and start processing a new one. Sometimes, when the SSS delivers an

update too quickly then the newly generated update is almost identical to the one just delivered.

Thus, the effort spent on processing and delivering the second update may not provide significant

value. Studying threshold based waiting strategies in SSS similar to that in [52] is an area of future

research.

For other models, our analysis assumes a generate-at-will scenario with zero-wait at servers.

In the existing literature on optimal waiting strategies [52, 53], it is typically assumed that there is

just a single update in the service facility. Upon delivery of this update, the decision to wait is then

considered. However, our system is more complex, as we allow multiple updates to be in process

simultaneously, either in parallel or in sequential servers. Consequently, the optimality (or even

desirability) of the known non-zero wait strategies, such as setting a threshold based on prior service

time, is unresolved. While we acknowledge that waiting strategies could be studied and potentially

employed, this investigation is beyond the scope of our current work, and is a topic of for future

research.

In our current analysis, the optimization of service rates in parallel models is performed under

the constraint that both servers operate at the same service rates, denoted as µ1 and µ2. However,

this approach could be further refined by considering a more granular optimization involving four

variables: µ11, µ12, µ21, µ22, where µij represents Server i working on stage j.

Moreover, an even more sophisticated approach would involve studying an online policy where

service rates are dynamically adjusted based on the current state of the system. For instance, in

the system, when one server transitions to stage 2, should the other server now working in stage 1
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with a fresher update work faster than before? Such an adaptive strategy could be studied using a

Markov Decision Process (MDP) framework, where the optimal service rate is chosen based on the

system’s state at any given time.

Another promising avenue for future research lies in designing optimal policies for updates

that require more than two processing steps. Moreover, the current work has a natural extension

where where each processing step has a general service time distribution, rather than the exponential

service times assumed here. The current SHS methodology has a limitation of being applicable to

systems with memoryless regimes. Developing a novel SHS analysis for a general service time will

not only be useful to this work, but in general to the AoI community.

9.7 Conclusion

This work explored the timely processing of updates that require a sequence of computational

steps. We specifically examined the parallel and series configurations of servers deployed for

update processing, with a focus on understanding the age-power trade-off in the special case of

two-step update processing. To achieve this, we formulated and solved optimization problems that

determine the optimal service rates for each step, constrained by a total power budget, to minimize

the average age. Our optimization problem formulations were applied to various servers in series

(tandem queue) models, as well as to different policies in parallel servers. Our analysis revealed

that synchronous sequential execution generally outperforms asynchronous sequential execution.

Additionally, we observed that parallel servers tend to outperform pipelines of servers (servers in

series) in terms of AoI.
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CHAPTER 10

CONCLUSIONS AND FUTURE WORK

In this thesis, we studied the challenges of ensuring timely writing, reading, and processing of

updates in producer-consumer systems using shared memory as a means of information dissem-

ination. Throughout the thesis, we focused on a consistent model: source updates are written

into the memory (the source-writer pair acts as producers), clients require access to these updates

for computation, and the reader fulfills clients’ requests by retrieving updates from memory (the

reader-client pair acts as consumers). After processing/computing on the source update, the client

outputs a processed update.

While shared memory offers an efficient mechanism for data sharing, it also introduces signifi-

cant bottlenecks, including the potential for readers to access stale updates due to discrepancies in

the timing between when updates are written and when they are read, as well as delays introduced

by synchronization primitives. These bottlenecks impact the timeliness of all three operations

involved in the producer-consumer paradigm: storing, retrieving, and processing. In this thesis, we

proposed optimization strategies for writer, reader and client operations with the aim of making

them suitable for timely status updating systems. In the subsequent sections, we elucidate the

identified bottlenecks, corresponding research problems, proposed solutions, and future work.

10.1 On Efficient and Timely Memory Access

In Chapter 3, our the focus was on optimizing read operations. One significant bottleneck lies in the

cost associated with sampling/reading memory , where the reader’s aim to reduce update age may

be outweighed by the sampling cost. We addressed the research problem of determining the optimal

instances for memory sampling, considering the trade-off between age reduction and sampling

cost. In Chapter 3, we assumed that the Reader could always ascertain the memory state through

inexpensive timestamp retrievals. This effectively meant that the Reader was immediately aware of
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any new writes to the memory, simplifying the representation of the system state to a tuple (x, y),

where x denoted the age of the object in memory, and y denoted the age of the update at the client’s

input. Under this assumption, we established that the decision to sample only occurred during the

time slots when the memory was updated, or equivalently, when the age of the update was zero.

This known memory state assumption reduced the decision-making process to considering only

the state (0, y). Consequently, the optimal sampling policy exhibited an elegant threshold structure

characterized by an optimal threshold Y
⇤
0 , where the Reader would sample in state (0, y) if y � Y

⇤
0 ,

otherwise, it would remain idle in all other states.

Future Work: Timely Reading with Multiple Sources

Consider a system where multiple source updates are published by multiple writers and each source

update is mapped to a particular reader. The question is which Reader gets to read in a slot such

that the average age at all Readers is minimized.

An RMAB problem involves N independent bandit arms, where each arm represents an option

or action that can be taken. When an arm is pulled, its state changes according to Markovian

transition distributions, and when not pulled, the state evolves according to a different transition

rule. The evolution of each arm’s state is thus “restless”, meaning it continues to evolve even when

the arm is not selected. With respect to the problem of scheduling among Readers, the age at

each Reader evolves similarly to a restless bandit, whether or not the Reader samples the memory.

Consequently, such a problem can be studied with a Restless Multi-Armed Bandit (RMAB) problem

framework. The goal of the RMAB framework will be to find a scheduling policy that selects one

out of N Readers in each time slot such that the total time average cost of the system is minimized.

Whittle’s Index is a heuristic policy used to solve a restless multi-armed bandit problem. In our

physical system, where multiple source updates are published and an oracle must decide which

reader to schedule for reading its corresponding source update, the charge acts as the Lagrangian.

If we have only one source-reader pair, setting the charge to zero ensures that the reader always

reads immediately upon receiving a new update. However, when multiple readers are involved
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and multiple source updates arrive simultaneously, memory access collisions occur, necessitating a

decision on which reader should read. In such cases, there might be an optimal policy to decide

which Reader gets to read and potentially a Whittle’s Index policy, if the systems satisfies a special

property called indexability.

10.2 On Timely Processing of Source Updates

In Chapter 5, our focus was directed towards optimizing client operations, particularly concerning

the timely processing of updates from multiple sources. We established a model where a writer

publishes updates from two independent sources into shared memory, and decision updates are

subsequently derived by a Decision Process (DP) through memory reading. Despite the DP operating

independently of how the source updates are recorded in memory, our analysis showed that a lazy

sampling policy employed by DP Reader can notably improve the timeliness of decision updates as

it offsets the negative impact of high variance computation times.

Future Work: Age-Dependent Computation

An inherent limitation of our current system model arises when stale or redundant updates are read

from memory. Despite this, the DP continues with computation on the stale update, even when

the resulting decision update does not significantly reduce the age at the monitor. It would be

more efficient for the DP to discard stale updates and wait an optimized time before reading the

memory. Consequently, we propose the exploration of an age-dependent computation model in

future work. This involves analyzing the age-dependent computation model, attempting to design

an optimal computation policy, and subsequently comparing this new model with the existing

lazy computation policy. Such investigations will facilitate the development of more effective and

efficient computation policies in producer-consumer systems.
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10.3 On the Impact of Synchronization Primitives

Chapters 6, 7, and 8 explored the impact of synchronization primitives on timely updating. We

modeled and developed a packet forwarding experiment in which location updates from a mobile

terminal are written to a forwarding table and application updates need to read the forwarding table

in order to ensure their correct addressing for delivery to a mobile terminal. In this system, we saw

the tension between writer and reader, both in the analytic models and in the experimental platform.

While timeliness of the location updates in the table is desirable, excessive updating can be at the

expense of timely reading of the table.

In the case of RCU, we also studied the memory footprint associated with lockless operation.

For RCU, our conclusions regarding age were consistent with the general conclusion of prior work

[100, 135, 149] that RCU tends to improve latency (because of non-blocking readers and no mutual

exclusion among readers and writers), but this improvement is at the expense of using more memory.

From a timeliness perspective, frequent updating keeps information fresher, however, this increases

the memory overhead associated with more updates in grace periods.

Future Work: Loosely-Coupled Source and Writer

In this work, we considered only a tightly-coupled source and writer in which fresh (zero age)

updates are delivered to the writer. However, there are many physical situations in which a loosely

coupled source and writer would be appropriate. For example, when the source is a camera sensor

and the update is an image, both image processing at the sensor and transmission of the image to

the writer would contribute to the update preparation time. It is obvious that this additional latency

would contribute directly to the age of updates written to memory. What is perhaps less obvious

is that this should prompt the writer to be parsimonious in writing. In the AoI literature, there is

evidence [128, 52] that delaying new updates when the current update is relatively fresh can be

age-optimal. The insight is that one should not commit system resources to producing a new update

when it offers only a small age reduction relative to the current update. While the setting here is
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different, it seems likely that similar ideas would also be age-reducing in writing to shared memory.

As such, the future work will constitute characterizing the impact of RCU and RWL on average age

of source updates in memory in a loosely-coupled source-writer setting.

Future Work: Age-Latency Trade-off

We have also assumed in this work that a reader does not maintain a local cache copy of its

most recent read. With a local cache, the reader can fulfill a read request by either returning the

cached update or by requesting a new read lock to return a potentially fresher read from shared

memory. While this optimization may improve timeliness of the delivered read, it also highlights a

fundamental difference between age and latency. In responding to a client with a local copy, latency,

as measured by the turnaround time, is reduced since the reader has unrestricted access to its local

cache. On the other hand, a response that reads the shared memory is likely to be fresher. However,

by virtue of mutual-exclusion in RWL, the reader might have to wait to access the shared memory,

thus increasing the turnaround time to the client.

In fact, the reader can optimize its decision making, possibly with age-dependent policies, and

this will induce an age-latency tradeoff that needs to be explored. This setup is reminiscent of the

cache updating system studied in [150], where a user retrieves a file either from a local cache or

directly from a remote source. The authors explored the trade-off between obtaining a file from a

limited capacity cache, which might contain an older version, and directly retrieving a fresh copy

from the remote source, at the cost of additional transmission time. They determined whether a file

should be stored in the cache and established the corresponding update rate to minimize the overall

age at the user.

The two systems, however, differ in a key aspect. The work in [150] assumes that the remote

server always has the freshest file available. In contrast, with a shared memory system, it is

possible that the writer is locked out, preventing it from updating the shared memory with a fresher

update. As a result, the main memory could be outdated, adding another layer of complexity to the

age-latency trade-off in such systems.
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We observe that RCU and RWL in general admit a combinatorial explosion of system models in

specifying the behaviour of readers and writers. We have already described how the source-writer

may be loosely or tightly coupled, how the reader may or may not maintain a local cache, and

how both reader and writer may or may not employ update preemption mechanisms. Furthermore,

conclusions of this work are tightly coupled to our update forwarding scenario. There is considerable

work to be done in the exploring timeliness in other applications and systems employing shared

memory.

Future Work: Memory Usage in RCU

With respect to RCU, we found that for a fixed updating (writing) rate, the memory footprint grows

with the rate of read requests. When memory is scarce, this can be problematic. There are many

potential solutions. One way the memory usage can be regulated is by limiting the update rate ↵ of

the writer, albeit at the expense of high AoI. Alternatively, the memory footprint can be reduced by

controlling the read request rate �.

Consider a setting in which an application (such as SLAM) processes an update in a number

of modules that can be executed either concurrently or sequentially. In this setting, sequential

operation can effectively reduce the read request rate � through various methods. For example,

the modules may generate individual read requests, but the sequential execution of the modules

will slow the overall update processing rate. In an alternate approach that utilizes local copies, the

application makes a single read to store the current data item in a local copy. This local copy is then

utilized by the subsequent module executions. Although a caveat can be that for large objects in the

memory, the reads take longer. If a process maintains a local copy, subsequent steps circumvent this

read latency, but the data used will be stale if the main memory has been updated.

Another approach is to consider the constrained RCU mechanism (RCU-C) that restricts the

total number of update versions in the memory to be at most two (old and new). This could work

almost as well as unconstrained RCU, particularly at low updating rates. However, at higher write

rates, the copy constraint acts similarly to a read lock, in that the writer will enter a write-pending
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state waiting for the grace period of the old copy to expire. An analytical model of this effect would

characterize the tradeoff between age and memory consumption in RCU-C updating systems.
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