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ABSTRACT
Heterogeneous 2.5D integration enables seamless integration of
chiplets, hence reducing design time and costs. Concerns arise
when dealing with untrustworthy chiplets, emphasizing the need
for dependable Network-on-Interposer (NoI). This paper introduces
SCRIPT, a secure routing framework to mitigate Distributed Denial-
of-Service (DDoS) attacks in chiplet systems. SCRIPT obscures
predictable paths exploited by attackers, disrupting orchestrated
attacks. SCRIPT considers chiplet trust and criticality and employs a
multi-objective optimization technique to enhanceNoI performance
and reliability. Evaluations show that SCRIPT enhances NoI security
by at least 64% against DDoS attacks.

CCS CONCEPTS
• Hardware→ Network on chip; • Security and privacy→
Hardware attacks and countermeasures.
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1 INTRODUCTION
The chiplet system architecture is becoming a cost-effective solu-
tion for building large-scale systems. Using off-the-shelf chiplets for
modular integration significantly reduces design time and costs, as
these foundational building blocks can be procured from third-party
entities. However, as the employment of 2.5D chiplet systems grows
further, unique and new security challenges arise [3, 13, 15, 18, 19].
For example, when handling chiplets from potentially untrusted
sources, the security of Network-on-Interposer (NoI) communica-
tion is at risk. The vulnerability arises as malicious chiplets may

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
GLSVLSI ’24, June 12–14, 2024, Clearwater, FL, USA
© 2024 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-0605-9/24/06.
https://doi.org/10.1145/3649476.3658763

D
ra

m

Chiplet 0 Chiplet 1

Chiplet 3Chiplet 2

Origin of 
DDoS Packets

Active
Interposer

DDoS Flooding Packets

DRAM

Vertical Link (VL)

Boundary
Routers

2D View

D
ra

m

D
ram

D
ram

Figure 1: High-level overview of a 2.5D network with 4
chiplets, subdivided into 16 IPs. Each chiplet contains four
boundary routers interface with the interposer. Chiplet 1 & 2
are malicious and transmit DDoS flood packets to Chiplet 3.

focus traffic on the NoI or Vertical Links (VL), jeopardizing the inter-
poser’s service availability. This situation leads to Denial-of-Service
(DoS) attacks.

Detecting and preventing DoS attacks originating from single or
multiple sources (IPs) within a chip has been addressed in several
prior works [4, 20], but the challenges differ when various chiplets
coordinate to execute a Distributed Denial-of-Service (DDoS) attack
[5] at the NoI level. Moreover, the traditional methods of avoid-
ing DoS attacks through routing obfuscation at the IP level may
inadvertently degrade chiplet-based network performance.

The intrinsic modularity of chiplet systems renders them more
susceptible to DDoS attacks. Notably, the NoI is shared among
multiple chiplets, a departure from traditional monolithic chips.
The availability of the NoI is pivotal, as the entire system relies
on its functionality for inter-chiplet communication. Furthermore,
VLs represent a costly and inherently critical network path. As a
result, attackers consider them particularly valuable. For instance,
an attack scenario is illustrated in Fig. 1 where multiple (two in
this example) untrusted chiplets maliciously transmit packets to
a destination chiplet, seeking to concentrate the traffic load on a
specific VL in an attempt to induce a DDoS condition.

This paper presents a novel routing-based framework, called
SCRIPT, developed to mitigate DDoS attacks in 2.5D chiplet sys-
tems by intentionally obscuring the predictable paths typically ex-
ploited by attackers. In contrast to conventional routing techniques
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vulnerable to targeted congestion, our proposed solution incorpo-
rates elements of obfuscation and randomization, thereby disrupt-
ing the predictability underlying orchestrated attacks. Within this
new framework, the network dynamically generates randomized
paths, confounding potential adversaries and enhancing the net-
work resilience against coordinated traffic designed to compromise
NoI service availability. Furthermore, our framework considers the
trust levels of chiplets as a measure for quantifying the threat. It
introduces a multi-objective optimization to improve the network’s
reliability against DDoS attacks, while concurrently minimizing
performance degradation. The main contributions of this paper are:
• We propose obfuscated routing on the NoI to ensure system
security, even in the presence of malicious chiplets.
• We mitigate DDoS attacks on VLs originating from one or mul-
tiple malicious chiplets in a distributed manner.
• We present multi-objective optimization for source-destination
average-distance and load distribution on VLs to avoid perfor-
mance penalty due to DDoS attacks while achieving security.

The organization of this paper is structured as follows. We delve
deeper into the background and related work on NoC’s security
in Section 2. Following that, in Section 3, we discuss our threat
model. In Section 4, we present our proposed performance- and
security-aware interposer. Section 4 also involves an exploration
of the design space for performance and security. Our simulation
results are showcased in Section 5, and finally, in Section 6, we draw
conclusions and highlight the significance of our contributions.

2 BACKGROUND AND RELATED WORK
A significant challenge in chiplet systems lies in designing the NoI
to provide reliable and low-latency inter-chiplet communication
[22]. While routing algorithms have been proposed to achieve low
hardware costs [14, 24] and high flexibility in VL selection [23], they
often neglect the security challenges inherent in chiplet systems.
Previous work on security has primarily focused on designing
routing algorithms for conventional Networks-on-Chip (NoCs) [8,
16] but has not specifically addressed the unique requirements
of NoIs in chiplet systems. This lack of specificity renders them
inefficient when applied to NoI.

A major threat to NoCs is DoS attacks where the aim is to block
access to network services by overwhelming the system. These at-
tacks involve malicious IPs flooding the NoC with packets, impact-
ing the availability of on-chip resources [5]. For instance, memory-
intensive applications can lead to heavy traffic on routers connected
to memory controllers, and if a malicious IP targets the same node,
it results in significant degradation of NoC performance. The flood-
ing can cause congestion in routers, leading to severe delays in
responses. Various works, including one with Hardware Trojans
embedded in routers, highlighted the performance degradation
caused by flooding the network with additional packets [7].

Furthermore, DoS attacks can be carried out through packet
corruption [9, 12] and traffic flow manipulation [11]. Regardless of
the attack type, these efforts either explore methods of employing
such attacks, their implications, or ways of detecting attacks. [8]
proposed a zone-based routing algorithm to separate secure regions
from insecure ones, enhancing defense against DoS and timing
attacks. However, the zone-based routing approach, despite its

complexity, constrains resource utilization and the flexibility of the
network particularly when dealing with dynamic workloads.

Related work primarily focuses on DoS attacks. However, in
the case of DDoS attacks originating from multiple chiplets, the
detection mechanisms may prove ineffective without profiling ap-
plication behavior as a priori [5], particularly when dealing with
small packet injection rates that go undetected. For instance, in
a recent study [20], the minimum flit injection rate assumed for
attacks is 0.3. In contrast, we will demonstrate that a DDoS can
occur in a chiplet system with an injection rate 10× smaller than
that.

3 THREAT MODEL AND ASSUMPTIONS
Our threat model assumes the following: similar to Fig. 1, we assume
a system with multiple chiplets connected to routers within an NoI.
Each chiplet is composed of multiple IPs/cores (e.g., sixteen in Fig.
1), each with its own router that is part of an NoC, whereas only a
few (e.g., four in Fig. 1) of these routers serve as boundary routers
which connect to the interposer’s routers (NoI) via VL.

We assume that there can be multiple malicious chiplets (e.g.,
two in Fig. 1). Furthermore, our model assumes the NoI is trusted.
It is also assumed the attacker of a compromised chiplet has full
control over its routers, with the ability to send as many packets
as desired. However, the attacker does not possess full knowledge
of the underlying router architecture on the NoI. Furthermore, we
assume that various chiplets in the system have different criticality
and trust levels. Specifically, we assume some chiplets are critical
hence their availability should be protected. Further, we define trust
level as whether or not a chiplet can be trusted. For example, from
NoI’s perspective, chiplets from vendor A are trusted while chiplets
from vendor B are not (i.e., due to supply chain issues).

In a DoS scenario, a malicious chiplet can inundate a critical
chiplet with a high volume of traffic, jeopardizing its connectivity to
the NoI. For a DDoS attack, multiple malicious chiplets collaborate
to coordinate an attack. In both cases, the goal is to concentrate a
load on a specific part of the NoI or a VL associated with a critical
chiplet. Detecting DDoS attacks poses significant challenges as a
low injection rate from multiple chiplets can collectively generate a
high volume of traffic, complicating the identification of malicious
activity. Additionally, the collaboration of two or more malicious
chiplets can cause congestion by reciprocally forwarding traffic,
leading to congestion on a specific path of the NoI.

4 SCRIPT: PROPOSED PERFORMANCE- AND
SECURITY-AWARE ROUTING FRAMEWORK

4.1 Overview
The SCRIPT framework, shown in Fig. 2, introduces a comprehen-
sive approach to enhance the security and performance of 2.5D
chiplet systems. This framework includes two key components:
(a) Design-time optimization, and (b) Secure and performance-
preserved routing. The design-time optimization is a pivotal aspect
of SCRIPT, where the trust level and criticality of individual chiplets
are taken into account. This optimization process aims to strike a
balance between enhancing security in the runtime routing and en-
suring that it does not introduce substantial performance overhead.
Additionally, performance objectives are taken into account during
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Figure 2: SCRIPT framework: (a) Design-time optimization takes into account the trust level and criticality of chiplets, along
with performance objectives, to propose a list of Vertical Links (VLs) for use in the runtime routing. (b) In routing, a VL is
selected, and the routing mode (obfuscated or regular) is determined to deliver the packet to the specified VL.

this phase. The outcome is the generation of an optimized set of VLs,
which serves as the regular VL selection for the subsequent runtime
routing of the network. The runtime routing process in SCRIPT
involves the dynamic selection of VLs based on the optimized list
generated during design time and a random VL selection for ob-
fuscation. Furthermore, it offers the flexibility to choose between
obfuscated and regular routing. The obfuscated routing mode adds
a layer of security by intentionally introducing complexity into
the routing path, contributing to the framework’s overall resilience
against potential security threats.

4.2 SCRIPT Routing Process
In chiplet systems, the routing algorithm utilizes boundary routers
as intermediate routers to deliver packets from one chiplet to an-
other. A boundary router is specifically defined as a router on a
chiplet that is directly connected to the NoI through a VL. The
routing process for sending a packet from a source chiplet to a des-
tination chiplet involves five distinct steps: (1) the packet is routed
from the source router to a boundary router on the source chiplet;
(2) vertical routing occurs as the packet moves from the boundary
router on the source chiplet to the NoI; (3) the packet is routed
across the NoI to the VL connected to the destination chiplet; (4)
vertical routing occurs from the NoI to the boundary router on the
destination chiplet, and (5) the packet is routed from the boundary
router to its ultimate destination within the destination chiplet.
Our primary focus is on steps 3 and 4, where attacker chiplets can
potentially concentrate traffic on a specific path on the NoI or a VL
to initiate an attack. Note that attack mitigation within a chiplet
(i.e., IP-level DoS attacks) is beyond the scope of this paper, as there
is substantial existing research on this topic.

In step 3, concerning intra-interposer routing, we aim to imple-
ment obfuscated routing for untrusted packets. A comprehensive
explanation of our obfuscated routing approach is provided in Sec-
tion 4.5. For the VL selection employed in step 4 of the routing
process, we enhance network security against DDoS by improving
VL selection, as detailed in Section 4.3. Nevertheless, this security en-
hancement can have a significant impact on network performance.
Therefore, we introduce a multi-objective optimization strategy,

discussed in Section 4.4. Please note that the first VL selection on
the source chiplet (i.e., step 2) is beyond the scope of this paper and
we consider the source VL-selection strategy used in prior work
(e.g., see DeFT [23]) in our experiments (see Section 5).

4.3 Enhancing Security in VLs
To enhance the security of 2.5D chiplet systems, it is crucial to
address the risk of attacks on VLs that connect critical chiplets to
NoI. VLs (i.e., microbumps) are limited resources compared to metal
links on chips, making them susceptible to DDoS attacks due to
their scarcity and relatively smaller bandwidth. The combination
of their limited availability and bandwidth amplifies their vulnera-
bility to congestion, which malicious chiplets can exploit—i.e., to
deliberately congest a specific path or VL, triggering a DDoS attack.
Therefore, one of the key objectives in SCRIPT is to distribute the
load across various VLs of chiplets to prevent congestion.

Note that we assume the NoI is trusted, thus we maintain control
over the routing of the NoI. Hence, the main feature of our routing
algorithm is the strategic NoI routing. The selection of VLs (on the
destination chiplet) as part of the NoI routing process is crucial in
this context. An attacker might attempt to send multiple packets
from different sources to a victim chiplet, inducing congestion on a
specific VL at the victim chiplet’s input. Current routing algorithms
for 2.5D chiplet systems often employ a static VL selection [14,
23, 24], making them susceptible to attacks where the attacker
sends packets to the destinations using the same VL, leading to
congestion. For instance, an attacker could strategically distribute
packets from multiple sources of untrusted chiplets to multiple
destinations near a specific VL, causing congestion on that VL.
To counter this, we randomly select destination VLs for packets
originating from an untrusted source chiplet and destined for a
critical chiplet. However, it is important to note that this random
selection has a notable impact on network performance.

Fig. 3 assesses the average distance overhead introduced by this
approach. Here, we assume a four-chiplet system under uniform
traffic, where each chiplet is a 4 × 4 mesh. As depicted, the av-
erage distance increases with the growing number of untrusted
chiplets. A larger average distance necessitates packets to traverse a
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Figure 3: Normalized average distance overhead with two
different patterns of chiplet-connected VLs (P1 and P2).

greater number of routers, leading to increased latency and energy
consumption in low-traffic scenarios. Also, it raises the risk of con-
gestion. Consequently, we opt for dynamic random destination VL
selection exclusively for packets originating from untrusted chiplet
sources and destined to critical chiplets. We term these packets "VL
obfuscated packets (VOP)" due to their routing in an obfuscated
manner on the NoI, in addition to their random VL selection.

Given that the random VL selection for the VOP packet is contin-
gent on the trust level of the source chiplet, we define𝑇𝑐 as the trust
factor of chiplet 𝑐 , with a trust factor of 0 denoting that the chiplet
is completely untrusted, and a trust factor of 1 indicating full trust
in the chiplet. In our framework, we utilize this trust factor to prior-
itize performance enhancement for trusted chiplets, while focusing
on improving routing to enhance security against DDoS attacks for
untrusted chiplets. Similarly, we define 𝐶𝑟𝑐 as the criticality level
of a chiplet as a victim chiplet of DDoS attacks. Therefore, we label
a packet as an VOP packet given that the packet generated from
source 𝑠 and forwarded to destination 𝑑 with probability:

𝑂𝑣𝑠
𝑑
=

{
𝑇𝑐𝑠 , if 𝐶𝑟𝑐𝑑 = 1
0, otherwise. (1)

Here, 𝑇𝑐𝑠 is the trust factor of the source chiplet and 𝐶𝑟𝑐𝑑 is the
criticality level of the destination chiplet.

To alleviate the impact on system performance under SCRIPT’s
secure VL selection, we conduct design-time optimization for static
VL selection (predefined VLs selected during design time), which
is employed by trusted packets. These optimizations are geared
towards enhancing performance while taking into account the
considerations of our secure VL selection methodology.

4.4 Multi-Objective Optimization
As previously mentioned, in addition to the dynamic random VL
selection for VOP packets, we employ a static VL selection for
regular packets. An optimized set of VLs is pre-stored in routers
for runtime usage (cost is analyzed in Section 5.4). Note that static
VL selection is only used for regular packets, and not for VOP
packets that are from untrusted sources. This section delves into the
optimization of the selected VL set, with an emphasis on enhancing
both the security and performance aspects of the network.

While random online selection is suitable for obfuscation pur-
poses, it is inefficient for performance due to the necessity for the
NoI’s router to search among available VLs and make real-time
selections. To address this, we opt for offline selection for regular
packets, a method commonly employed in state-of-the-art routing
algorithms [14, 23, 24], as described below.

Let 𝑁𝐶 represent the total number of chiplets, 𝑁𝑐 represent the
number of nodes in chiplet 𝑐 , and 𝑁𝑉𝑐 represent the number of
VLs in chiplet 𝑐 . We also define, 𝐿𝑑𝑣 as the load on vertical link 𝑣

connected to destination chiplet 𝑑 . We calculate 𝐿𝑣 based on the
load generated by trusted chiplets. Note that the load generated
by untrusted chiplets is already distributed among VLs since an
online random selection is used. Therefore, the load on vertical link
𝑣 based on the trust level of chiplets is:

𝐿𝑑𝑣 =

𝑁𝐶∑︁
𝑐=1

𝑁𝑐∑︁
𝑖=1

𝑁𝑑∑︁
𝑗=1

𝑊(𝑖, 𝑗 ) × (1 −𝑂𝑣𝑖𝑗 ) ×𝑈𝑣(𝑖,𝑗 ) . (2)

In this equation,𝑊(𝑖, 𝑗 ) denotes the weight of communication be-
tween node 𝑖 and 𝑗 . 𝑂𝑣𝑖

𝑗
, which we introduced in (1), is based on

the trust factor of the source chiplet and the criticality factor of the
destination chiplet. We use this term to exclude the VOP packets
from the load, as we have already distributed the load coming from
untrusted chiplets on VLs. The variable 𝑈𝑣(𝑖,𝑗 ) signifies whether
communication between node 𝑖 and node 𝑗 utilizes vertical link 𝑣
or not. It is defined as:

𝑈𝑣(𝑖,𝑗 ) =

{
1, if 𝑣 is used to send a packet from 𝑖 to 𝑗

0, otherwise. (3)

We use utilization variance of 𝐿𝑑𝑣 in our design-time optimiza-
tion to mitigate potential congestion on 𝑠 [17, 21]. This objective
enhances potential congestion for the network’s performance and
also secures the network against DDoS attacks. We define utiliza-
tion variance on the VLs of chiplet 𝑑 as:

𝑈𝑡𝑉𝑎𝑟𝑑 =
1

𝑁𝑉𝑑

𝑁𝑉𝑑∑︁
𝑣=1
(𝐿𝑣 − 𝜇𝑑 )2, (4)

where 𝜇𝑑 denotes the average load on all VLs of chiplet 𝑑 :

𝜇𝑑 =
1

𝑁𝑉𝑑

𝑁𝑉𝑑∑︁
𝑣=1

𝐿𝑣 . (5)

Now that we have utilization variance for every chiplet, we want
to calculate to total utilization variance on VLs as the objective in
our optimization. Thus:

𝑈𝑡𝑂𝑏 𝑗 =

𝑁𝐶∑︁
𝑑=1

𝑈𝑡𝑉𝑎𝑟𝑑 . (6)

The number of hop counts between the source and destination
significantly impacts the network performance. Large hop counts
create more traffic and worsen congestion. It also increases the
latency of each packet and results in higher energy consumption
during packet transmission. To address this issue, we incorporate
weighted distance as one of our performance objectives during
optimization. Weighted distance is defined as the sum of source-
destination distances weighted by the average communication fre-
quency (i.e., communication weight) between the source and desti-
nation. We define the weighted distance objective as:

𝐷𝑖𝑠𝑂𝑏 𝑗 =

𝑁𝐶∑︁
𝑐=1

𝑁𝑐∑︁
𝑖=1

𝑁𝑑∑︁
𝑗=1

𝑊(𝑖, 𝑗 )𝑑 (𝑖, 𝑗 ) × 𝐼𝐶 (𝑖, 𝑗 ) × (1 −𝑂𝑣𝑖𝑗 ), (7)

where 𝑑 (𝑖, 𝑗 ) is the source-destination hop count between node 𝑖
and 𝑗 . We use 𝐼𝐶 (𝑖, 𝑗 ) to exclude source-destination pairs on the
same chiplet since they are not affected by our VL selection opti-
mization. Therefore, 𝐼𝐶 (𝑖, 𝑗 ) = 0 indicates that routers 𝑖 and 𝑗 are on
the same chiplet, while 𝐼𝐶 (𝑖, 𝑗 ) = 1 indicates that routers 𝑖 and 𝑗 are
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Algorithm 1 SCRIPT virtual channel selection
if Reset then

Round_Robin← 0
if current is the first router on NoI then

if Packet is ROP then
Virtual channel← 0

else
if Round_Robin is TRUE then

Virtual channel← 1
Round_Robin← FALSE

else
Virtual channel← 0
Round_Robin← TRUE

else if current is the intermediate and packet is ROP then
Virtual channel← 1

on different chiplets. Similar to the utilization variance objective,
we use the term (1−𝑂𝑣𝑖

𝑗
) to exclude VOP packets because they are

not affected by static VL optimization. We use 𝐷𝑖𝑠𝑂𝑏 𝑗 and 𝑈𝑡𝑂𝑏 𝑗

in our optimization of static VL selection. We employ a simulated-
annealing-based multi-objective optimization algorithm [1] for the
optimization. More details of our optimization and solution selec-
tion process are presented in Section 5.2.

4.5 Obfuscated Deadlock-Free Routing
In addition to dynamic random VL selection, we employ obfuscated
routing on the NoI for "route obfuscated packets (ROP)" with prob-
ability 𝑂𝑅𝑠

𝑑
= 𝑇𝑐𝑠 . To enhance unpredictability and deter potential

attacks, we randomly select an intermediate router for ROP packets.
However, applying obfuscated routing to all packets from untrusted
chiplets is not performance-efficient. Therefore, we implement ob-
fuscated routing for untrusted packets if their path traverses a
critical region of the NoI. We define the critical region of the NoI as
the area where routers are directly connected to a critical chiplet.

We implement our obfuscated routing using the virtual chan-
nel (VC) concept [6, 23] but without any extra VCs compared to
VCs already used for deadlock prevention in chiplet systems. VCs
are employed to separate traffic flows in virtual networks, pre-
venting cyclic dependencies, and avoiding deadlock. Employing
the deadlock-freedom solution in the DeFT routing algorithm [23],
packets are switched to the second VC across the NoI. This im-
plies that VC switching is permitted when a packet enters from
the source chiplet into the NoI and should occur before the packet
exits the NoI. We leverage this opportunity to develop an obfus-
cated routing algorithm for the NoI. Packets for which we intend to
obfuscate (i.e., ROP packets) are initially routed to an intermediate
router using the first VC and then directed to the VL using the
second VC. To guarantee livelock freedom, a 1-bit flag is employed
in the header flit. This flag marks packets that have already been
routed to an intermediate router, ensuring that the packet will be
routed minimally to the VL after visiting the intermediate router.

For regular packets, we utilize a round-robin approach at the
first router on the NoI, evenly distributing the load across VCs. As
a result, 50% of the packets undergo switching upon entering the
NoI, while the remaining 50% undergo switching upon exiting the
NoI. However, for ROP packets at the first node in the NoI, the first
VC is employed, and the packet switches to the second VC upon

Algorithm 2 SCRIPT routing on interposer
if packet arrived at destination vertical link then

Route vertically to up
else if packet is ROP then

if the intermediate is not visited then
Route West-first toward intermediate

else
Route East-first toward the vertical link

else if packet is regular then
if Virtual channel is 0 then

Route West-first toward the vertical link
else

Route East-first toward the vertical link

reaching the intermediate router. The details of the VC-selection
process are illustrated in Algorithm 1. Note that following deadlock
freedom rules in DeFT, the packets are initially routed in the first
VC from a source chiplet.

Algorithm 2 also outlines our routing approach on the NoI. We
utilize West-first routing (adaptive for routing to the east direction)
in the first VC and East-first routing (adaptive for routing to the
west direction) in the second VC. West-first routing is introduced in
prior work [10], and East-first routing is created by exchangingwest
and east directions in West-first routing. The reason for employing
partially adaptive routing in two opposite directions is that each
routing strategy provides a better load distribution in a specific
direction. Choosing two opposite directions allows us to achieve a
higher load distribution. Moreover, these partially adaptive routing
strategies not only contribute to traffic distribution but also enhance
security since it becomes less predictable for potential attackers to
determine the exact path for a routing scenario.

5 EVALUATION AND SIMULATION RESULTS
5.1 Simulation Setup
We extend the capabilities of the Noxim simulator [2] to accom-
modate chiplet systems. The simulation framework is augmented
to facilitate a comparative analysis with DeFT [23] and MTR [24]
routing strategies. Although DeFT and MTR are not specifically
proposed for security purposes, we compare with these well-known
routing approaches as there is currently no other work proposing
a routing algorithm to enhance the security of chiplet systems.
For the simulation, we adopt the same configuration parameters
as employed in DeFT and MTR for a consistent evaluation. The
chiplet system consists of four chiplets, each with a 4 × 4 mesh
network configuration. Similarly, the NoI is modeled as a 4×4mesh
network. The interconnection between the chiplets and the NoI
involves four routers per chiplet, designated as boundary routers,
which are linked to the NoI. The arrangement of boundary routers
is the same as the pattern used in DeFT and MTR, represented also
as P1 in Fig. 3. Each router is equipped with buffers at each port
with space for 4 flits, 2 virtual channels, and a 128-bit link and
flit width. This configuration ensures a comparable performance
evaluation of SCRIPT to DeFT and MTR routing algorithms. We
also employ partially adaptive routing (West-first and East-first) on
NoI for DeFT and MTR to have a fair comparison.



GLSVLSI ’24, June 12–14, 2024, Clearwater, FL, USA Ebadollah Taheri, Pooya Aghanoury, Sudeep Pasricha, Mahdi Nikdast, and Nader Sehatbakhsh

0.98 0.99 1.00 1.01
Variance of VL utlization

0.98

1.00

1.02

W
ei

gh
te

d 
di

st
an

ce

S0
S1

S2
S3

S4

(a)

Part of exploration
Pareto front
Selected solutions

S0 S1 S2 S3 S4
Solutions

0.6

0.8

1.0

Av
er

ag
e 

la
te

nc
y

(b)

Figure 4: Multi-objective optimization and solution selection
process. (a) Pareto front under weighted distance and utiliza-
tion variance objectives. Five solutions on the Pareto front
are selected for evaluation. (b) Latency results of the simula-
tion under the selected solutions.

We incorporate real application traffic by utilizing a set of widely
recognized PARSEC applications: facesim, bodytrack, fluidanimate,
streamcluster, swaptions, dedup, and canneal. To emulate these bench-
marks, we employ Gem5 in full-system simulation mode. The sim-
ulated system architecture comprises 64 x86 cores, each equipped
with a private L1 cache. Additionally, the system incorporates four
L2 cache banks to manage shared resources efficiently. This config-
uration reflects a realistic representation of a multi-core processing
environment, allowing us to evaluate the performance and behav-
ior of the proposed enhancements under conditions that closely
resemble practical scenarios.

5.2 Multi-Objective Optimization Results
In our design-space exploration, we implemented the Simulated
Annealing-basedMulti-Objective OptimizationAlgorithm (AMOSA)
[1] to optimize the performance of our NoI. As detailed in Sec-
tion 4.4, our optimization considers two primary objectives related
to performance, with additional considerations for the trust and
criticality levels of chiplets. The Pareto front generated by AMOSA,
shown in Fig. 4.a, showcases various solutions, each representing
a trade-off between optimized weighted distance and utilization
variance on VLs. The input to this optimization is the average traffic
over all the PARSEC applications. From this Pareto front, we se-
lected several solutions for further evaluation and simulated them
using our enhanced Noxim simulator. Fig. 4.b illustrates the average
network latency comparison for these selected solutions.

Solution 1, in particular, has been selected due to its minimized
average latency. It is worth noting that the optimal solution can
vary depending on the nature of the traffic. In scenarios with low
congestion, solutions emphasizing smaller average distances are
more efficient. Conversely, in highly congested situations, a solution
that minimizes utilization variance proves beneficial.

It is important to highlight that our optimization approach does
not tailor the traffic to each application individually; rather, we
adopt an average over all the traffic types as our optimization input,
making a pessimistic assumption. However, considering the traffic
of each application in the design-time optimization could lead to
further improvements, but might not be realistic.

Our primary contribution lies in the flexibility of our proposed
framework, which is not tied to any specific multi-objective opti-
mization method. Our framework can be implemented with any
multi-objective optimization technique without loss of generality.
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Figure 5: (a) Normalized average latency under real applica-
tion scenarios without attacks. The X-axis shows the initial
two letters of each application. (b) Maximum average flit resi-
dency in a router among all routers of NoI under different at-
tack scenarios (results are averaged among all applications).
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Figure 6: Impact of an increased number of untrusted and
attacker chiplets on (a) average latency, and (b) flit residency.

We opted for AMOSA due to its simplicity and efficiency. While
it is acknowledged that simulated annealing-based search may be
slower compared to other optimization techniques, the optimization
process in our case is conducted offline, and we simplify objectives
using our formalization, mitigating concerns about speed. Indeed,
in our evaluation, the optimization was completed in less than an
hour. In our implementation of AMOSA, we utilized specific param-
eters to optimize the exploration of solution space. We initialized
the temperature at a relatively high value of 1.0𝑒5 degrees, allowing
for a wide exploration range in the early stages of the algorithm.
This high starting temperature encourages acceptance of uphill
moves, which helps in escaping local optima. To ensure conver-
gence towards an optimal solution, we set the stopping temperature
to a significantly low value of 1.0𝑒 − 5 degrees. This stringent crite-
rion enables the algorithm to focus on exploiting promising regions
as it approaches convergence. Moreover, we incorporated an an-
nealing schedule with a cooling factor (alpha) of 0.95. This factor
determines the rate at which the temperature decreases, balancing
between exploration and exploitation throughout the iterations.
By gradually reducing the temperature, we control the balance be-
tween exploration and exploitation, promoting deeper exploration
initially while fine-tuning towards optimal solutions later in the
process. To manage computational resources efficiently, we con-
ducted a fixed number of iterations set at 100, ensuring a reasonable
trade-off between solution quality and computational cost.
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5.3 Security and Latency Analysis
We assess the average latency under real application scenarios
without any attacks, as depicted in Fig.5.a. For this evaluation, we
assume one out of the four chiplets is untrusted, while another is
critical. SCRIPT introduces a minor latency overhead by employing
obfuscated routing and VL selection for certain packets, enhancing
security against DDoS attacks. This overhead is slightly higher in
high-load applications such as streamcluster, dedup, and canneal.
On average, SCRIPT exhibits a 14% increase in the average latency.

To evaluate the reliability of SCRIPT under DDoS attacks, we
consider the maximum average flit residency in a router across all
NoI’s routers under various attack scenarios, shown in Fig.5.b. This
assessment is conducted across all real applications. Flit residency
refers to the average time a flit remains in a router, experiencing
blocking. A prolonged waiting time results in a DoS, as packets can-
not be delivered in real time. In this experiment, we investigate the
impact of four malicious nodes attacking the critical chiplet with
varying rates of malicious flit injection (flits/cycle/node). Even with
low injection rates from malicious nodes, the effects are significant
on DeFT and MTR, due to the distributed nature of the attack. This
highlights the potential benefits of SCRIPT as a security-aware rout-
ing solution. Traditional attack detection approaches may struggle
to identify attacks with low injection rates. For instance, in [20], the
minimum assumed attack injection rate is 0.3. However, we show
that under an injection rate of, for example, 10× smaller (i.e., 0.03
in Fig. 5.b), a flit residency of 56 cycles is imposed with an insecure
routing like DeFT. Therefore, our SCRIPT framework can be used
in conjunction with an attack detection mechanism to handle unde-
tected DDoS attacks. SCRIPT effectively handles such attacks and
reduces flit residency by at least 64% in the given attack scenarios.

We further assess the performance under an increased number
of untrusted chiplets, as illustrated in Fig. 6 (1/4 means one chiplet
out of four chiplets). Assuming half of the chiplets are untrusted,
SCRIPT incurs a latency overhead of at most 26%, while concur-
rently reducing flit residency by at least 46%.

5.4 Area and Power Analysis
We implement the SCRIPT routing using Cadence Genus under a
15-nm technology node, considering a 128-bit flit width, 1V voltage,
2GHz frequency, and a 5-port router configuration. The results of
the area and power analysis are summarized in Table 1, revealing
negligible overhead in both aspects. Compared to DeFT, the area
and power overhead of SCRIPT are 1.5% and 0.8%, respectively.

Compared to MTR and DeFT, our approach needs only four VL
addresses per chiplet, facilitating a round-robin (RR) selection for
obfuscated VLs without significant impact. Moreover, to optimize
the selection of random intermediates and minimize overhead, we
adopt an RR approach. Eight random routers are statically selected
and stored in the router, facilitating an RR intermediate selection
process. This strategy ensures the robustness of SCRIPT while
keeping area and power overhead at a minimal level. Similarly, we
used RR with the precision of 3 bits (8 levels) for implementing the
probability of obfuscation (see Equ. 1). Also, SCRIPT uses 4 bits
of header flit to store the address of an intermediate destination,
which is negligible compared to 128-bit flit width.

Table 1: Area and power: SCRIPT vs. DeFT and MTR

Routing DeFT MTR SCRIPT
Router area (𝜇m2) 9635.7 9496.4 9782.7
Router power (mW) 9.47 9.44 9.48

6 CONCLUSION
This paper introduced SCRIPT, a routing framework tailored to
improve reliability and performance against DDoS attacks in 2.5D
chiplet systems. By using obfuscation routing techniques on the
NoI, SCRIPT addressed security challenges associated with modular
integration. Considering chiplet trust levels and implementing a
multi-objective optimization, SCRIPT enhanced network resilience
against both single-source DoS attacks and DDoS scenarios. Our
new framework enhances the security of NoI by at least 64% under
DDoS attacks, while minimizing performance degradation.
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