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Abstract—The surging demand for machine learning (ML)
applications has emphasized the pressing need for efficient ML
accelerators capable of addressing the computational and energy
demands of increasingly complex ML models. However, the
conventional monolithic design of large-scale ML accelerators
on a single chip often entails prohibitively high fabrication
costs. To address this challenge, this paper proposes a 2.5D
chiplet-based architecture based on a silicon photonic interposer,
called SwInt, to enable high bandwidth, low latency, and energy-
efficient data movement on the interposer, for ML applications.
Existing silicon photonic interposer implementations suffer from
high power consumption attributed to their inefficient network
designs, primarily relying on bus-based communication. Bus-
based communication is not scalable, as it suffers from high
power consumption of the optical laser due to cumulative losses
on the readers and writers when the bandwidth per waveguide
(i.e., wavelength division multiplexing degree) increases or the
number of processing elements in ML accelerators scales up.
SwInt incorporates a novel switch-based network designed us-
ing Mach-Zehnder Interferometer (MZI)-based switch cells for
offering scalable interposer communication and reducing power
consumption. The designed switch architecture avoids blocking
using an efficient design, while minimizing the number of stages
to offer a low-loss switch. Furthermore, the MZI switch cells are
designed with a dividing state, enabling energy-efficient broadcast
communication over the interposer and supporting broadcasting
demand in ML accelerators. Additionally, we optimized and fab-
ricated silicon photonic devices, Microring Resonators (MRRs)
and MZIs, which are integral components of our network archi-
tecture. Our analysis shows that SwInt achieves, on average, 62%
and 64% improvement in power consumption under, respectively,
unicast and broadcast communication, resulting in 59.7% energy-
efficiency improvement compared to the state-of-the-art silicon
photonic interposers specifically designed for ML accelerators.

Index Terms—2.5D Networks, ML accelerators, chiplet Sys-
tems, Energy-Efficiency, Interposer network.

I. INTRODUCTION

The rapid growth in demand for machine learning (ML)
applications has highlighted the critical need for ML accel-
erators capable of efficiently performing the ever-growing
computations required by ML models. These accelerators
play a pivotal role in achieving energy efficiency and high-
performance computing within the ML domain [1]. Therefore,
there has been a surge of interest in the development of
ML accelerator architectures that can meet these escalating
demands [2].
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Nevertheless, the conventional monolithic design of large-
scale ML accelerators on a single chip often leads to
prohibitively high fabrication costs, primarily due to low-
fabrication yields [3]. Addressing this challenge requires in-
novative approaches, and one such promising strategy is the
adoption of a 2.5D chiplet-based architecture [2], [4]–[7].
In this paradigm, the large-scale accelerator is disintegrated
into multiple smaller chiplets, and interconnected through an
interposer [8]. These chiplets are linked to the interposer using
microbump technology, with the interposer network serving as
the vital communication backbone among them.

In the context of 2.5D ML accelerators, a common approach
involves the utilization of Multiply-and-Accumulate (MAC)
chiplets, alongside a Global Buffer (GLB) chiplet, as seen in
state-of-the-art designs [1]–[3], [5]. The GLB chiplet plays
a crucial role in storing the weights and activations required
for extensive MAC operations. However, efficiently managing
data exchange between the GLB chiplet and the MAC chiplets
poses a significant challenge to interposer network design,
mainly due to the substantial volume and time criticality of
data involved.

There are three types of interposers: passive, active, and
SiPh interposers. The first two are metallic/electronic in-
terposers, while the latter is an optical interposer designed
to support high bandwidth and low latency communication.
Passive interposers [9] consist of simple substrates with only
wiring layers, offering simpler connectivity between chiplets
with lower power consumption but with limited capabilities
for long-distance communication. On the other hand, active
interposers [10], [11] incorporate complex functions, enabling
diverse chiplet communication despite yield and thermal chal-
lenges. However, both passive and active electronic interposers
suffer from low bandwidth and high latency, especially when
scaling up the system [12], [13]. Therefore, electronic in-
terposers are not suitable candidates for large-scale future
ML accelerators where high bandwidth is required due to
communication-intensive applications, and high latency might
be imposed due to the large-scale system and one-to-many
and many-to-one communication patterns. SiPh interposers not
only offer the high bandwidth and low latency requirements for
ML accelerators but also support broadcast communication,
where one source can send the same data to all destinations
and vice versa, in an energy-efficient manner [4], [5]. However,
SiPh interposers designed for ML accelerators [4], [5] employ
bus-based communication, which is not energy efficient when
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Figure 1. A bidirectional silicon photonic link with four wavelengths to
provide optical communication between the GLB chiplet and a MAC chiplet.

supporting a large-scale system.
To overcome this challenge, this paper proposes the inte-

gration of switch based SiPh interposers, offering attributes
such as low latency, high bandwidth, and energy-efficient com-
munication between the GLB chiplet and the MAC chiplets.
While SiPh interposers have exhibited the potential to enhance
communication efficiency, recent implementations [1], [4], [5]
have suffered from heightened power consumption, primarily
stemming from inefficient network design. In response to this
issue, this paper introduces SwInt, a non-blocking Switch-
based SiPh Interposer for 2.5D ML Accelerators. The main
contributions of this paper are as follows:

• We introduce a Butterfly-based interposer network topol-
ogy aimed at minimizing switch stages, thereby enhanc-
ing the energy efficiency of 2.5D ML accelerators.

• Our design incorporates novel techniques to resolve con-
flicts within the switch, effectively eliminating blocking
and ensuring seamless communication.

• Leveraging innovative approaches, we present a broad-
cast architecture characterized by minimal laser power
overhead, optimizing energy efficiency.

• Through optimization of silicon photonic devices, we
enhance the energy efficiency of SwInt’s switch, crucial
for supporting our proposed broadcast architecture.

• We conduct a comprehensive exploration and compara-
tive analysis of switch-based versus bus-based architec-
tures, culminating in the proposal of a hybrid architecture
that combines the strengths of both paradigms.

The organization of this paper is structured as follows:
In the upcoming section, we review the background and
related work. Following that, in Section III, we present our
proposed architecture. Section IV involves a comprehensive
design space exploration of the switch architecture and the
MZI switch cell. Our simulation results are showcased in
Section V. Additionally, in Section VI, we explore a hybrid
architecture of SwInt with switch and bus. Finally, Section
VII concludes the paper and highlights the significance of our
contributions.

II. BACKGROUND AND RELATED WORK

A. Silicon Photonic Communication

In Fig. 1, we illustrate a bidirectional SiPh link setup. The
GLB chiplet utilizes modulators to modulate electrical signals
on optical ones generated by a laser. These modulators can
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Figure 2. Chiplet system architecture considered in SwInt.

be designed based on microring resonators (MRRs), tuned
to resonance at desired wavelengths [14], [15]. The modu-
lated signal is transmitted through a dedicated bus waveguide
(depicted in dark green) to the MAC chiplet. The MAC
chiplet retrieves the optical signal from the bus waveguide
using optical filters, which are custom-designed with MRRs
tuned to filter the modulated wavelength. The same process
occurs when the MAC chiplet communicates with the GLB
chiplet. However, this specific bus-based setup, recognized
as a single-writer single-reader (SWSR) configuration, lacks
scalability. As the number of writers and readers increases,
substantial power is required from the laser source to compen-
sate for optical losses incurred during transmission, including
through loss, waveguide crossing losses, and bending losses.
To improve scalability, optical switches have been used to
devise more scalable network architectures. The switche cell
typically feature four ports and can establish either a Bar or
Cross connection between two input and output ports (see
our designed MZI switch later in Fig. 8). In the Bar state,
each input is linked to a symmetrical output port, whereas
in the Cross-state, as the name implies, each port connects
to the crossing output port. By connecting these four-port
switch cells in a specific topology, large-scale switches can
be designed to offer high bandwidth while accommodating a
greater number of inputs and outputs.

B. Silicon Photonic Interposers

SiPh interposers have received attention in the context of
emerging many-core architectures. Fotouhi et al. [16] intro-
duced an interposer design based on Arrayed-Waveguide Grat-
ing Routers (AWGRs) to address the latency issues associated
with electronic interposers. AWGRs, functioning as passive
optical devices that route data by wavelength, offer cost-
effectiveness and higher bandwidth compared to their elec-
tronic counterparts. However, it is worth noting that achieving
high bandwidth with AWGR-based interposers necessitates a
significant number of wavelengths, which can result in less
power efficiency. PROWAVES [17] and ReSiPI [12] utilize
bus-based communication with a single-writer-multiple-reader
(SWMR) protocol for inter-chiplet communication while dy-
namically managing bandwidth. However, as we will show
in Section III, such bus-based communication is power effi-
cient only for small-scale systems with a small number of
writers and readers. Another work, FLUMEN [18], introduces
in-network computing within photonic interposer networks,
combining communication and computation. While it enables
parallel linear computation during low network loads, this
approach may not be ideal for ML applications due to their
high data communication demands on the interposer network.



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 3

GLB chiplet MAC chiplet 2MAC chiplet 1 MAC chiplet 3 MAC chiplet 4 GLB chiplet MAC chiplet 2MAC chiplet 1 MAC chiplet 3 MAC chiplet 4

(a) (b)
GLB chipletLaser MAC chiplet 1 MAC chiplet 2 MAC chiplet 3 MAC chiplet 4 GLB chipletLaser MAC chiplet 1 MAC chiplet 2 MAC chiplet 3 MAC chiplet 4

(c) (d)

Laser

M
ZI

-b
as

ed
 

Sw
it

ch

Laser

M
ZI

-b
as

ed
 

Sw
it

ch

M1 M2 M3 M4 F(1,1) F(1,2) F(1,3) F(1,4) F(2,1) F(2,2) F(2,3) F(2,4) F(3,1) F(3,2) F(3,3) F(3,4) F(4,1) F(4,2) F(4,3) F(4,4)

Figure 3. (a) GLB to MAC chiplets communication via a bus-based approach, (b) MAC chiplets to GLB communication via a bus-based approach, (c) SwInt
facilitating GLB to MAC chiplets communication using a switch-based interposer, and (d) SwInt enabling MAC chiplets to GLB communication.

SPRINT [5] is another SiPh interposer network designed to
facilitate inter-chiplet communication for 2.5D Convolutional
Neural Network (CNN) accelerators. It relies on point-to-point
SiPh links to establish high-bandwidth, low-latency communi-
cation channels between the GLB chiplet and individual MAC
chiplets. However, SPRINT’s scalability is hindered by the
need for separate optical links for each receiver, potentially
leading to inefficiencies. While it offers dynamic reconfigura-
tion for broadcast communication, this feature comes at the
cost of high laser power tuning and increased latency. SPACX
[4] and ASCEND [1], propose SiPh interposer networks tai-
lored for neural network accelerators, that address SPRINT’s
scalability limitations. Although these networks achieve im-
proved scalability, the proposed solutions introduce challenges
related to laser power scalability due to waveguide sharing. To
compensate for losses incurred when optical signals traverse
multiple receivers, higher optical power is required, resulting
in increased energy consumption. In Section III-B, we delve
into the energy consumption implications of SiPh bus-based
communication in large-scale ML accelerators and motivate
our SiPh interposer network architecture.

To improve bus-based architectures, in [19], we introduced
TRINE as a silicon photonic interposer network based on
SiPh switches, aimed at facilitating energy-efficient ML ac-
celeration. However, TRINE utilizes multiple sub-networks
with tree topologies to handle traffic between the GLB chiplet
and the MAC chiplets, and vice versa. Although the idea of
employing multiple sub-networks is straightforward, it suffers
from limitations in flexibility and efficiency of communication.
The inherent constraints of the tree topology result in restricted
bandwidth between GLB and MAC chiplets, and the utilization
of several sub-networks further constrains flexibility as com-
munication is confined within local sub-networks. Addition-
ally, TRINE is incapable of efficiently supporting broadcast
communication.

III. PROPOSED INTERPOSER NETWORK: SWINT

A. Architecture of the 2.5D Accelerator in SwInt

The 2.5D accelerator architecture depicted in Fig. 2 serves
as the basis for SwInt. It consists of multiple MAC chiplets,
a GLB chiplet, and an HBM main memory. This design
aligns with prior research efforts [3]–[5], where an SRAM-
based GLB is strategically employed to store the weights and
activations required by all MAC chiplets. Each chiplet features

a gateway responsible for data storage and forwarding between
the GLB and the individual chiplets. These gateways play
a pivotal role in controlling the modulator and filter MRRs
on the interposer, to facilitate efficient optical communication.
The MAC chiplets comprise several processing elements (PEs)
interconnected through routers, with each PE housing a MAC
unit capable of performing a set of parallel MAC operations.
While our primary focus is to design an interposer network
for low-latency and energy-efficient communication within this
architecture, our network’s design principles can be applied to
other 2.5D ML accelerators without a loss of generality.

B. Motivation for Switch-based Network Architectures

As previously mentioned, state-of-the-art SiPh interposer
networks have been predominantly designed around bus-based
communication, a popular choice for small-scale Network-on-
Chip (NoC) configurations. However, numerous limitations
become exacerbated in the context of large-scale interposer
networks. While bus-based communication offers a smaller
physical footprint, it exhibits energy inefficiency and lacks the
necessary flexibility required for larger systems. For example,
in Fig. 3(a), a bus network with SWMR necessitates the optical
signal to traverse multiple readers to reach chiplet 4 (the worst-
case scenario for defining the required laser power intensity).
A similar situation arises in the multiple-writers single-reader
(MWSR) case, as depicted in Fig. 3(b), where the writer of
chiplet 4 must pass through several MRRs to reach the GLB.
In contrast, our switch-based design, illustrated in Fig. 3(c)
and Fig. 3(d), addresses these concerns. In the following, we
discuss the challenges with bus-based networks in more detail
and advocate for a scalable switch-based interposer network.

1) Bandwidth and Adaptation: Bus-based communication
struggles to offer high bandwidth efficiently. One potential
solution involves increasing the degree of wavelength-division
multiplexing (WDM), enabling the transmission of a larger
number of wavelengths over the same waveguide. However,
this approach can introduce significant challenges, including
higher optical power losses and crosstalk noise. As more
wavelengths are transmitted in proximity, there is an increased
likelihood of signal leakage to nearby filters with close reso-
nant wavelengths, resulting in optical power loss and crosstalk.

In our architecture, MZI switches are employed due to
their broadband capabilities and high bandwidth support for
WDM, while adiabatic microrings are used as modulators and
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Figure 4. (a) MRR’s Through-port response and optical loss under different wavelengths. (b-c) power loss of filters in bus-based network compared to power
loss of Benes and Butterfly networks. Assumptions: switch loss is considered; while other loss mechanisms, such as the impact of extra splitters in the
switch-based network, couplers, and laser efficiency are not included.

filters for their high modulation speed, which helps mitigate
resonance shifts caused by fabrication variations. Our system
assumes a modulation frequency of 12 GHz, whereas non-
volatile microrings, such as those discussed in B. Tossoun et
al. [20], typically offer a modulation frequency of 1 GHz,
leading to increased communication latency.

2) Power Inefficiency: In Fig. 4(a), we present the fre-
quency response of an MRR filter on the Through port. The
y-axes depicts the transmission of the Through port relative
to the input port. The resonant wavelength is indicated by
the red lines. In an ideal scenario, 0-dB loss should occur on
the Through port for wavelengths other than the resonant one
(blue, yellow, and purple). In this scenario with a small number
of wavelengths (i.e., four), all the three wavelengths, which
are not the intended resonant ones, exhibit nearly 0-dB loss.
However, as additional wavelengths are introduced to expand
bandwidth, the resonance frequencies of these new wave-
lengths become closer to that of the red wavelength, potentially
leading to power losses. For instance, the green wavelength
experiences significant loss in the case of using 32 wavelengths
on the same waveguide. This concern exponentially worsens as
the number of reader chiplets increases. However, as discussed
next, our switch-based approach remains unaffected because
the signal does not traverse numerous readers or writers.

We assess the bus-based network alongside two switch-
based counterparts: Benes and Butterfly topologies. In our
evaluation of the switch-based networks, we exclusively ac-
count for losses stemming from the switch itself, encompass-
ing waveguide crossings and MZI switch cells. Conversely, for
the bus-based network, we solely factor in the Through losses
of MRRs. This delineation reflects the primary distinctions
between these two communication paradigms. In Fig. 4(b), we
investigate scenarios involving 6 reader chiplets while varying
the number of wavelengths from 1 to 16. In Fig. 4(c), we
maintain 6 wavelengths and alter the number of readers from
1 to 32. Our findings indicate that switch-based networks
employing Benes and Butterfly topologies offer substantially
enhanced scalability when increasing the number of wave-
lengths to achieve high bandwidth. Moreover, a switch-based
network employing Butterfly topology demonstrate scalability
when increasing the number of readers, even with a relatively
low bandwidth (i.e., 6 wavelengths). Notably, the Butterfly
topology exhibits lower power loss due to its minimized
number of switch stages when compared to Benes. However,
this power-saving advantage comes at the cost of increased
blocking. In contrast, as we will show later, SwInt addresses

this issue by minimizing blocking while retaining the same
number of stages. Note that in our loss assessments for
Fig. 4(b)-(c), all switch losses, including insertion, crosstalk in
both Bar and Cross states, waveguide crossing, and waveguide
bends, were considered. Additionally, all microring losses,
including insertion and crosstalk in both through and drop
states, were accounted for. However, losses from couplers,
splitters, and laser efficiency were not included.

3) Multicast and Broadcast Challenges: Prior work [1], [4]
assumed that broadcast operations in bus-based SiPh networks
offer minimal energy overhead, but such networks present
their own set of challenges when used in large-scale systems.
Typically, passive filters are considered [1], [12], [17] and
in both communication modes, unicast and broadcast, worst-
case power loss is considered. However, tuning the laser
power for the worst-case scenario (i.e., broadcast) imposes
severe energy inefficiency on the laser when unicast mode
is used. Considering active filters imposes latency and power
overhead to tune filters accurately for all communication
modes and routing scenarios. In SwInt, unicast and broadcast
operations can be efficiently managed, while minimizing the
laser power consumption. Even if considering active filters,
in prior work [1], [4], [5], the laser power for broadcast and
unicast is considered the same instead of dynamic laser power
management. On the other hand, in SwInt, dynamic power
management is achieved via dynamic laser power tuning at
the MZI splitter, which will be discussed in more detail in
Section III-E.

Furthermore, broadcasting in bus-based architectures
presents challenges that result in high power consumption
and area overhead. As illustrated in the example depicted in
Fig. 3(a), Mi sends data to F(i,j), where i denotes the reader
(chiplet), and j represents the wavelength. For clarity, we focus
on communication involving the red wavelength and consider
two scenarios: 1) unicast, where M1 modulates data for the
first chiplet (F(1,1)); and 2) broadcast, where all the chiplets
receive the data.

To efficiently utilize laser power, each filter must be pre-
cisely tuned to deliver a specific portion of the optical signal
to the photodetector, with the remainder passed on to other
readers. In the unicast scenario, F(1,1) is simply tuned to
capture the entire signal with the red wavelength. However,
in the broadcast scenario, F(1,1) should be tuned to receive
only 1/4 of the signal, and the rest of the signal should be
passed to the other readers. Thus, the filter should be tuned to
receive 1/4 of its input and pass 3/4.
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F(2,1), F(3,1), and F(4,1) should be tuned to receive 1/3,
1/2, and 1/1 of their input, respectively. Regardless of area
and controlling overheads, achieving exact tuning of the filters
might not be possible due to process and thermal variations
[21]. Therefore, laser power should be increased to compensate
for such issues, which further results in energy inefficiency.

A similar concept applies to the multiple-writers single-
reader (MWSR) protocol, as shown in Fig. 3(b). In our
switch-based approach, multicast and broadcast operations
can be efficiently managed, while minimizing laser power
consumption. Therefore, as shown in our power analysis in
Section V-B, SwInt offers higher power efficiency when used
in broadcast mode.

C. SwInt Switch Topology

In this paper, our proposed switch topology is based on the
Butterfly topology. The Butterfly-based topology of SwInt is
the ideal choice for our large-scale ML accelerators, because
of its minimized number of stages to improve the footprint
and power consumption of the laser. When considering the
number of receivers as N, the stages in the Butterfly topology
can be calculated as:

NSBut = ⌈log2 N⌉ (1)

In contrast, topologies like Benes, with more switch stages,
increase costs and power consumption. Additionally, the adapt-
ability of Butterfly topology compared to a traditional bus-
based network, though adding routing complexity, provides
multiple routing paths between the GLB chiplet and the MAC
chiplets, crucial for optimizing ML accelerator performance in
dynamic workloads.

However, the original Butterfly switch may experience
blocking for specific input-output request combinations. To
address this, we optimize the switch topology to effectively
reduce instances of blocking. The blocking insances can be
improved by adding extra stages. However, adding an extra
stage to the switch introduces losses, as each stage requires the
signal to pass through an additional MZI, incurring inherent
losses within the MZI components. This underscores our
commitment to minimizing the number of stages to mitigate
such losses and maintain overall efficiency.

In addition to the inherent loss within the switching el-
ements (i.e., MZI), the number of waveguide crossings in-
creases proportionally to the number of stages. The total
number of waveguide crossings in the Butterfly topology can
be calculated as follows:

CBut =

NSBut∑
n=1

2n + (2n − 1) (2)

For instance, the butterfly switch shown in Fig. 5(b) is a 3-
stage switch with 10 crossings. Two crossings are between the
first and the second stage, and eight crossings are between the
second and the third stage.

Therefore, the worst-case loss of the switch from input ports
to any output port is given by:

LBut = NSBut.max(LMZICross
, LMZIBar

)+CBut.LWGCross

(3)

Here, LMZICross
represents the loss from an input port of

MZI to the Cross power of MZI, while LMZIBar
denotes

the loss from an input port of MZI to the Bar power of
MZI. Additionally, LWGCross

represents the loss of waveguide
crossing. A flattened butterfly to improve the crossings is also
presented in [22].

Now, let’s examine the key distinctions between the SwInt
topology and the original Butterfly topology.

Our proposed switch topology, shown in Fig. 5(c) and Fig.
5(d), is based on the Butterfly topology. As previously men-
tioned, the Butterfly-based SwInt topology stands out as the
optimal solution for ML accelerators, primarily because of its
laser power efficiency, which is achieved through its reduced
stage count. While the standard Butterfly topology, with its
typical number of inputs and outputs, may encounter blocking
issues, we optimize SwInt to minimize such blocking, thereby
enhancing the overall performance. Blocking occurs when
competing requests for the same switch cell result in conflicts,
hindering the immediate fulfillment of those requests. The
number of inputs is inherently smaller than that of a typical
Butterfly switch, which reduces the occurrence of blocking
scenarios. This is primarily due to the communication pattern
within the chiplet-based ML accelerator, which is one-to-many
(from the GLB to the MAC chiplets) and many-to-one. Please
note that another switch is employed to facilitate communica-
tion from MAC chiplets to the GLB chiplet, utilizing the same
topology but with inputs and outputs swapped. Due to brevity,
we do not delve into the details of this additional switch in this
discussion. As shown in Fig. 5(e), the Benes topology offers
non-blocking communication at the cost of a larger number of
stages and power loss.

To ensure the efficient utilization of bandwidth offered
by the GLB chiplet, we align the number of switch inputs
(communication lines of the GLB chiplet) with the bandwidth
of the GLB chiplet. Let LGLB represent the number of
communication lines at the GLB chiplet (switch inputs). This
is defined by:

LGLB = ⌈ BGLB

FM ×Nw
⌉. (4)

Here, BGLB denotes the bandwidth of the GLB chiplet, while
FM and NW represent the SiPh modulation frequency and the
number of wavelengths, respectively. By matching LGLB to
the GLB chiplet bandwidth, our design ensures optimal utiliza-
tion of the communication lines, thereby maintaining efficient
data transfer within the system. For instance, considering a 100
GB/s (800 × 109 bits per second) bandwidth of GLB chiplet
[2], modulation frequency of 12 GHz [12], and considering
16 wavelengths, LGLB will be 5 lines.

It is important to note that, while our architecture re-
moves certain switches compared to a typical Butterfly/Benes
topology, this reduction in input ports is compensated by
optimizing resource usage. This strategic allocation ensures
that bandwidth remains optimal and the system’s communica-
tion requirements are adequately met. By addressing potential
concerns about the impact of architectural modifications on
bandwidth, we emphasize our commitment to maintaining
high-performance data transfer.
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Figure 5. An example of (a-b) Butterfly topology with suboptimal input selection, (c) SwInt network for GLB to MAC chiplets communication, (d) SwInt
network for MAC to GLB chiplets communication, and (e) Benes topology. Orange switches are removed compared to a typical Butterfly/Benes topology.
Red switches suffer from blocking.

However, the bandwidth between the GLB and MAC
chiplets, and vice versa, may be constrained by the maximum
bandwidth of the GLB or the chiplet-to-interposer bandwidth.
Factors such as the large area and cost of microbumps in-
fluence this limitation. To optimize SwInt’s performance, we
fine-tune the number of switch inputs and outputs based on
these bandwidth constraints.

BGLB represents the upper limit imposed by the system
configuration and hardware capabilities. By considering the
maximum bandwidth of the GLB and the chiplet-to-interposer
bandwidth, we adjust our design parameters to ensure efficient
data transfer and maintain optimal performance within the
given hardware constraints.

There are two factors considered in the SwInt topology to
minimize blocking scenarios in comparison with the original
Butterfly: 1) input swapping and 2) input selection. The input
swapping essentially explores various input combinations to
establish connections to outputs without causing blockages.
This process incurs no performance overhead as all input lines
connect to the same source. In Section III-D, we will delve
into our offline routing algorithm, which seeks to minimize
blocking by evaluating different input swapping options. The
input selection technique identifies the input combination that
minimizes blocking. Fig. 5 shows examples of how SwInt
reduces blocking with better input selection. In Fig. 5(a),
blocking occurs when considering R0 and R1 due to conflicts
in switch cells (red switch cells), while in Fig. 5(b), blocking
arises when routing R0 and R2. However, in Fig. 5(c), SwInt’s
input selection technique is employed, rendering this topology
example non-blocking. Our designed algorithm, shown in
Algorithm 1, automatically selects the optimized inputs for
various combinations of switch sizes and input numbers.
Please note that in Fig. 5(d), our switch network supports
communication from MAC chiplets to GLB chiplets, akin to
the GLB-to-MAC communication but with fewer output links
to GLB chiplets. Similarly, Algorithm 2 shows selecting the

optimized output of the MAC-to-GLB network. The size of
these two networks may vary depending on the bandwidth
requirements dictated by the accelerator dataflow.

Algorithm 1 Input selection to generate GLB-MAC SwInt
topology

Con listi: List of connected inputs to the GLB
LGLBi : Optical communication line from GLB
LSW : Communication lines of Butterfly = Number of gateways
L← 0
while Length of Con listi < LGLBi do

for i in range LSW do
if i not in Con listi & length of Con listi < LGLBi then

if i%(LSW /(2L)) == 0 then
Add i to Con listi

end if
end if
L← L+ 1

end for
end while

Algorithm 2 Output selection to generate MAC-GLB SwInt
topology

Con listo: List of connected outputs to the GLB
LGLBo : Optical communication line to GLB
LSW : Communication lines of Butterfly = Number of gateways
L← 0
while Length of Con listo < LGLBo do

for o in range LSW do
if o not in Con listo & length of Con listo < LGLBo

then
if o%(LSW /(2L)) == 0 then

Add o to Con listo
end if

end if
L← L+ 1

end for
end while
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Figure 6. Illustration of input swapping technique. Conflict resolution example
using I0 and I2 instead of I0 and I1.

D. Routing Strategies and Optimization in SWInt

Switch configuration for routing from inputs to outputs can
be accomplished through online or offline methods. The online
configuration offers flexibility to adapt to various applications
but can become complex, especially for large-scale switches,
even though the butterfly switch uses straightforward routing.
Fortunately, ML applications typically feature predictable and
predefined dataflow communication patterns. In SwInt, we
have chosen to implement offline routing analysis, where we
optimize switch configurations in advance and store them in a
configuration table. During runtime, the switch configuration
controller employs this table to configure the switch according
to the dataflow. It is worth noting that we plan to explore
the development of an online configuration controller for
SwInt in future work, extending its versatility to support a
broader range of applications. Our offline routing algorithms
explore potential combinations of simultaneous outputs within
the communication tasks of accelerator dataflow. We refer to
Fig. 6 as an example to explain the input swapping technique
during the read operation (either fetching input activations or
weights). When MAC chiplets are reading data from the GLB
chiplet, switch conflicts might arise, leading to blocking of
requests. For instance, consider a scenario where two MAC
chiplets connected to O2 and O3 simultaneously attempt to
read from the GLB. If I0 and I1 are used to transfer data
from the GLB to the MAC chiplets, conflicts within the
switch cells can result in blocking. However, by using I0
and I2 instead, the data can be sent without any conflict,
through R0 and R2 paths, therefore avoiding the blocking
scenario through the input swapping. Once a non-blocking
configuration is successfully identified, considering the input
swapping technique, it is recorded in the configuration table.
In cases where the algorithm cannot find a non-blocking
configuration for a particular combination, it is marked for
further processing, with outputs being handled one at a time,
although our evaluation in Section V-B shows no blocking
even with a high GLB chiplet bandwidth.

E. Multicast and Broadcast Capabilities in SWInt

To enable multicast and broadcast functionality within our
SiPh switch, we introduce a new state for our switch cell
(our device design of the MZI is elaborated in Section IV).
In addition to the Cross and Bar states, traditionally used in
optical switches for unicast communication, this new state,
called Divide state, allows the input signal to be split between

O0

GLB chiplet

O1

O2

O3

O4

O5

O6

O7

I0

I1

I2

Laser

Active splitter

Passive 
splitter

Figure 7. An example of a broadcast in SwInt, achieved using the Divide
state in the MZI switch.

Cross and Bar outputs. This Divide state empowers the switch
to direct data to multiple intended outputs concurrently. As
depicted in Fig. 7, several switches can be configured in a tree-
like pattern, efficiently splitting input data to all the designated
destinations. However, to support the receivers adequately, the
laser power of the input line needs to be increased. To achieve
this, we incorporate an MZI at the input of the first line,
serving as an active splitter. This active splitter directs the
entire input power of the laser to this line, ensuring sufficient
power for all intended receivers. Proper tuning of the laser
power is also essential to achieve optimized power in this
multicast and broadcast configuration. Algorithm 3 outlines
the procedure for managing the SwInt interposer network. The
splitting ratio in the split state is:

RS =
1

LGLB − 1
, (5)

For instance, considering LGLB to be 5 lines, a splitting
ratio of 0.25 should be used.

Algorithm 3 SwInt network management procedure
for All communication tasks in the dataflow do

if Broadcast or multicast then
Laser power ← Multicast power (∝ number of readers)
Switches of the broadcast path ← Divide state (50:50)
Tunable splitter ← Split state (RS)

else
Laser power ← Unicast power
Tunable splitter ← Bar state
Switch is configured according to the configuration table

end if
end for

Our design allocates the switch exclusively to broadcast
operations, eliminating the possibility of unicast transmissions
during broadcast states. Therefore, all switch cells along the
tree path from input to output are in the split state, as illustrated
in Fig. 7, effectively preventing any blocking. This approach
contrasts with broadcasting via multiple unicasts, which may
either introduce latency overhead to circumvent blocking or
heighten the likelihood of blocking.

IV. DESIGN AND EVALUATION OF SWINT’S DEVICES

A. MZS Design and Optimization

MZI-based switches (MZS) are one of the most well-known
and extensively used devices for optical switching. An MZI
switch consists of two 3-dB couplers that are connected to
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each other by two waveguide arms. By tuning the phase of
either of the arms, the MZI can operate as a switch to route
either of the two inputs to either of the two outputs. The
2×2 couplers in the MZI structure are the main source of
wavelength dependency and can be realized through multi-
mode interference (MMI) couplers since they have higher
fabrication tolerance compared to directional couplers and
can provide a more uniform 50:50 splitting ratio over the C-
band(1.53 ∼ 1.56 µm) the fundamentals of MMI operation
further discussed in details in [23]. Fig. 8(a) showcases our
MZS structure. In this design, by doping silicon to form p-n
junctions and applying a voltage across the junction, carriers
(electrons and holes) can be either injected into or depleted
from the silicon waveguide region. This process changes the
carrier concentration in the silicon, which in turn modifies its
refractive index through the plasma dispersion effect causing
the light traveling through the injected region to experience a
different optical path length compared to the light in the non-
injected arm. This difference in optical path length leads to
a phase shift, altering the interference pattern when the light
waves are recombined at the output, and thereby modulating
the output signal. Fig. 8(b,c) demonstrates an adiabatic mi-
croring resonator that is discussed in the following section.

Fig. 9(a-c) shows three different states of the MZS. In
Fig. 9(a), the MZS is in the default Cross state, and that light
is switched to the opposite output port. Fig. 9(b) shows the Bar
state of the switch where light exits through the same output
port as it would by inducing a π phase shift. Fig. 9(c) shows a
50/50 dividing state where the light is evenly split between the
two output ports, achieved by precise interference via inducing
a π/2 phase shift. The intricate manipulation and control over
these states are managed by optical network controllers [24].

MMI coupler operations are based on multimode interfer-
ence, where, at specific lengths (LMMI) and widths (WMMI)
of the MMI, the optical power can be equally divided be-
tween the two outputs [23]. Unlike traditional design methods
that proceed from known design parameters to performance
outcomes, we employed an inverse design approach for the
MMI coupler. This method involves specifying the desired
outcome—in our case, the maximization of the figure of merit
(FOM)—and using computational algorithms to determine the
optimal physical parameters (e.g., LMMI, WMMI) to achieve that
outcome. Inverse design is crucial for our project because it
enables the exploration of a broader design space, potentially
uncovering innovative configurations that traditional methods
might overlook. This approach is particularly beneficial for
enhancing the performance of the MMI coupler, as it sys-
tematically identifies the design parameters that optimize the
FOM, defined by:

FOM = −(|(TCross − 0.5)|+ |(TBar − 0.5)|) (6)

using a particle swarm optimization (PSO) technique and
using Lumerical FDTD simulation where the TCross and
TBar are the transmission of the Cross and Bar outputs of
the MMI coupler. For better mode matching between the
input waveguides and the MMI modes, the input waveguides
are connected to the MMI structure using tapers, and their

geometry is defined by:

w(x) = α(L− x)m + w2. (7)

In this equation, m determines the curvature of the taper
and α = (w1 − w2)/L

m. Here, w1 and w2 denote the
widths of the waveguides at the start and end of the taper
section, respectively, while L represents the taper’s length.
The optimized dimension for the 2× 2 MMI is calculated to
be: LMMI = 17.1µm, WMMI = 2.2µm, LTaper = 4.37µm
where L and W representing the length and width (see
Fig. 8(a)), and the optimum values for parameters in Equation
7 are m = 1.75, w1 = 500 nm, w2 = 1.08µm , gap = 680 nm.
We used Lumerical FDTD and DEVICE simulation tools to
design and optimize our optical devices. Simulations showed
a worst-case transmission loss of a single MMI coupler with
these specifications to be 0.02 dB with a power splitting
imbalance of less than 0.14 dB over the entire C-band. The
designed MZI based on this MMI coupler can achieve a worst-
case low loss of 0.12 dB in the Cross state and 0.5 dB in the
Bar state using the electro-optical (E-O) tuning method [21].
The lengths of the MZI arms are considered to be 200 µm
and the Vπ is calculated to be 1.3V with a switching time of
5.7ns.

To validate our design, we fabricated our shape-optimized
MMI couplers through Applied Nanotools Inc. (ANT) foundry
utilizing their 220 nm silicon-on-insulator (SOI) technology.
The fabrication process was meticulously planned and ex-
ecuted to ensure that the MMI couplers adhered to our
precise design specifications, optimizing their performance
capabilities. The collected fabrication results from the MMI
couplers show a wide band response over the C-band and the
measured insertion loss for the central wavelength of operation
is calculated to be 0.17 dB. The measured response of the
fabricated device is shown in Fig. 10(a) over the C-band cen-
tral wavelength. It can be observed that the best performance
of the MMI is achieved around 1550 nm where the device
is optimized and the least power imbalance happens at the
same wavelength range. However, the shape optimization of
the MMI could provide an outstanding imbalance between
the two channels over a wide range of wavelengths. Further
comparative analysis among the various fabricated devices
was performed to ascertain the consistency and reliability of
our MMI designs. A focal point of this evaluation was the
determination of the maximum tolerance for power imbalance
between the two outputs of the MMI. In our MZS, the MMI
couplers are designed to provide evenly distributed outputs.
However, any imbalance between these outputs can introduce
crosstalk, potentially affecting the performance of the device.
Our experimental findings indicated an average maximum
imbalance tolerance of <0.5 dB as depicted in Fig.10(b),
underscoring the robustness and precision of our design in
maintaining uniform output levels under fabrication variations.

This crosstalk resulting from the power imbalance of our
optimized MMI is more pronounced as the systems get larger.
However, since the number of stages does not increase linearly
and our device optimizations have minimized the imbalance,
the total loss due to imbalance does not introduce a large
overhead to the laser power. In Fig. 11, we show the imbalance
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effect of the ”Divide” state on the scalability of broadcasting.
In this figure, the total loss imposed by imbalance is compared
as the size of the switch increases, and it can be seen that
it does not increase linearly. Moreover, the introduction of
the ’Divide’ state in the MZI switch, allowing for simultane-
ous transmission to multiple outputs, enhances broadcasting
capabilities in an energy-efficient manner as discussed in
section V-B
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B. Micro Ring Resonator Design and Optimization

MRRs find extensive application in diverse fields, including
filtering, switching, and modulation. Nevertheless, conven-
tional MRR designs are susceptible to process variations,
which can unexpectedly shift their resonance frequencies.
Addressing these deviations necessitates corrective measures
that, unfortunately, come at the expense of increased power
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Figure 11. Power imbalance effect of the ”Divide” state on the scalability of
broadcasting.

consumption and more complex system designs. To overcome
these challenges, [25] has designed adiabatic structures to
improve the MRRs tolerance toward fabrication errors result-
ing in smaller resonance wavelength shift per ring (∆λR)
(see Fig. 8(b)). Adiabatic microring resonators (AMRs) offer
significant advantages over traditional microring resonators
due to their unique design and operational principles. By
incorporating an interior wall design, AMRs effectively cut off
higher-order modes that are conventional designs. This design
feature ensures that only the lowest-order radial mode prop-
agates, eliminating the adverse effects of higher-order radial
modes [26]. Besides, AMRs demonstrate a wide, uncorrupted
FSR that is beneficial for applications requiring a broad optical
bandwidth.

To enhance our understanding and validation of AMRs,
we conducted a comprehensive analysis that included both
simulations and experimental fabrication. The device, as de-
picted in Fig. 8(c), revealed a drop loss of 0.5 dB, attributable
to additional losses encountered during testing, whereas our
simulations predicted a slightly lower loss of 0.3 dB. The
dimensions of the waveguide widths denoted as wr1 and wr2

and illustrated in Fig. 8(b), were carefully chosen to be 500 nm
and 850 nm, respectively. Moreover, the design incorporated
a waveguide-ring gap of 100 nm, and the ring itself featured
a radius of 10µm. This strategic configuration resulted in
a significant enhancement in power efficiency within the
switching interface (SwInt) per MRR, demonstrating a 50%
reduction in the average wavelength shift (∆λR). This strategic
optimization notably influences the tuning power required
for adjusting the resonant frequencies of the rings, leading
to enhanced energy efficiency during device calibration [24].
Tuning in this context refers to the precise adjustment of the
resonant frequencies of the AMRs to match specific wave-
lengths, optimizing the device’s performance. Furthermore,
our AMR design achieved a FSR of 9.9 nm, complemented
by a channel spacing of 0.62 nm across 16 wavelengths, as
detailed in Section V-A. This meticulous design ensured that
the average Through-port loss per AMR was maintained at
a remarkably low level of 0.02 dB, thereby illustrating the
efficiency and effectiveness of our AMR in optical signal
processing applications.

V. SWINT’S ARCHITECTURE EVALUATION

A. Simulation Setup

We conduct a comprehensive comparison involving SwInt
against SiPh interposer networks tailored for ML acceler-
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Table I
SIMULATION SETUP.

Modulation freq. 12 GHz [12] MAC chiplets 8
Wavelengths 16 [17] MACs per Gateway 4
PD sensitivity 9 dBm [27] PEs per chiplet 16 [2]
Bending loss (90◦) 0.01 dB [28] Data resolution 8 bits [2]
Coupler loss 4.55 dB [29] Vector MAC Width 8 [2]
Y-splitter loss 0.2 dB [4] Vector MACs (per PE) 8
Laser efficiency 10% Weight(per PE) 32 KiB [2]
Gateway freq. 2 GHz Input buffer(per PE) 8 KiB [2]
Gateways 4 (per chiplet) Output buffer(per PE) 3 KiB [2]
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Figure 12. Power analysis: (a) Unicast state, and (b) Broadcast state. White
portion in SPACX and SwInt shows power saving.

ation: SPRINT [5] and SPACX [4]. Our analysis encom-
passes a range of neural network models, employing Ten-
sorflow 2.13.0 alongside Qkeras for model representation.
We evaluate six DNN models for the ImageNet dataset, in-
cluding DenseNet121, EfficientNetB0, LeNet5, MobileNetV2,
ResNet50, and VGG16. To ensure consistency, we adhere to
a weight stationary dataflow paradigm, where weights remain
within vector MAC registers, facilitating reuse across iterations
[2]. Our power modeling aligns with the approach described
in [30] for laser power estimation and assumed thermo-optic
tuning [28] for trimming power considerations. We considered
the power model and parameters used in [17] for Electrical-
to-Optical (E-O) and Optical-to-Electrical (O-E) conversions.
Our latency and energy modelings also align with the analysis
principles of MAESTRO [31].

Our chiplet design closely resembles that of Simba [2],
featuring sixteen MAC PEs per chiplet. However, in contrast
to Simba’s utilization of an electronic network-on-chip (NoC),
we assume four gateways per chiplet. Four PEs are connected
to a router and the router is connected to a gateway, facilitating
communication through the SiPh interposer network.

Furthermore, we opt for SRAM technology with size 13
MiB for the Global Buffer (GLB) in line with [3]. Addition-
ally, we set a maximum chiplet-interposer bandwidth of 100
GB/s per chiplet, a constraint determined by the microbump
area [2]. For more details on our simulation setup and mod-
eling parameters, please refer to the summary provided in
Table I. Please note that the parameters of the devices extracted
from our evaluation in Section IV are not re-reported in the
Table.

B. Simulation Results

In Fig. 12, we analyze SwInt’s power consumption in com-
parison to other SiPh interposer networks. SwInt demonstrates
a significant improvement in power efficiency compared to
SPRINT [5] and SPACX [4], primarily attributable to its
remarkable reduction in laser power requirements. The lower
laser power intensity requirement is due to the fact that the
optical signal generated from the laser does not pass through
many writers/readers. SPRINT relies on individual photonic
links for each Reader, resulting in the incorporation of numer-
ous MRR modulators. Consequently, SPRINT consumes more
power for trimming processes compared to SPACX, while
SwInt maintains a small trimming power since the number
of MRRs are minimized to match the switch bandwidth with
the system bandwidth (see equation 4). As mentioned earlier,
we employ thermo-optic tuning for trimming, leveraging its
broader tuning range [28]. Trimming serves to address thermal
and process variations. Each MR filter/modulator undergoes
analysis to ensure frequency resonance accuracy. If any devi-
ation occurs due to process or thermal factors, tuning circuits
apply voltage to heaters to adjust the MR frequency and
align it with the expected frequency. In architectures such
as SPACX, SPRINT, and SwInt, trimming power correlates
with the number of filters and modulators. Consequently,
both SPACX and SwInt encounter similar trimming power
requirements, whereas SPRINT necessitates additional trim-
ming power due to its greater number of modulators and filters
supporting SWSR communication.

As depicted in Fig. 12(b), in the broadcast state, bus-
based architectures (e.g., SPRINT and SPACX) consume more
laser power due to inefficient broadcasting. As discussed in
Section III-B, achieving broadcast in bus-based architectures
requires precise tuning of filters to receive a portion of the
signal and pass the rest to other receivers. However, accurate
tuning of filters is affected by process variations of MRRs.
Consequently, laser power must be increased to compensate
for this variability, resulting in power inefficiency in broadcast-
ing for bus-based architectures. To ensure a fair comparison
with bus-based architectures, we assume an accurate tuning
with 99% accuracy according to [32]. In this analysis, we also
considered the imbalanced signal division in the MZI divide
state of SwInt. This resulted in a 0.5 dB loss for the worst-
case imbalance between the two MZI outputs at each stage,
as determined by our device-level analysis of the fabricated
MMIs. The white portions in Fig. 12 represent power savings,
where SwInt demonstrates significant power improvement of
62% in the unicast state and 64% in the broadcast state
compared to the SPRINT architecture.

As shown in Fig. 13(a) SwInt introduces only a minor
increase in latency when compared to SPRINT, primarily due
to the switch reconfiguration delay. We use the first two letters
of the DNN models in the figure. On average, the latency
is 7.3% higher than SPRINT and 74.2% lower than SPACX.
Also, we estimated the footprint of the SwInt switch, according
to our MZS design, which is 0.8mm2 (13.3% of our chiplet
size).

In Fig. 13(b), we present our energy efficiency results. On
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Figure 14. Analyse blocking instances of Butterfly in comparison with SwInt. (a) 4 chiplets, (b) 8 chiplets, and (c) 12 chiplets.

average, SwInt achieves an impressive 87.6% reduction in
energy consumption compared to SPACX and a substantial
59.7% reduction compared to SPRINT. This significant energy
efficiency can be attributed to SwInt’s streamlined network
architecture. SwInt significantly improves power consumption
while introducing only a minimal latency, resulting in mini-
mized energy consumption. Additionally, its efficient broad-
cast approach, combined with dynamic laser power manage-
ment, further enhances energy efficiency. SwInt optimizes net-
work topology ensuring that the interposer network’s offered
bandwidth aligns with the system’s bandwidth requirements.
Scalability analysis is also presented in Fig. 13(c), demon-
strating a substantial increase in energy efficiency for SwInt
as the number of chiplets scales from 8 to 12. This finding
underscores the scalability of SwInt’s design for future large-
scale accelerators.

In Fig. 14, we compare the blocking instances between
Butterfly and SwInt. This analysis includes the average number
of blocking instances with varying GLB chiplet bandwidth
and the number of MAC chiplets. In the experimental setup,
we aimed to provide a comprehensive analysis of blocking
in our switch application, considering various communication
scenarios. While specific dataflows or models may result in
lower blocking, we addressed the most pessimistic scenario
for robustness. To achieve this, we conducted an exhaustive
search across approximately 1000 random communication
patterns, calculating the average blocking observed. This ap-
proach allows us to present a generalized view of the switch’s
performance, avoiding potential under-representation of worst-
case scenarios.

As can be observed, SwInt (which uses both input selection
and input swapping) offers a significant improvement over
Butterfly (no blocking in all cases), effectively removing

blocking instances. In the SwInt without swapping scenario,
where only input selection is used, blocking instances still oc-
cur, but they are notably reduced compared to Butterfly. SwInt
without swapping is suitable when aiming to use online routing
for switch configuration, reducing complexity. However, in
our study, we focus on offline routing, where the swapping
technique does not introduce any additional overhead to the
configuration process.

Although SPRINT and SPACX do not require switches
and do not impose the area overhead of switches on the
interposer, as we showed they are not scalable in terms of
energy efficiency. Based on our designed MZS, we estimated
the size of SwInt’s switches to be 1.2 mm2 each. Considering
one switch for GLB-to-MAC communication and one for
MAC-to-GLB communication, the total area is 2.4 mm2. We
also estimated the size of the interposer to be 192 mm2, so
the switch area is small compared to the interposer (1.25% of
the interposer area).

VI. SWINT WITH BUS INTEGRATION

A. Switch-based and bus-based architectures

In advocating for the adoption of a switch-based network
architecture in the preceding sections, it is essential to ac-
knowledge that the choice between switch-based and bus-
based architectures is context-dependent. While our proposal
emphasizes the advantages of a switch-based network for effi-
cient silicon photonic interposers, with increased Wavelength
WDM degrees and a large number of MAC chiplets, it is
prudent to recognize scenarios where a bus-based may offer
more practical solutions.

In small-scale systems, the simplicity and lower overhead
of bus-based communication system might outweigh the com-
plexities associated with a switch-based alternative. The re-
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Figure 15. SwInt with Bus, with 2 readers at each output (B = 2).

duced hardware requirements and streamlined communication
paths can make bus-based architectures a more cost-effective
and straightforward solution for such small systems.

Similarly, in instances where the WDM degree is limited,
and the overall network complexity is constrained, a bus-based
architecture may be a viable choice. The simplicity of bus-
based communication can be advantageous when dealing with
scenarios where the benefits of a switch-based network may
not be fully realized.

B. SwInt with Bus Integration: Design Trade-offs

As shown in Fig. 15, a hybrid architecture can be used
for a small-scale network or with a limited WDM degree,
where a bus is employed at each port of the switch. This
strategic augmentation provides enhanced flexibility, allowing
for multiple readers at the output of GLB to MAC switch or
several writers at the input of the MAC to GLB switch. In this
case, the number of switch stages is reduced. Considering B
as the number of readers on each switch output, the number
of switch stages is

NSButB = ⌈log2 N/B⌉ (8)

A smaller number of switch stages results in smaller switch
loss (see Equation 3). However, since there are more filters on
each output of the switch, losses on microrings increase, which
increases laser power. Therefore, depending on the number of
wavelengths and number of readers, the optimum architecture
may require a different number of readers on each output
of the switch. In Fig. 16(a), we compare laser power for
different numbers of wavelengths with varying numbers of
readers on each switch output. Since laser power dominates
the total power of the system (see Fig. 12), minimizing
it aids in reducing the overall power consumption. In this
analysis, the total number of readers is sixteen. For more than
four wavelengths, one reader at each output is the optimum
architecture (initial SwInt design). However, in the case of
four wavelengths, two readers on each output are optimum,
while for the two-wavelength case, having sixteen readers
on each output, i.e., removing the switch and having a bus
architecture, is preferable. As a result, using a bus on switch
outputs is efficient only when the number of wavelengths is
small, whereas when the number of wavelengths exceeds four,
a pure switch architecture is recommended.

However, reducing the number of readers on switch outputs
increases switch size, which can potentially increase area over-
head and reconfiguration latency. Therefore, in Fig. 16(b), we
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Figure 16. Exploring optimal B (number of readers at each output of SwInt)
in SwInt with Bus design under different numbers of wavelengths.

explore the number of switch stages under different numbers of
readers on each switch output. As can be seen, increasing the
number of readers on each output (B) decreases the number
of switch stages. However, considering the latency and area
overhead, the advantage of having a larger switch under a
high-bandwidth network with a large number of wavelengths is
beneficial. The reason is that, as mentioned in the last section,
the switch size is small compared to the size of the interposer.
Moreover, since the switch cells can be configured in parallel,
the switch size does not significantly affect the reconfiguration
time. We further evaluated the configuration controller of
SwInt’s switches by implementing it in Verilog and analyzing
it using Cadence Genus under 15 nm technology. Our analysis
indicates that for all the switch sizes shown in the figure,
the configuration decision can be made in a single cycle at
2 GHz frequency. Therefore, as demonstrated in Fig. 16(c),
the switch does not impose a high latency compared to its
power efficiency benefits.

VII. CONCLUSION

This paper proposed an innovative SiPh interposer network
architecture for large-scale ML accelerators. We developed an
energy efficient Butterfly-based interposer network topology
to minimize switch stages while preventing blocking. Our
architecture improved energy efficiency by 59.7% on average,
by utilizing a low loss switch with an efficient broadcast tech-
nique. SwInt’s MZI-based switch also significantly reduces
laser power consumption. We introduced a new “divide” state
for our fabricated MZIs alongside existing Cross and Bar
states to facilitate our energy-efficient broadcast communica-
tion designed to minimize laser power usage. Additionally, we
employ active splitters and dynamic laser power management
to tune laser power for both unicast and broadcast modes,
effectively reducing energy consumption. These innovations
offer a significant step forward in addressing the growing
demand for efficient ML accelerators, emphasizing the im-
portance of interposer communication in chiplet-based ML
accelerators.
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