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Abstract

Many animals learn cognitive maps of their environment - a simultaneous represen-
tation of context, experience, and position. Place cells in the hippocampus, named
for their explicit encoding of position, are believed to be a neural substrate of
these maps, with place cell "remapping" explaining how this system can represent
different contexts. Briefly, place cells alter their firing properties, or "remap", in
response to changes in experiential or sensory cues. Substantial sensory changes,
produced, e.g., by moving between environments, cause large subpopulations of
place cells to change their tuning entirely. While many studies have looked at the
physiological basis of remapping, we lack explicit calculations of how the contex-
tual capacity of the place cell system changes as a function of place field firing
properties. Here, we propose a geometric approach to understanding population
level activity of place cells. Using known firing field statistics, we investigate how
changes to place cell firing properties affect the distances between representations
of different environments within firing rate space. Using this approach, we find
that the number of contexts storable by the hippocampus grows exponentially with
the number of place cells, and calculate this exponent for environments of different
sizes. We identify a fundamental trade-off between high resolution encoding of
position and the number of storable contexts. This trade-off is tuned by place cell
width, which might explain the change in firing field scale along the dorsal-ventral
axis of the hippocampus. We demonstrate that clustering of place cells near likely
points of confusion, such as boundaries, increases the contextual capacity of the
place system within our framework and conclude by discussing how our geometric
approach could be extended to include other cell types and abstract spaces.

1 Introduction

Decades of experiments suggest that the mammalian hippocampus is crucial for the formation of
episodic memories and spatial navigation [1, 2, 3]. Neural recordings of rodents during active
navigation led to the discovery of place cells by John O’keefe [4], named for their spatially localized
firing patterns. These place cells were quickly theorized to be the substrate of the cognitive map - an
animal’s simultaneous and abstract representation of context, experience, and position [3, 5]. Further
experiments led to the discovery of remapping [6, 7, 8], during which place cells alter their firing
properties in response to changes in sensory and contextual cues. Large contextual changes lead to
global remapping, in which population level maps of activity appearing in different contexts are nearly
orthogonal, independent of correlations within an environment [9, 10]. Many have speculated that
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Figure 1: Place cell firing fields remap in one (A) and two (C) dimensions. (B) The maps f4, fB
of one dimensional contexts correspond to curves in neural population activity space, parametrized
by position. With constant Gaussian noise, we require that these curves be a distance 20(v/N + q)
apart in order to discriminate contexts. (D) The maps f4, f5 of two dimensional contexts correspond
to surfaces in activity space, parametrized by position in physical space. With activity dependent,
Poisson-like noise, firing patterns exponentially localize to characteristic ellipsoids. We require that
these thickened surfaces do not intersect in order to discriminate contexts.

the place cell system encodes context via global remapping and that this encoding scheme should be
able to store a large number of contexts [11, 12], but precise calculations backing these speculations
are lacking. Here, we analyze the geometry of hippocampal codes to approximate the capacity and
properties of context encoding by place cells.

We treat place cell population activity as a high dimensional space into which we can embed
contexts (Fig. 1 ,B). Since a large fraction of hippocampal neurons are place cells [13, 14], we
expect this activity space to have thousands of dimensions, depending on the species. While the
defining features that distinguish context are not fully known [6, 7, 8], we define it as a choice of
surrounding environment, as is often done in practice in experiments [9, 11, 15, 16, 17, 18, 19].
Embedding an environment in the firing rate space produces a neural manifold, with position on
the manifold corresponding to particular patterns of neural population activity that reflect location
in real space. Without noise, the dimensionality of this manifold matches the dimensions of the
encoded environment. For example, different linear tracks would be encoded as different 1D curves
embedded in the population activity space (Fig. 1B). In this geometric framework, the distance
between two manifolds indicates how differently the neural populations encode each environment
[20] (Fig. 1B); and if two manifolds do not overlap at any point, the underlying context can always be
determined without confusion. In the noiseless case, we expect that it is trivial to discriminate context
because pairs of very low dimensional manifolds are unlikely to overlap in such a high dimensional
space. Real neurons, however, will have noisy responses which "blur" our manifolds, giving them a
characteristic width around the noiseless, low dimensional embedding of an environment. As such,
our criterion for separability of contexts requires that these thickened manifolds for each context do
not overlap extensively in rate space (Fig. 1D). We consider two models of neuronal noise for our rate
based neurons: one in which noise is additive and constant, and a second in which noise is additive,
but with variance scaling with neural activity. The latter mirrors an underlying Poisson-like process
of spike generation that is often assumed for hippocampal neurons. We investigate the effect of these
different noise models on pairwise overlap, and from this extrapolate the probability that multiple
contexts are discriminable.

When the number of neurons N is large, these manifolds grow far apart, and are more easily distin-
guished. In weak to moderate noise regimes, we find that the number of contexts that can be stored
by a place-like coding scheme grows exponentially in N, even when we enforce strict requirements
that the system can discriminate between contexts at any position within an environment. We further
find that place cell width tunes both the ability to decode local position and the typical distance
between contextual manifolds. Large place cell widths generate greater overlap between firing
fields, which in turn increases discriminability between contexts. Conversely, small place cell widths
increase the spatial resolution of encodings, but decrease the separability of contextual manifolds.
This leads to a fundamental trade-off between decoding context and local position. We propose that
this trade-off accounts for the observed change in firing field width across the dorsal-ventral axis
in the rodent hippocampus, and predict that selective inhibition along the hippocampus will lead to



different types of memory impairment for spatial tasks, consistent with existing experimental evidence
[21, 22,23, 24, 25, 26]. Finally, we find that when fields are uniformly distributed, confusion between
contexts is most likely to occur near boundaries. This effect can be compensated for by biasing the
density of place field centers towards the boundary, recreating a known feature of rodent place coding
[27, 28]. We predict that the observed place cell clustering near boundaries allows the place system
to segregate different contexts with greater efficiency, and the extent of this clustering is additionally
a function of cell location along the ventral-dorsal axis.

1.1 Model Description

We consider a population of IV place cells, indexed by j, with activity described by a population
activity vector 7. We treat this vector as a random variable that depends both on context (A), and
position within a context (x 4). We consider physical environments in one or two dimensions, as this
is common experimentally, so that x 4 is either a one or two dimensional vector describing location.
Each context A is equipped with a place map f 4, which defines the tuning of each neuron when the
animal is within A. That is, f4 sets the mean firing rate of each neuron, (r;(za, A)) = fa j(za).
Each map f4 can be viewed as an encoding for a particular context that embeds x 4 into a certain
set of population activity vectors * (Fig. 1A,B). We restrict our analysis to rate coding models of
population activity, where 7 represents population firing rates (rather than spike counts) and has
additive noise.

We assume that place maps are constructed stochastically for each environment, consistently with
known properties of place cells. Within an environment, each place cell has a; distinct firing fields,
where a; is drawn from a gamma-poisson distribution, following recent experimental observations in
rodents [29, 30], (Supplemental). For small environments (1-2 m), typical place cells have 0-2 firing
fields under these statistics, with greater recruitment as environment size increases. We give each
firing field a gaussian shape, and vary the widths parametrically. The tuning curve of each neuron is
then a sum of gaussians:

CLJ' 1 = = )
faj(za) = .1H2+Cj7AZi:eXp—W(xA — fia) 1)

For simplicity, the normalization C} 4 is chosen so that all neurons have a baseline firing rate of
.1H z, and a maximum firing rate of 30H z in environments in which they are active.

With additive noise, neural activity is given by r;(z 4, A) = fa j(xa) + &;. We consider two noise
model. In the first, £ is gaussian distributed, and noise is not correlated between place cells, so
that £ ~ N(0, 02I). Note that o2 is the variance in noise magnitude and thus has units of H22. In
the second model, we scale the noise variance of each place cell with activity to match underlying
Poisson-like statistics associated with spike generation. In this case, §; ~ N (0, ¢fa,;(z4)). Here,
¢ is a dispersion coefficient that sets how noisy the place system is, and has units of Hz. We
can write our two models of place cell activity as 7 (x4, A) ~ N (fa(za),0%l) and 7#(x 4, A) ~
N(fa(za), pdiag[fa(x4)]), respectively. Additive noise can generate negative firing rates, and so
we rectify all negative firing rates to O Hz.

2 Results

2.1 Place Coding Can Store Exponentially Many Contexts

With the above model in hand, we sought to explore the context coding capacity of the place cell
network. To do so, we first defined what it means to discriminate two contexts A and B. In our
formulation, fa(x4) and fp(zp) define two manifolds in the space of neural activity (Fig. 1).
Without noise, if these two manifolds do not intersect, then the firing patterns that arise in each
environment are unique to that environment. In this case, both position and context can be uniquely
determined from population activity, and so the contexts A and B are discriminable so long as f
and fp do not intersect. For the moment, we disregard considerations of computational complexity
required for manifold discrimination, such as requiring linear separability as in [31, 32].

When there is no noise, there is a very low probability that the surfaces defined by f4 and fp intersect
at any point in our high-dimensional firing rate space, and the intersection criterion is trivial to fulfil.



The introduction of noise gives the manifolds defined by f4 and fp a characteristic width, whose

scale and geometry depends on the nature of the noise. In the model where noise variance o is

constant, the characteristic manifold width scales like v/ N when N is sufficiently large. This is due
to a well known characteristic of gaussians in high dimensions, in which normal distributions have
the majority of their mass sitting near a thin annulus of radius ov/N [33, 34] (Supplemental). That
is, the probability density for the radius of vectors pulled from high dimensional spherical gaussians
peaks at o/, and falls off exponentially away from this shell as pr(cv/N +qo) =~ pr(cvV' N )e“IZ.
For example, when ¢ = 2 this leads an approximate four e-fold decrease in the probability density,
so that the majority of the probability mass (> 99% for large N) is within a radius of o/ N + ¢o.
Importantly, this exponential fall off is independent of NV, and so the width of the annulus is of order
1 in N. In the rate dependent noise model, we instead get a probability mass that is exponentially
localized to an ellipsoid with major axes whose lengths depend on firing rates, \/ N % (z4).

We would then like a way to determine the effect of both noise models on manifold overlap, and by
extension, decrease in context discriminability. We solve this problem geometrically. For the rate
independent (gaussian) noise model, the manifold f(z4) acquires a width of o(v/N + ¢) in every
direction. Here, ¢ accounts for the non-zero width of the noise annulus. In any case, our condition
that two contexts A and B be distinguishable then becomes a requirement that the minimum distance
between fa(x4) and fp(zp) in rate space overcomes this width set by noise (Fig. 1C):

min d(fa(a). falep)) > 20(VN +0) @
The manifold width acquired from the rate dependent (Poisson-like) noise model will vary in each
direction of the firing rate space with the neural firing rate. Intuitively, we can think of this widening
of the manifold as placing an ellipsoid at each point along our manifold, with principle axes set
by the firing rates of each neuron (Fig. 1D). We then check if our thickened manifolds overlap.
Unlike the case with constant noise, where it sufficed to check that the distance between points
between different manifolds is greater than the minimum distance set by noise, we must check that the
ellipsoids centered at f4(z4) and fp(zp) do not overlap for any pair x4, 5 on the two manifolds.
For ellipsoids with centers jis = fa(x ) and fip = fp(xp) and covariances ¥ 4 and ¥ 5, we can
define the set:

Es = {s(F"— ia)"Sa(F — fia) + (1 = 8)(F — fip) " Sp(F ~ jip) < 1} (€)

Here, s € [0,1]. For s = 0 or s = 1, this set describes the interior of the ellipsoid centered at i 4
or jip, respectively, and varying s interpolates between the two. For other values of s, &, is either
empty, a single point, or the interior of an ellipse. We also note that, for any s, the intersection of the
two ellipsoids is always contained in &, and so if there is an s for which this set disappears, then the
two ellipsoids do not intersect [35]. We can rewrite £, as

Es = {(F — fis) " (7 — fIs) < K(s)} @

where ¥y = sX4 + (1 — s)Xp and jis = X (sSafiy + (1 — 8)Xpjip). Thus, the two ellipsoids
centered at ji4 and fip do not intersect if and only if K (s) is negative for some s € [0, 1]; i.e., &s is
empty for some s. As the centers of each ellipsoid are a function of position within their respective
contexts, we find that (Supplemental):
N . .

1 Z (fp(xp) = fi(za))? )
(VN +q)? 5 (155 fawa) + 5 fi(ap))
If for every pair x 4, g, there is an s for which this is negative, then our two thickened manifolds do

not intersect. As such, we let s*(x 4, ) minimize K (s,x 4,2 ) for each choice of x 4, z . To put
this condition in a similar form as equation (2), we define ¢*:

K(s,xa,25)=1—

i

(f5(zp) — fa(za))?
" (za,2) - (©6)
N 27: 1 s*(zA xB)fA(:EA) + s*(mi,aﬁB)fB(‘TB))
Our condition on K (s, x4, xp) can then be written in a similar form to the simpler noise model:
min N¢*(za,25) > (VN +0)* ™
TA,TB
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Figure 2: (A) The distributions for the minimum distance in rate space of ,,,;,, (Top) and the analogue
used for the rate dependent noise model, N ¢}, .. (Bottom), constructed from kernel density estimates.
At large N, these approach gaussian. Plots are for one dimensional rooms, with room length L = 1m
and firing field widths W = 1/3m. (B) The probability that two contexts are distinguishable as a
function of the number of neurons and at different noise levels, for the rate independent (Top) and
dependent (Bottom) noise models. (C) The logarithm of M (), the number of storable contexts as a

function of N, at Py; = .95% confidence. In black is the predicted large N scaling, vN + % In N.

Here, ¢ again accounts for the nonzero width of the noise annulus. For both models, the width of
the annulus ¢ is O(1) in N, and so makes no contribution to our final results at large N. Indeed, we
performed the numerical calculations for multiple values of ¢, and find that at large N our results are
unchanged. In generating our figures, we use ¢ = 2. Note that we are enforcing a very strict definition
of separability for both noise models. When separation between the two manifolds is greater than
the threshold distance, the probability of confusing the two contexts is vanishingly small. Less strict
conditions would still allow for good (in a practical sense) performance in context discrimination, but
our stricter definition engenders several advantages. First, the geometric approach we are using to
assess capacity allows us to easily generalize to more than two contexts. Second, it is important to be
as conservative as possible in capacity calculations and such strictness should prevent overestimation
of the number of decodable contexts. Finally, our approach avoids ceiling effects for changing
parameters of the model; that is, by making the task as hard as possible we can observe impacts of
changing different parameters on performance that would be hidden by performance plateaus on
easier tasks.

Having these pairwise separability conditions for two contexts, we then wanted to determine how
many contexts M are storable by the place cell system. To do so, we first replace our statements
for particular environments A and B with probabilistic statements for any pair of rooms A and B
generated at random. The probability that two rooms are distinguishable is then the probability that
the following pairwise separation conditions are true:

Constant Noise: P(2 Rooms are Separable) = P( min d(fa(z4), fz(z5)) > 20(VN +¢q)) (8)
TA,TB

Variable Noise: P(2 Rooms are Separable) = P( min N¢*(z4,25) > (VN + q)%¢) ©)
TA,TB
For notational convenience, we define d,,,, = ming, ., d(fa(za), fe(zp)) and ¢, =

ming , », ¢*(x4,zp). The probability that two rooms are distinguishable can then be written
in terms of distributions over these variables as:

20(vVN+q)
Constant Noise: P, =1 — / P(6min)ddmin (10)
0
d(VN+q)*
Variable Noise: Py = 1 — / P(N¢? . )NAD) i (11)
0
That is, we can determine P, as long as we can calculate the distributions P (i) and P(¢%; ).

These distributions approach normal distributions for large N (Fig. 2A, Supplemental). We use



numerical methods to find the mean and variance of these distributions. That is, we generate
many pairs of rooms with unique place maps for each room and then reconstruct these underlying
distributions using normalized Kernel Density Estimation (KDE) while varying the value of IV (the
number of neurons). Finally we can use these reconstructed distributions to calculate P> for both
noise models as a function of N and the strength of the noise (Fig. 2B).

Given the above, we can estimate the total number of storable contexts, M, of the place system as
a function of key parameters of the system. First, we determine how M scales with the number of
neurons N. Given the probability that any pair of rooms is distinguishable, we can estimate the
probability that M environments are distinguishable, Py, via a union bound:

%)

P(M rooms are distinguishable) = P(U;; rooms ¢ and j are distinguishable) < P2( (12)

In weak to moderate noise regimes, this inequality becomes approximately saturated (Supplemental).
M(M—1)
Thus, we have Pyy =~ P, 2 . To find the number of storable contexts given N neurons, M (N),
we can increase M until Py, falls below a desired confidence or allowable error, and call the M
where this occurs the number of storable contexts. For numerically derived values, we use Py; = .95,
but note that this only changes prefactors, and the scaling behaviour is independent of this choice.
M(M—1)

Equivalently, we can simply invert Py ~ P, 2  to find M(N) for a given confidence Py,
(Supplemental):

- log(P) 1 N 1/4 1/8\y YN
M(N)N\/Qlog(Pg(N))+4+l/2 (N2 4+ O(N®))e (13)
In the limit of a system dominated by noise, we can never meet our geometric constraints, and
M(N) = 1. However, if the noise is more reasonable, we find that M scales exponentially with N
for both noise models (Fig. 2C, Supplemental). Here, - is a constant that depends on firing field
widths, noise, and room geometry but, critically, is independent of N at large N. We can calculate ~
in terms of the distributions of §,,;, and N¢* . as (Supplemental):

7 2 V NVar[ ;knin]

2/ Var[dmin)
Here, 5 and ~y, refer to the exponents in the fixed noise model and variable noise model, respectively.
One can readily show that at large /V, the equations for gamma for both noise models will become
independent of N (Supplemental). In this large N regime, we can then characterize the number of
storable contexts solely using the mean and variance of the distributions P(d,,:,,) and P(N¢% ...).
We accordingly calculated the number of distinguishable contexts numerically, and compared with
the predicted large N behaviour (Fig. 2C), finding good agreement. Our results demonstrate that
place coding allows encoding of exponentially many contexts with an exponent controlled by the

amount of neuronal noise (Fig. 3).

¥s = ( )2 (14)

2.2 A Trade-off Between Spatial Specificity and Context Segregation

Realistic hippocampal place cells have tuning curves of varying widths. Indeed, across the dorso-
ventral axis of the hippocampus, place field widths can vary by nearly an order of magnitude [21, 24],
with ventral place cells having wider tuning than dorsal cells. As such, we next explored how
the exponent of the number of stored contexts 7y scales as a function of firing field width (Fig. 3,
Supplemental). To do so, we numerically reconstructed the distributions P(d,,4,) and P(N ¢ . )
for various place cell widths. In our model, increasing the widths of place field tunings starting from
small sizes generally leads to an increase in the distance between representations of environments.

That is because, especially in small environments, a relatively small number of place cells will show
place fields, and hence small place fields lead to sparse population activity, reducing the absolute
distance between firing vectors in different environments. Increasing place field widths increases
the average neuronal activity within an environment, thus pushing the encoding manifolds apart.
As a result, we expect larger fields to increase contextual capacity. In fact, in small environments
(1m — 4m), optimal context discrimination performance occurs with firing fields that are about the
size of the environment (Fig. 3). We can get a sense of why this happens as follows. Consider
smaller environments in which less than half of all place cells are active due to the Gamma-Poisson
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Figure 3: The calculated value of the exponential -y at large NV of equation (14), as a function of firing
field width and neuronal noise. The environments are 1m (A and B) and 1m? (C and D). (A and
C) represent the rate independent noise model (Gaussian), while (B and D) are the noise dependent
model (Poisson-like). White lines demarcate the transition into the non-separable regime. We find
better performance for the lower dimensional environments and the Poisson-like model. For larger
environments, smaller relative widths become preferable (Supplemental, Fig. 8).

statistics of place cell activation [29, 30]. When place cells have extremely large widths in this
regime, each neuron is either completely on or off within a given environment, and so each context
becomes associated with a random binary identifier, that will be unique with high probability. Thus
the environmental context can be read off simply by noting which place cells are active, although
there is no location resolution at all. By contrast, in larger rooms, most place cells will have at least
one firing field. So, although the sparse firing of narrow place fields makes it harder to discriminate
contexts based on their responses, the largest, environment-sized firing fields also become useless in
this case because essentially all cells will be active in every room (Supplemental). In either case, we
expect a tradeoff between the twin goals of context and location discrimination that depends directly
on place field size, and indirectly on environment size due to the gamma-poisson statistics used to
generate place field centers.

Tuning the firing field widths lets us explore the trade-off between two presumed objectives for
hippocampal function; encoding of position and encoding of multiple contexts. While wider fields
are generally better for context segregation, it is clear that they are not optimal for spatial specificity,
as wider fields result in less variation in population level firing between locations. Thus we expect a
trade-off between spatial information encoded within a context, and the ability to separate contexts,
tuned by the widths of place cell firing fields. To formalize this trade-off, we must determine how we
will explicitly characterize both spatial specificity and context segregation. To characterize spatial
specificity, we chose to utilize average decoding performance on decoding current position & from
the firing rates 7(x) of the place cell system. Naturally, good performance occurs when the decoded
position typically agrees with the true position, or ((Z — x)?)7, is small at most positions. To avoid
a particular choice of decoder, we invoke the Cramer-Rao bound, which lower bounds the covariance
of any estimator by the inverse Fisher Information:

(@ —2)(@&—2)" ) peie) 2T H(z) = (E(Val) @ (VD)) (15)
(& = 2)*) p(rja) = Tr[T7" ()] (16)

When x represents position in a one dimensional context, the inverse Fisher Information is a scalar. If
x is not one dimensional, then the inequality is a statement about the difference between the covariance
and the inverse of the Fisher Information being positive semi-definite, so that a bound on the mean
squared error can be found by taking a trace. In both noise models, the Fisher Information can be
calculated exactly in terms of the tunings of each neuron within an environment as (Supplemental):

We can now characterize spatial specificity by calculating the average spatial resolution by averaging
the Cramer-Rao bound with respect to both position and context. The objective for maximizing the
spatial resolution can be formalized by minimizing In{(Tr[Z~!(x)]),)a (Fig. 4A). Tuning firing
fields for high spatial resolution drives the firing field widths to a minimum set by the population size.
Clearly, this is at odds with the first objective for storing many contexts, which drives firing fields to
be larger. Here we find our anticipated firing field width trade-off between these two objectives. The
character of this trade-off depends on how we formalize an objective function with respect to firing
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Figure 4: (A) The Cramer Rao Bound for both noise models. (Top) represents the rate independent
model, while (Bottom) represents the rate dependent model. (B-C) The optimal width as a function
of the relative importance between the two objectives. Using In M to characterize context decoding
leads to a sharp change in the optimal width, while In P leads to a more gradual change. In both
cases, there is a trade-off between storing high resolution information and storing many contexts,
tuned by firing field width.

field width W. We consider two objective functions:

L1 = A—1)log(M(N,W)) + (1 = A\)log{({Tr[Z~"])z) a (18)
Ly = A(=1)log(Pa(N, W) + (1 = A) log((Tr[Z~"])2) a (19)

Here \ € [0, 1] interpolates between the two objectives by setting the relative importance of each,
N is the number of neurons, W is the width of the firing fields, P is the probability that 2 rooms
are separable given N and W, and M (N, W) is the number of storable contexts (see discussion
below eq. 12). As the relative importance shifts from a high contextual capacity to high contextual
resolution, the optimal firing field width shrinks to a minimum set by the averaged Cramer-Rao
bound. Such capacity-resolution trade-offs are consistent with those demonstrated in recurrent neural
networks [36]. For the first choice of objective function, the optimal width jumps abruptly as we vary
A (Fig. 4B). The second choice of objective function, on the other hand, strongly penalizes widths for
which context segregation becomes impossible, leading to a smooth transition of the optimal firing
field as we vary X (Fig. 4C). Regardless, we see the same clear trade-off between our two objectives
for each choice of formalization. This result suggests that the difference in field size across the
dorsal-ventral axis of the hippocampus may reflect a segregation of coding function by optimizing for
different objectives rather than just a gradient of spatial resolution as is commonly posited [17, 11].
This is also consistent with experimental evidence that dorsal hippocampus is largely recruited for
spatial tasks, while ventral hippocampus typically shapes contextual response [22, 23, 24, 25, 26].

2.3 Field Clustering near Boundaries improves Context Segregation

So far, we have assumed that the firing field centers are uniformly distributed. In reality, place cells
often drift near positions of interest and frequented locations, such as boundaries or rewards. If
place cells form a compressed representation of experience, then we can reasonably propose that the
density of place cells at a location should reflect an increased resolution for memory formation near
that location. This clustering could also have an effect on context separability. Indeed, we predict
that such clustering improves context segregation, and demonstrate that biasing place cells towards
the boundaries of contexts can improve the ability of the place system to discriminate between them.

A uniformly distributed place cell population will, in general, have less overlapping fields near the
boundaries of an environment. Since discrimination between contexts critically depends on the
overlap between place cell firing fields, this lack of density by the boundaries increases the probability
of confusion between contexts. This observation matches perceptual intuition. In the center of
environments, animals are able to reference distal cues as well as different proximal cues in the
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Figure 5: (A) An example surface swept out between distances in code space by positions z 4,2 g,
d(fa(xza), fe(xp)). We have analagous surfaces for the rate dependent noise model. (B) The height,
on average, of the minimum of the this surface for both noise models, and various firing field widths.
(C) The optimal values of « derived from this approach, for both noise models and an approximation
from equalizing firing ratios from the boundary and the bulk (Supplemental). (D) The sample to
sample average of the surface removes variations due to the random choice of f4. The minimum of
this surface is near the boundaries at o = 1, but jumps discontinuously the center as o decreases.

environment. Adjacent to a boundary, the boundary is the dominate cue and likely obscures other cues
that could potentially distinguish environments. In our model, we can add an in-homogeneity to the
point process for generating place field centers to increase place field density near the boundaries. For
one dimensional contexts, we can parameterize this in-homogeneity via a symmetric beta distribution,
B(xz/L; a, &) (Supplemental) over space. Here « acts as a uniformity’ parameter. With o« = 1 we
recover the homogeneous process and have uniformly distributed place cells. Values of @ < 1 will
progressively bias firing field centers towards the boundaries.

To understand the effect of the bias v on discrimination of pairs of contexts A and B, we can look
at where the distance in rate space is smallest. These distances are given by d(fa(za), f5(zB))
and K (s(za,xp),za,xp) for each noise model, respectively. For one dimensional contexts, these
can be viewed as two dimensional surfaces swept out by x4 and zp (Fig. SA), while for two
dimensional contexts these could be viewed as four dimensional surfaces. We take the sample to
sample (annealed) average first, to find where, on average, the minimum of this surface is likely to be
found (Fig. 5D). With o = 1 this minimum occurs most often near the boundaries of either context A
or B. As we decrease «, the minimum of the averaged surface near the boundaries increases until it
eventually jumps discontinuously to the center (Fig. SD). The value of « for which this jump occurs
is dependent on firing field width and the noise model under consideration, but is independent of
N at large N (Fig. 5B). Wider firing fields tend to lead to a larger optimal bias (Fig. 5C). In two
dimensions, we considered a distribution of firing field centers that is a product of beta distributions,
B(x/L; og, ) B(y/L; oy, ). The analysis for the « direction and y direction separate, which
leads to identical optimal values for the uniformity parameter « as in the 1-D case.

3 Discussion

Many researchers have proposed that the place system in the neural substrate of the cognitive map
and that global place cell remapping plays a critical role in storing information about environmental
context [11, 15, 16, 17, 6, 7, 8]. Further, recent work may implicate the role of place maps in general,
short term memory formation [11, 37, 38, 39, 40], which might explain the need for such a large
contextual capacity. In this work, we have built upon these proposals by explicitly demonstrating
under realistic firing statistics that the place cell system’s context storage capacity grows exponentially



with the number of neurons, and by calculating the associated exponents. This large capacity is
consistent with the notion that the hippocampus is capable of pattern separating context and encoding
many experiences [41, 42, 43], and here we demonstrate that a place-like coding scheme alone is
sufficient in this regard. To achieve this result, we developed a geometric model of place cell activity,
which allowed us to explore how this capacity changes as a function of the number of place cells in
the system and of place cell firing field properties. While our strict conditions on pairwise separability
leads to a coding scheme that is robust to noise, we note that less strict conditions may be more
realistic, and better suit an animals behavioural needs. We primarily focused on global remapping
here, but conjecture that the qualitative structure of our results remain unchanged by including the
effects of partial remapping. Including these effects will give each manifold an additional width
along a few dimensions due to variations that are not due to neural noise, but rather due to partial
or rate remapping. Additionally, we have not considered here the complexity of decoders of the
hippocampus. Although we show that context separation is achievable, the requirement of simple
decoding, as well as the architecture of the underlying hippocampal network, will further constrain
the contextual capacity [31, 32, 36].

We then explored implications of this model as it pertains to various objectives of the hippocampal
code. In particular, we revealed a trade-off between precise encoding of local position and discrim-
ination between different contexts. We found that tuning individual place cells for encoding local
position leads to smaller place field widths, while increasing place field widths leads to improved per-
formance for context discrimination. The size of place fields increases from the dorsal hippocampus
to the ventral hippocampus [21, 24], and we suggest that this mixed population of neurons allows
the hippocampus to perform both objectives efficiently. That is, our model suggests that place cells
of the dorsal hippocampus are better tuned for fine grained memory, while the more widely tuned
ventral cells are better tuned for pattern separation and storage of many contexts. This is consistent
with experimental evidence, in which dorsal lesion typically impair spatial memory, while ventral
lesions do not. Conversely, ventral lesions have been demonstrated to impair contextual memory, for
example decreasing response in contextual fear experiments, but have minimal affect on spatial tasks
[22, 23, 24, 25, 26].

We also found that biasing place cell centers to cluster near environmental borders improves context
discrimination. Over-representation of place field activity near boundaries is well documented [27],
and we predict that this bias will systematically vary across the dorsal-ventral axis of the hippocampus,
with the more widely tuned ventral place cells displaying greater bias than dorsal place cells. As
rodents typically explore near boundaries of an environment, the need for higher spatial resolution in
these locations may also lead to a similar bias. In fact it is well established that developmental and
self-organization mechanisms can produce efficient structural and functional optimizations (vision:
[44, 45, 46]; audition: [47, 48, 49]; olfaction: [50, 51]; spatial cognition: [52]) and here we are
suggesting that similar processes may operate in the place system.

While we have explored hippocampal codes in isolation, interactions with other spatially tuned cells,
such a egocentric and allocentric border cells, likely have an effect on this bias not explored here,
suggesting yet another intricate interaction between allocentric-egocentric representations in the
hippocampus [53]. If place cells are implicated for general episodic memory, such an interaction may
imply that boundary cells play a role in general memory. Exploring this interaction is a topic for
future work, and our approach provides a foundation for exploring these avenues.

Finally, we have also focused on physical one and two dimensional contexts in this work, but our
geometric formulation generalizes to higher dimensional and abstract spaces. Our derivation of the
exponential scaling is independent of the dimension, and so we predict that the hippocampus should
also be able to segregate context and distinguish locations in more abstract spaces efficiently. It is
worth noting however that there is still an appreciable drop in performance when moving from one to
two dimensional spaces, and so the system is likely incentivized to encode abstract spaces with lower
dimensional structures when possible.
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A Supplemental

A.1 Simulation Distributions and Firing Fields
A.1.1 Gamma-Poisson Distributions

The number of firing fields each place cell has is determined by a gamma-poisson distribution, as
described in [29, 30]. This is a mixed poisson model, with a gamma distribution acting as the mixing
distribution. That is, the rate variable of the poisson model is gamma distributed with parameters
a, . Weuse « = 1.5 and o = 2.25 in one and two dimensions, respectively. We use 5 = 4m//L and
3 = 8m?/A in one and two dimensions, respectively. These create distributions consistent with those
seen in experiment, as below [29, 30]. The total number of neurons for generating these distributions
was 200 :
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Figure 6: The number of firing fields per neuron that arise from the gamma-poisson distribution. Top
is one dimensional rooms that vary in length from 1m to 8m. Bottom is two dimensional rooms that
vary in size from 1m? to 8m?2. As rooms get larger, neurons are recruited for representations more
often

Under these statistics, most neurons are silent in small rooms, so two contexts will share few active
neurons. In large rooms, few neurons have no firing fields, and so two contexts will share many active
neurons.

A.1.2 Field Definitions

For each randomly generated room, each neuron, indexed by j, has a; fields drawn from the gamma-
poisson distribution described above. Each firing field center is placed according to a homogeneous
(first two parts) or nonhomogeneous (last part) poisson process over space. Firing fields are gaussian,
so that the total spatial tuning is given by a sum of gaussians:
aj
1
faj(xa) = .1HZ+Cj,A§i:eXp—W(fA — fiai)? (20)
All neurons are given base firing rate of .1H z, and C} 4 is chosen so that active neurons have a max
firing rate of 30H z for simplicity. Max firing rates are not drawn from a distribution, to speed up pdf
convergence times. Likewise, widths are not chosen stochastically, and have equal fixed width. This
also speeds up pdf convergence times, and additionally lets us study the effect of changing firing field
widths in isolation.

A.1.3 High Dimensional Gaussians

Here we outline a standard method of demonstrating the exponential localization of gaussians to
shells in high dimensions [33, 34]. If z is distributed according to a normal N dimensional spherical
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gaussian with variance o2, and R = |2 is its norm, then the distribution of R is
SNRN— 1 R2
p(R) - (271_0_2)]\[/2 exp{_ﬁ} (2])

where Sy is the area of the N dimensional unit sphere. Setting % p(R) = 0, we find this distribution
has a maximum at cr\/N . Now for any 0q << a\/]v , we have that

_ Sn(oV/N +oq)V ! _ (oY N+qo)?

pr(oVN +0q) = ot ° o (22)
_ (%fé\f)N/Q o~ Y —aVN-L +(N-1)In(0v/N+0q) 23)
_ (%fg)me—guuv—l)ln(am>e—q¢ﬁ—f+uv—1>1n<1+m 24)
= o) expl VN = L4 (V- 1 + L)) o5)
= ol epl-0VN = L+ (N -1 - L v o) o
= pr(oVN) exp{—¢* + O(N~1/?)} 27)

And so the mass of a high dimension gaussian is exponentially localized to an annulus of radius
ov/N. We can choose a ¢ such that the majority of the probability mass of z is within a a sphere
of radius a(\/ﬁ + q). For all the figures in the main text, we use ¢ = 2, which leads to ~ 99.8%

of the mass of p(z) being within a sphere of radius o(v/N + ¢). As ¢ is of order 1 in N, choosing
larger values leads to a negligible effect on derived values at large N, which we additionally verified
numerically.

For the variable noise model, & ~ N (0, ¢diag{ fa(z4)}). We have then that £ at any position z 4 is

exponentially localized to an ellipsoid with major axis of length \/N¢ f (z 4). Including the annulus
width, we have that the ellipsoid width in a particular direction is \/¢f% (z.4) (VN + q).

A.1.4 Ellipsoid Intersection

We want to check if the manifolds widened out by noise intersect. For the simple noise model,
checking if the spheres centered at f4(x 4) and fp(x ) for some pair x 4,x g is equivalent to checking
if the distance between their centers is greater than twice their radius, or d(fa(z4), fe(xp)) >
20(\/]V + ¢). For the variable noise model, we need an efficient way to check if two ellipsoids
intersect.

From [35], two ellipsoids in a high dimensional euclidean space, defined by centers j14, #p and
covariance matrices X 4, 2. p intersect if and only if the convex function

K(s) =1—sul Sapa — (1= 8)pi Sppp + phSspin (28)

becomes negative for any choice of s € [0, 1]. The proof is given in [35]. Here,
Ys=sZ4+(1—-95)%p (29)
pn =S5 (58 apa + (1 — 8)Spup) (30)

In the Poisson-like noise model, we check if the ellipsoids centered at f4(z ), f5(xp) in rate space
intersect. These ellipsoids are given by:

(r = fa(za)" (VN + @)*¢Sa(a)) " (r — falza)) <1 (31)
(r— fe(zp)" (VN + ¢)*¢Sp(zp)) ' (r — fa(zp)) <1 (32)

Here, ¥4 (2 4) = diag[fa(z4)]. I will drop the x4 and xp for conciseness, with the understanding
that there is an implicit dependence. To check for intersection, we plug these into the form of the
convex function K (s):

K(sa,2m) = 1= (fs — D)l (VF + 0654 + L (VR + 0655 (f5 — 1)

S
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The ellispoids centered at f4(z4), fg(zp) do not intersect if and only if there exists an s* € [0, 1]
such that K (s*,z4,xp) < 0 [35]. Rearranging, we can write this as:

Ly~ Uplrs) — fi(ra))?
(VN +4)2 & (5 fi(@a) + 1 Fh ()

The choice that of s that minimizes K (s, z 4, 2 ) changes with x,, xp, and so we can let s*(z 4,z )
represent this value. We define ¢*(z 4,2 5) by

K(s,za,25)=1—
¢

N

. 1 (f5(xB) = fi(za))?
, S , . 33
¢*(za,2p) N; (mf};(fA)Jr s*(x}\,zg)f}g(xB)) (33)
This definition lets us write:
1
K(s*(xa,zp),xa,28) =1— m¢*($A>$B) (34)

Now we want ellipsoids centered at fa(xza), fp(xp) to not intersect for any x4, zp,
which amounts to requiring that K (s*(za,2p),za,2p) < 0 for all z4,zp, or equivalently
maxy e zpen K(s*(xa,28),za,25) < 0. To put this in a similar form as the gaussian case, we
can write this as the requirement that

min N¢*(za,zp) > (VN + )% (35)

TA,TB

A.2 Gaussian Distributed Miminum Distances
A.2.1 Gaussian Model

We define 6,5, = ming, 5, d(fa(za), f(€B)). dmin is a function of the maps f4, fp, which are
chosen at random with respect to a Gamma-Poisson distribution. Here, we find how the mean and
scale of d,,,;,, scale with V.

The distance in rate space evaluated at some pair of positions X 4, Xp for large N will look like
the square root of the sum of the square of many random variables, as the firing fields are randomly
chosen. In particular, each term in the sum itself is independent of NV, so to get the rough shape as a
function of NV of this distribution, we can discard some of the finer details of f4, f5.

N

d(fa(Xa), f5(Xp)) = | Y_(f4(Xa) — f5(Xp))? (36)

(2

The construction of the firing fields of each neuron occurs independently, so V; = (f%(Xa) —
J5(Xp))? represent a set of i.i.d. random variables with some mean an variance which is independent
of N, allowing us to use the central limit theorem. We can write then

N

d(fa(Xa), f5(XB)) = \| D (Fa(Xa) = f5(X5))? (37)

K3

= /Niis + 7y (38)
— /Niis\/1+ 2 (39)

Where [i5 = E[Y;], and Z; is a normally distributed random variable with mean zero and variance
NVar[Y;], by the central limit theorem, and Z> is normally distributed with zero mean and variance

V?\;%i] . As [is is independent of N, at large N, we can expand the square root around small Z5:

A(fa(Xa), f5(X) ~ /Nl + 322 0)

We find then that the distance in rate space between X 4 and X p is distributed normally at large IV,
with mean scaling like /N and variance that is independent of N,

d(fa(Xa), f5(Xp)) ~ N(jisVN, A3)
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The constants are not determined here, though will be calculated in a simpler case later, and fit to

simulations. Now fis and s may depend on the particular choice of positions X 4 and X g, but this
will still hold at positions where the minimum is most likely to be found, and so P(d,,,) will also
have a mean that grows with /N and unit variance,

Smin ~ N (usVN, \2) (41)

for yet determined constants.

A.2.2 Rate dependent model

We also need to calculate the behavior for P(N¢*) at large N. We start with the definition of ¢*, and
want to show that it is gaussian distributed

N i i
N¢*(IA7xB):Z (fB(xB)ffA(xA))2

P (178*(iA,zB)fix(mA) + 73*(Ij’$5)fé($B))

(42)

Again, we consider any particular fixed X 4, X 5. Then the content of the sum can be viewed as just
some random variable with respect to the distributions on f4, fp. The elements of the sum have
non-zero mean and variance and are i.i.d. This is because in constructing neural firing fields, the
placement of fields for neurons ¢ and j are assumed to be independent. By the central limit theorem,
we have then that

N¢*(Xa, Xp) ~ N(jigN, \;N) (43)
or equivalently
¢* (X, Xp) ~ N (jig, \3/N) (44)

for some constants fig, Ag. The values of fis, A\, may depend on the exact position , but will be
independent of N at sufficiently large N, and so in particular, fluctuations of ¢* will mostly be due
to position. This implies that, as before, the minimum value N ¢, will have a distribution with the
same scaling as N¢* at any position, but with different constants.

2
N@pin ~ N(usN, )\¢N) 45)
8
E _15
=6 «E
i~
S <
S4 w10
[ Il
Il 2 3
2 0.5
0 250 0 250
Number of Neurons N Number of Neurons N
10
8
6
g
o
~<
24 i
0 250 0 250

Number of Neurons N Number of Neurons N

Figure 7: Numerical demonstration that the constants pis, As, ft¢, Ay are independent of N for large
N in 1-d, as predicted.
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A.3 Union Bound and Product Ansatz

In the main text, we assume that the probability that M contexts are distinguishable is approximately
M

a function of the probability that any pair is, via a saturation of the union bound Py, = PQ( 2 ) More
transparently, we assume:

P(M Contexts are distinguishable) ~ H P(i and j are distinguishable) = P2M (M=D72 - (46)
(i5)

. . . . M(M—1)/2 s
Strictly speaking this is a union bound Py; < P, , as the probability that rooms 1 and 2 are
distinguishable and rooms 2 and 3 are is not independent. We argue that this bound is approximately
saturated at large /V if noise is not too strong, by demonstrating each context occupies a vanishingly
small relative volume in rate space as N gets large. This argument is a rough reason to think that the
ansatz is true, but not an exact proof.

We consider the rate independent noise model to start. The total available volume in rate space is
~ FN __ How we have incorporated noise lets neuron firing rates extend past F}, ., as it is a max

max*

set before noise, and so firing rates can "spill out" of this /N dimensional box. For one dimensional

rooms, f4 carves out a curve of length [ = [ dzy/ Zi(‘%ﬁ in rate space. For D dimensional rooms,
fa defines a surface, which has area

S = /ddm\/detg 47)

Here g = JfTJf, with J; being the jacobian J; = 9., f/. In D dimensional rooms, g will be a
matrix, with each element scaling no faster than linearly in N. The determinant then can scale no
faster than NP/2, so at worst, we expect the surface area to scale in N like

S oc cPNP/2 (48)

where c is some constant. To go from the surfaces carved out by the maps f to the volumes occupied
by the firing rates of the neurons, we need to consider the effect of adding noise. Now we can roughly
approximate the effect of noise by putting an N — D spherical cross section to each point along the
surface. We avoid exact integrals as we primarily care about the scaling. The radius of each cross
section is o/ N, and so each cross section has a volume:
aN/2
Vn_p(oVN) = ———(oVN)N P
(3 +1)

Or, using stirlings approximation to get the scaling in N,

2me )N/Q—D/Q(O_QN)N/Z—D/Q (49)

1
VN -Djx N - D
1

= (2mec? N )
(N —D)r N-D

VN—D(U\/N) ~

N—-D

(50)

The approximate volume in rate space of the thickened manifolds then scales no faster in /V than

1 2
& D5 N-D

N-—-D

V, x ¢cPNP/? B (51)

Assuming the dimension of the environment D is small (for physical environments, D is 1, 2, or 3,
but we might be interested in higher dimensional abstract ’environments’) compared to IV and N is
large, then at worst the scaling is
D—1 N-—-D
V, x N7z (2mec?®) 2 (52)

We have neglected the volume of the "caps" of these manifolds. For example, the one dimensional
rooms define a tube in rate space, and have half-spherical caps on each end. The volume of the

N dimensional sphere of radius v No?2 is ﬁ@we(ﬂ)]\’ /2. In higher dimensions, this additional
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component would scale very roughly like the length of the boundary of the surface S times the
volume of the N — D + 1 sphere.

The proportion of the volume of the thickened manifold to the total volume of rate space, V;./FX, .
is then vanishing in IV provided that the neurons are not too noisy. We get an approximate condition
of the form v2meo < F,q,. A more precise calculation might improve or deteriorate this bound,
but interestingly this mimics typical conditions on signal to noise ratios. Each room occupies a
vanishingly small fraction of the total volume in rate space as N grows large. Similar arguments hold

for the ellipsoidal noise model, as each ellipsoid occupies a smaller volume than its osculating sphere.

A.4 Exponentially Many Rooms

Here, we find the scaling of the number of rooms M with respect to the number of neurons N. We
will use the product ansatz:

Py = PQJM(M—l)/2
We can invert this equation by taking the logarithm of both side, then solving the quadratic formula
for M, to find that

M(N) = \/2M+i+1/2 (53)

Here, we can let Py, represent a confidence. For example, if we are okay with being 95% percent
confident in storing multiple rooms, then M (N') becomes an equation purely dependent on Po(N).
Now P»(N) is, at large N, equal to an integral of a gaussian for both noise models. We start with the
simpler noise model. We have that

Py = P(6 > 20(V'N +q)) (54)
=1-F((20(VN +q)) (55)
1 a2V +f; — sV, (56)

Here, F' represents the cumulative distribution, and ¢ is the cumulative distribution of the standard
normal distribution. The approximation comes from the central limit theorem at large N, with
s = E(Omin)/ V/N and A2 = Var(6min) are both independent of N. This can be written in terms of
the error function for the first noise model as

1 B QU(W—&— q) — M(;\/]v
Pa(N) = 5(1 = enf( T L) )
_1 VNus —20(V'N +q))
= S (1 +erf(( e ) (58)
We can bring the second noise model into a similar form:
Py = P(min N¢*(za,25) > (VN +9)%9) (59)
=1-F((VN +q)*9) (60)
o (VN+9)?¢—Npyg
— 1 -9 N (61)
1 (VN+9)—Nug
=3 (1 —erf( \/§A¢\/N ) (62)
_1 Npg — (VN +¢)*¢
=3 (1 4 erf( \/§A¢\/ﬁ ) (63)

Here, F is the cumulative distribution for ¢, N, p1y = E(¢},;,,)/N and A2 = Var(¢?,,)/N are
both independent of N.
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In both noise models, we can write P = %(1 + erf(u)), with u given in equation 58 and 63 for the
two noise models, respectively. P, approaches either 1 or O for large NV, depending on the strength of
the noise with respect to the mean distance p. We have then:

log(Pnr) 1
M(N)=,/2 +-+1/2 64

(V) \/ log(%(1 +erf(u))) 4 / ©4)
In the noisy regime, this approaches 1 at large V. In the weak to moderate noise regime, we have
that u approaches oo as N approaches oo in both models, and the error function approaches 1. We
are interested in its asymptotic behaviour. We can use the following expansion at large u:

2
u 1.
erfu=1— eﬁ (= Su ) (65)
Expanding to leading order in u then gives:
M(N)~ |2 Eg(fM) (66)
log(1 — %%(uil + O(u=3))

Now we can expand the logarithm by noticing that for small values,

/ A A 1

So to leading order, we have:

M(N)~ | -2 log(1/Pv) (68)
-~ _ lexp(-u?) _j
log(1 — 3 U )
1 exp (—u?
~ \/2log 1/Pm[2p\(/7,r)u1]1/2 (69)

=2/ log(1/Py)vues™ (70)

At large N, the constant g is negligible, and so we can drop it, giving u for the rate independent and

the rate dependent model as u = “\5/;)\2" VN, and u = ‘\L}J\/ﬁ , respectively. Plugging in for both
5 2X4

noise models gives

Model 1: M(N) ~ \/1n(1/PM)M6 — 29 (82 N) Y exp [i(“‘s; 2912 ] (71)
S
Model 2: M(N) ~ \/1n(1/PM)“¢ —9 (8 N) A exp [ (e 02 ] (72)
Ao 1,

In both noise models, the number of storable contexts as a function of IV scales like
M(N) ~ NY4eN (73)

with the constant ~y in each noise model being given by

vs = (E[émln]/\/ﬁ — 20)2 6= ( ]E[ ;knin] — ¢ )2 (74)

2/ Nar(B ) N Var([G)

min

These values are shown for various noise levels, firing field widths, and room sizes in the main text
figure 3 and the supplemental figure 8.
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preference large fields for the objective of context segragation. Conversely, in large rooms, extremely
large fields become harmful for context segregation. White demarcates the region where decoding
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multiple contexts is possible. The Poisson-like model is generally much more robust to noise.
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A.4.1 Infinite Width Derivations

For neurons with infinite width, the number of storable contexts is purely a function of the number
of neurons which have active fields. In this limit, if there are N neurons, each context gets a binary
identifier. Consider two contexts A and B. If each neuron has a probability 6 of being active, the
distribution of the hamming distance between these two contexts is given by

PH=k) = (JIZ) (0% + (1 —0)2)N~*[20(1 — )" (75)
Now we are interested in P(mind(fa(z4), fa(xg)) > 20v/N). In the infinite width limit, the

spatial depedence is lost, and d — fynq,V/H. We can write then that the probability that two rooms
are separable is

40° Y
PH>—N)= Y PH=k (76)
" k=l 52N

The distribution P(H) is well approximated by a gaussian at large N, with mean p = 2N¢(1 — q)
and variance 02 = 2N (1 — 0)0[(1 — )2 + 6]. From this, we get an integral similar to the one
arrived at in the main text. At large IV, the probability that two rooms are separable approaches one if

2001 —-0) > 42"2 . Rooms are optimally separable in the infinite width limit when 6 = 1/2.

fmam

A.5 The Cramer-Rao Bound

To quantify a population level code for position, we consider estimators & of position constructed
from population level firing, and compare to true position. In one dimension, the quality of any
estimator Z at a particular position is bounded below by the inverse Fisher information:

(& — 2)2)ype = Var(z) > I (x) (77)
In one dimension, the Fisher metric is given by:

0
I =E (51’ (78)

Where [ is the log likelihood of firing rates given position.
In higher dimensions, this Cramer-Rao bound is a statement about covariance:
(@ —2)(@—2)") > T !(2) (79)

Here, > indicates that the difference of the LH and RH side is positive semi-definite. To get the
mean-squared error, we need to take a trace over the inverse Fisher information metric:

(@ —2)%) =T ((@ - 2)(@ - 2)7) (80)
= TrCov(z) > Tr(Z '(x)) (81)

In higher dimensions, Cov(%) > Z~!(x) is a statement about the difference being positive semi-
definite, which leads to our trace condition above. The Fisher Metric is given by:

T = nE,[(V.)(V.l)'] = —nE, [V, V] (82)

The averages in the Cramer-Rao bound are taken with respect to firing rates given positions. As we
are interested in having good spatial resolution across positions and contexts, we additionally take
averages over both. Below, we plug in the log-likelihoods for both noise models.

A.5.1 Gaussian Noise

In 1 dimension, we have that

1= ZlnP(m|x) ==Y 53 (i = i\ (2))? (83)
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The Fisher Information then is given by

0

7= n]ET[(%Z)Q] (84)
= BN @0 - f@) 3 @) - F@) 5)
We have that

E,[rirj] = fi(2) fi(x) + 0502 5 E.fri] = fi(x) (36)

So the fisher information is

9

T = B, [(5-1)?) (87)
= %ET[Z £/ @) FA @) (rirs — vy fa(e) = rify () + Fa(e) f4 ()] (88)
- Z 2)(f4(2) fa (@) + 0205 — 24 () fa (@) + fa(@) fi(2)]  (89)
= S @ 00)

The CR bound will be small when this is large. This implies that, the wider the firing fields, the
smaller the derivatives of fj‘ will be at most locations, which leads to a smaller Fisher Information,
and so a worse bound. This leads to typically narrow fields. However, if we are in a region where all
firing fields are zero, the FI vanishes, and the bound explodes. This implies that the widths shouldn’t
be so small that there are regions with no firing fields. We also have that as the noise increase, the
information decreases, and the bound gets worse, as we expect.

In 2d, we replace derivatives with divergences, and take a trace at the end. We have:

Vil = =V, 222 fa(x))? O1)

- Z (i = FA@)V () ©2)

Going through the same steps as before, we find that we just replace the ordinary product from before
with an outer product:

T= (VAT 93)

A.5.2 Rate Dependent Noise

In the second noise model,

) — 1 <D — 1 i 2
Our log likelihood is
1 ; -
lzzi:[—m(ri—fA(x))z—ln 2o fY ()] (95)
1 i 1 i
= ;[*W(W — fa(x))® - B In f4(z)] + ... (96)
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This time, we will start with divergences, and demote them for 1d rooms. We have:

1 1 i i
Vil = EZ} W (ri = BVt 55 (= )"V i - 2fA 57 VAl 97)
+¢f,4( ) — ) i
= Z 2¢f}4( 2)? A (98)
The Fisher Information then is
(fiu(2)® + ofi(2) — 1) (fi(2)? +¢>f,4( ) —12)
E, : Vi@V 99
‘We have that
E [rf] = fa(2)* + ¢ f4(x) (100)
E, [r2r3]izs = (fa(2)? + o f4(2)(f4(2)* + 8f4(2)) (101)
E [r]] = fa(x)* + 3¢ fi(2)® + 6.f4(x)* ¢ fh (x)? (102)

= (fa(@)® + ofa(@)(fi(@)? + o fi(2)) + 46 f4 () + 2¢° i (z)? (103)
E, [r7r3] = (f4(2)? + ¢f4(2) (f4(2)? + o4 (2)) + 635[4d.f4 (2)* + 207 fi(2)?]  (104)

(105)
Most terms in the expectation cancel, except for where ¢ = j:
Ao fi () +2¢0% fl(2)* o o i
T = ViieV 106
Z 2674 (@)7)? fa fa (106)
1 1 , ,
= . +— Vi e Vi 107
2 Gh@ e Ve Vi (1o

In 1-d, we replace the outer product and the divergences with ordinary scalar product and derivatives,
respectively.

A.6 Biasing Towards Boundaries

We investigated the effect of biasing place cell centers towards the boundary of environments. In
1-d, we bias the place cell centers toward boundaries by drawing centers from a symmetric beta
distribution, so that the bias can be characterized by the 1 parameter family of distributions:

I'(2a)
P(p) = Bu/Lia,0) = &
(a)?
We expect an improvement in decoding multiple contexts when the total squared activity near the
bulk and near the center is, on average, equal within a context. In one dimension, for an environment
of length L, we want then approximate equality:

O H0a= O fi(L/2)%) 4 (109)
i i
The average is with respect to number of firing fields centers and their location. If we assume for
simplicity that each neuron has exactly one firing field, then we have equality when

(2. ¢ —p? Vo= (f2 . s (u— L/2)2> (110)

max max

(/L) (1= /L)t (108)

Taking the average with respect to the beta distribution, the optimal bias can be found then by finding
where the following integral is zero:

I'2a L _ 1, .42 2
rod [ a1 = e e an
Or,
' 1, —4L2,  _4aLZ(p q/9)2
dea® 1 (1 —2)* e wr® —e w2 )=0 (112)
0
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Figure 9: Beta distribution, from which we draw place cell centers. « is a degree of uniformity, with
a = 1 reproducing the uniform distribution.

To make this calculation numerically stable, we do the integral over an interior region (small €)

1—e 2 2
/ dez® (1 — 2)* e T ¥ — ez TU/2%) (113)

We can invert this numerically to get an approximation of the optimal « based on equalization of firing
densities in the bulk and at the boundary. We find decent agreement between this rough calculation
and the true optimal bias found in the main text for both noise models, slightly overestimating and
underestimating the rate independent and the rate dependent model, respectively (Fig 5 C of the Main
Text).

A.7 Additional Computational Details

To reconstruct probability distributions for distances, we generate a large number of pairs of rooms
with a fixed number of neurons and widths, calculate distances in rate space, and then find the one
dimensional distributions over distances by taking a kernel density estimate over these generated
distances. Although the space of possible curves in our rate space is large, since we only need to
reconstruct the 1 dimensional distributions in d,,,;,, and ¢;,,;,,, which are asymptotically gaussian,
sampling this space suffices. We create between 1000 and 10000 samples in each numerical experi-
ment. To speed up calculations, we perform the sampling of surfaces in parallel using PyTorch [54].
We then use scikit learns’s built in Kernel density estimator with a gaussian kernel to reproduce the
distributions in d,,,, and @, [55]. As the reconstructed distribution can depend heavily on the
choice of bandwidth used for the kernel, we calculate the kernel density multiple times for various
choices of the bandwidth, and pick the best bandwidth via 5-fold cross validation. All code was run
on a machine with an Intel Xeon-2145 processor and with a Titan Xp GPU for parallelized workflows.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: There are three main claims layed out in the abstract. These are about the
exponential capacity of the place code, the tradeoff between resolution and capacity, and
imporved performance due to biasing towards boundaries. All of these points are addressed
in the main text.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The main limitations of the work, as well as future directions that might
address some of these limitations, are layed out in the discussion portion of the paper.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

 The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The proof of most statements are layed out in the supplemental, to save on
space.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]

Justification: We don’t perform any experiments with data. However, how all numerical
results are arrived at are sufficiently explained so that they could be reproduced.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: All numerical experiments performed are simple enough to reproduce without
access to code. Code is available upon request.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: We do not have training or test data sets.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: Statistical significance is not a part of our theoretical analysis.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: As the numerics are not the focus of the paper, numerical details and compute
resources are provided in the supplemental

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We do not believe that our work has any harmful consequences as layed out in
the Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: In this work, we primarily study hippocampal coding, which likely will not
have societal impacts past a better understanding of the hippocampus.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: No such models or datasets are involved.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We use the latest versions of both PyTorch and SciKit-Learn, and cite both in
the supplemental.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: No such assets are introduced.
Guidelines:

» The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: No such models or datasets are involved.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: We have no human participants in our study.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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