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Abstract

In this paper, we study the non-asymptotic sample complexity for the pure exploration
problem in contextual bandits and tabular reinforcement learning (RL): identifying an e-optimal
policy from a set of policies II with high probability. Existing work in bandits has shown that
it is possible to identify the best policy by estimating only the difference between the behaviors
of individual policies— which can be substantially cheaper than estimating the behavior of each
policy directly —yet the best-known complexities in RL fail to take advantage of this, and instead
estimate the behavior of each policy directly. Does it suffice to estimate only the differences
in the behaviors of policies in RL? We answer this question positively for contextual bandits,
but in the negative for tabular RL, showing a separation between contextual bandits and RL.
However, inspired by this, we show that it almost suffices to estimate only the differences in RL:
if we can estimate the behavior of a single reference policy, it suffices to only estimate how any
other policy deviates from this reference policy. We develop an algorithm which instantiates this
principle and obtains, to the best of our knowledge, the tightest known bound on the sample
complexity of tabular RL.

1 Introduction

Online platforms, such as AirBnB, often try to improve their services by A/B testing different
marketing strategies. Based on the inventory, their strategy could include emphasizing local list-
ings versus tourist destinations, providing discounts for longer stays, or de-prioritizing homes that
have low ratings. In order to choose the best strategy, the standard approach would be to apply
each strategy sequentially and measure outcomes. However, recognize that the choice of strategy
(policy) affects the future inventory (state) of the platform. This complex interaction between dif-
ferent strategies makes it difficult to estimate the impact of any strategy, if it were to be applied
independently. To address this, we can model the platform as an Markov Decision Process (MDP)
with an observed state [17, 15] and a finite set of policies II corresponding to possible strategies.
We wish to collect data by playing exploratory actions which will enable us to estimate the true
value of each policy 7 € II, and identify the best policy from II as quickly as possible.

In addition to A/B testing, similar challenges arise in complex medical trials, learning robot
policies to pack totes, and autonomous navigation in unfamiliar environments. All of these prob-
lems can be formally modeled as the PAC (Probably Approximately Correct) policy identification
problem in reinforcement learning (RL). An algorithm is said to be (¢,d)-PAC if, given a set of
policies 11, it returns a policy 7 € II that performs within e of the optimal policy in II, with proba-
bility 1 — 4. The goal is to satisfy this condition whilst minimizing the number of interactions with
the environment (the sample complexity).


http://arxiv.org/abs/2406.06856v1

Traditionally, prior work has aimed to obtain minimaz or worst-case guarantees for this prob-
lem, which hold across all environments within a problem class. Such worst-case guarantees typ-
ically scale with the “size” of the environment, for example, scaling as O(poly(S, A, H)/€?), for
environments with S states, A actions, horizon H. While guarantees of this form quantify which
classes of problems are efficiently learnable, they fail to characterize the difficulty of particular prob-
lem instances—producing the same complexity on both “easy” and “hard” problems that share the
same “size”. This is not simply a failure of analysis—recent work has shown that algorithms that
achieve the minimax-optimal rate could be very suboptimal on particular problem instances [46].
Motivated by this, a variety of recent work has sought to obtain instance-dependent complexity
measures that capture the hardness of learning each particular problem instance. However, despite
progress in this direction, the question of the optimal instance-dependent complexity has remained
elusive, even in tabular settings.

Towards achieving instance-optimality in RL, the key question is: what aspects of a given
environment must be learned, in order to choose a near-optimal policy? In the simpler bandit
setting, this question has been settled by showing that it is sufficient to learn the differences between
values of actions rather than learning the value of each individual action: it is only important
whether a given action’s value is greater or lesser than that of other actions. This observation
can yield significant improvements in sample efficiency [37, 16, 13, 30]. Precisely, the best-known
complexity measures in the bandit setting scale as:
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where ¢7 is the feature vector of action 7, ¢* the feature vector of the optimal action, A(7) is the
suboptimality of action 7. Here, A(7exp) are the covariates induced by meyp, our distribution of
exploratory actions. The denominator of this expression measures the performance gap between
action m and the optimal action. The numerator measures the variance of the estimated (from data
collected by Teyxp) difference in values between (m,7*). The max over actions follows because to
choose the best action, we have to rule out every sub-optimal action from the set of candidates II;
the infimum optimizes over data collection strategies.

In contrast, in RL, instead of estimating the difference between policy values directly, the best
known algorithms simply estimate the value of each individual policy separately and then take the
difference. This obtains instance-dependent complexities which scale as follows [42]:
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where ¢} is the state-action visitation of policy 7 at step h. Since now the difference is calculated
after estimation, the variance of the difference is the sum of the individual variances of the estimates
of each policy, captured in the numerator of (1.2). Comparing the numerator of (1.2) to that of
(1.1) begs the question: in RL can we estimate the difference of policies directly to reduce the
sample complexity of RL?

To motivate why this distinction is important, consider the tabular MDP example of Figure 1.
In this example, the agent starts in state sy, takes one of three actions, and then transitions to
one of states sg, s3,84. Consider the policy set II = {m, w2}, where 7; always plays action aq, and
o is identical, except plays actions ap in the red states. If ¢;* € Agx 4 denotes the state-action
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Figure 1: A motivating example for differences. The rewards for all actions other than the ones
specified in the figure are 0. Define policy set II = {71, 72} so that m always plays aj, whereas
w9 plays a; on green states but as on red states. The difference of their state-action visitation
probabilities is only non-zero in states sg, s4 and are just O(e) apart.

visitations of policy m; at time h = 1,2, then we see that ¢]' = ¢]? since m; and 7y agree on the

action in s1. But ¢5' # ¢5° as their actions differ on the red states. Since these red states will be
reached with probability at most 3¢, the norm of the difference
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is significantly less than the sum of the individual norms
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Intuitively, to minimize differences 7oy, can explore just states sz, s; where the policies differ,
whereas minimizing the individual norms requires wasting lots of energy in state so where the two
policies and the difference is zero. Formally:

Proposition 1. On the MDP and policy set 11 from Figure 1, we have that
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Proposition 1 shows that indeed, the complexity of the form Equation (1.1) (generalized to
RL) in terms of differences could be significantly tighter than Equation (1.2); in this case, it is a
factor of €2 better. But achieving a sample complexity that depends on the differences requires
more than just a better analysis: it requires a new estimator and an algorithm to exploit it.

Contributions. In this work, we aim to understand whether such a complexity is achievable in
RL. Letting pr; denote the generalization of (1.1) to the RL case, our contributions are as follows:

1. In the Tabular RL case, [2] recently showed that pr is a lower bound on the sample complexity
of RL, by characterizing the difficulty of learning the unknown reward function; however, they
did not resolve whether it is achievable when the state-transitions are unknown as well. We
provide a lower bound which demonstrates that O(pr) is not sufficient for learning with state
transitions.



2. We provide an algorithm PERP, which first learns the behavior a particular reference policy 7,
and then estimates the difference in behavior between 7 and every other policy 7, rather than
estimating the behavior of each 7 directly.

3. In the case of tabular RL, we show that PERP obtains a complexity that scales with O(pr),
in addition to an extra term which measures the cost of learning the behavior of the reference
policy 7. We argue that this additional term is critical to achieving instance-optimal guarantees
in RL, and that PERP leads to improved complexities over existing work.

4. In the contextual bandit setting, we provide an upper bound that scales (up to lower order
terms) as O(pyy) for the unknown-context distribution case. This matches the lower bound from
[30] for the known context distribution case, thus showing that pr is necessary and sufficient
in contextual bandits even when the context distribution is unknown. Hence, we observe a
qualitative information-theoretic separation between contextual bandits and RL.

The key insight from our work is that it does not suffice to only learn the differences between policy
values in RL, but it almost suffices to—if we can learn how a single policy behaves, it suffices to
learn the difference between this policy and every other policy.

2 Related Work

The reinforcement learning literature is vast, and here we focus on results in tabular RL and
instance-dependent guarantees in RL.

Minimax Guarantees Tabular RL. Finite-time minimax-style results on policy identification
in tabular MDPs go back to at least the late 90s and early 2000s [24, 26, 25, 8, 21]. This early
work was built upon and refined by a variety of other works over the following decade [38, 4, 34,
39], leading up to works such as [28, 9], which establish sample complexity bounds of O(S%A -
poly(H)/e?). More recently, [10, 11, 33] have proposed algorithms which achieve the optimal
dependence of O(SA - poly(H)/e?), with [11, 33] also achieving the optimal H dependence. The
question of regret minimization is intimately related to that of policy identification—any low-regret
algorithm can be used to obtain a near-optimal policy via an online-to-batch conversion [19]. Early
examples of low-regret algorithms in tabular MDPs are [3, 4, 5, 48], with more recent works removing
the horizon dependence or achieving the optimal lower-order terms as well [50, 51]. Recently, [6, 7]
provide minimax guarantees in the multi-task RL setting as well.

Instance-Dependence in RL. While the problem of obtaining worst-case optimal guarantees in
tabular RL is nearly closed, we are only beginning to understand what types of instance-dependent
guarantees are possible. In the setting of regret minimization, [35, 14] achieve instance-optimal
regret for tabular RL asymptotically. Simchowitz and Jamieson [36] show that standard optimistic
algorithms achieve regret bounded as O(3_, , %), a result later refined by [47, 12]. In set-
tings of RL with linear function approximation, several works achieve instance-dependent regret
guarantees [18, 44]. Recently, Wagenmaker and Foster [45] achieved finite-time guarantees on
instance-optimal regret in general decision-making settings, a setting encompassing much of RL.
On the policy identification side, early works obtaining instance-dependent guarantees for
tabular MDPs include [49, 20, 31, 32], but they all exhibit shortcomings such as requiring access



to a generative model or lacking finite-time results. The work of Wagenmaker et al. [46] achieves a
finite-time instance-dependent guarantee for tabular RL, introducing a new notion of complexity,
the gap-visitation complexity. In the special case of deterministic, tabular MDPs, Tirinzoni et al.
[41] show matching finite-time instance-dependent upper and lower bounds. For RL with linear
function approximation, [42, 43] achieve instance-dependent guarantees on policy identification, in
particular, the complexity given in (1.2), and propose an algorithm, PEDEL, which directly inspires
our algorithmic approach. On the lower bound side, Al-Marjani et al. [2] show that prr is necessary
for tabular RL, but fail to close the aforementioned gap between pr and (1.2). We will show
instead that this gap is real and both the lower bound of Al-Marjani et al. [2] and upper bound of
Wagenmaker and Jamieson [42] are loose.

Several works on linear and contextual bandits are also relevant. In the seminal work, [37] posed
the best-arm identification problem for linear bandits and beautifully argued—without proof—that
estimating differences were crucial and that (1.1) ought to be the true sample complexity of the
problem. Over time, this conjecture was affirmed and generalized [16, 13, 22]. This improved under-
standing of pure-exploration directly led to instance-dependent optimal linear bandit algorithms for
regret [29, 27]. More recently, contextual bandits have also been given a similar treatment [40, 30].

3 Preliminaries and Problem Setting

Let [|z|3 = x" Az for any (z,A). We let E; denote the probability measure induced by playing
policy 7 in our MDP.

Tabular Markov Decision Processes. We study episodic, finite-horizon, time inhomogenous
and tabular Markov Decision Processes (MDPs), denoted by the tuple (S, A, H, {P, }/__, {vn,} )
where the state space S and action space A are finite, H is the horizon, P, € RS*54 denote the
transition matrix at stage h where [Pp]y sa = P(sp1 = 8'|sp = s,ap = a), and vy(s,a) € Ap
denote the distribution over reward at stage h when the state of the system is s and action a is
chosen. Let rp,(s,a) be the expectation of a reward drawn from vp(s,a). We assume that every
episode starts in state s, and that v, and P, are initially unknown and must be estimated over
time.

Let m = {m,}/_, denote a policy mapping states to actions, so that m,(s) € A4 denotes the
distribution over actions for the policy at (s, h); when the policy is deterministic, 7 (s) € A outputs
a single action. An episode begins in state s1, the agent takes action a; ~ 71(s1) and receives reward
Ry ~ vi(s1,a1) with expectation ri(s1,a1); the environment transitions to state so ~ Pp(s1,a1).
The process repeats until timestep H, at which point the episode ends and the agent returns to
state s1. Let V7 (s) = Ex[Spr_y, 7 (sns ap)|sn = s], VT the total expected reward, V§ := V{"(so),
and Qf(s,a) = EW[Zgzh Th(Spryap)|sp = $,an, = a] the amount of reward we expect to collect if
we are in state s at step h, play action a¢ and then play policy 7 for the remainder of the episode.
Note that we can understand these functions as S and SA-dimensional vectors respectively. We
use V™ = V¥ when clear from context.

We call wj € Ag the state visitation vector at step h for policy 7, so that w] (s) captures the
probability that policy 7 would land in state s at step h during an episode. Let 7, € RS4%S denote
the policy matrix for policy 7, that maps states to state-actions as follows

[ﬂh](s,a),s’ = H(S = 3/)[7Th(3)]a’



Denote ¢ € Aga as ¢f = wpw] as the state-action visitation vector: ¢} (s,a) measures the the
probability that policy m would land in state s and play action a at step h during an episode.
From these definitions, it follows that [P,¢}]s = [Phmpw)]s = wj(s). For policy 7, denote the
covariance matrix at timestep h as Ap(m) =3, , 97 (s, a)e(sﬂ)e&a).

(6,9)-PAC Best Policy Identification. For a collection of policies II, define 7* := arg max crp V™
as the optimal policy, V* its value, and ¢; as its state-action visitation vector. Let A, :=

ming e (7} V* — V7™ in the case when 7* is unique, and otherwise Apy := 0. Define A(r) :=

max{V* — V™ Anin}. Given € >0, 6 € (0,1) an algorithm is said to be (¢,0)-PAC if at a stopping

time 7 of its choosing, it returns a policy 7 which satisfies A(m) < e with probability 1 — 4. Our

goal is to obtain an (e, d)-PAC algorithm that minimizes 7. A fundamental complexity measure

used throughout this work is defined as

u l¢% — SR 1I3,.¢
L : R (Tex « 12 (% (Sa ¢ sa))
. '_f;%iﬂa“é"ﬁf max{e, A(r )p} for li¢h, = @lla, m 1-—23 e

where the infimum is over all exploration policies ey, (not necessarily just those in IT). Recall that
for € = 0, [2] showed any (e, §)-PAC algorithm satisfies E[r] > pr1 log(555)-

4 What is the Sample Complexity of Tabular RL?

In this section, we seek to understand the complexity of tabular RL. We start by showing that pr
is not sufficient. We have the following result.
Lemma 1. For the MDP M and policy set I1 from Figure 1,
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2. Any (e,6)-PAC algorithm must collect at least EM[r] > 1 - log 71=. samples.

Where does the additional complexity arise on the instance of Figure 17 As described in the
introduction, m; and e differ only on the red states, and a complexity scaling as pr quantifies only
the difficulty of distinguishing {7, 72} on these states. Note that on this example m plays the
optimal action in state s3 and a suboptimal action in state s4, and 7o plays a suboptimal action
in s3 and the optimal action in s4. The total reward of policy 7 is therefore equal to the reward
achieved at state s3 times the probability it reaches state s3, and the total reward of policy ms is the
reward achieved at state s4 times the probability it reaches state s4. Here, prp would quantify the
difficulty of learning the reward achieved at each state. However, it fails to quantify the probability
of reaching each state, since this depends on the behavior at step 1, not step 2.

Thus, on this example, to determine whether 7 or w9 is optimal, we must pay some additional
complexity to learn the outgoing transitions from the initial state, giving rise to the lower bound in
Lemma 1. Inspecting the lower bound of [2], one realizes that the construction of this lower bound
only quantifies the cost of learning the reward distributions {v}, and not the state transition
matrices {Py},. On examples such as Figure 1, this lower bound then does not quantify the cost
of learning the probability of visiting each state, which we've argued is necessary. We therefore
conclude that, while pr may be enough for learning the rewards, it is not sufficient for solving
the full tabular RL problem. Our main algorithm builds on this intuition, and, in addition to
estimating the rewards, aims to estimate where policies visit as efficiently as possible.



4.1 Main Result

First, for any w, 7 € 11, we define

U(m,7) 1= oo By mug [(QF (50T (50)) — QF (sn, Tn(s1))?]- (4.1)

Now, we state our main result.

Theorem 1. There exists an algorithm (Algorithm 1) which, with probability at least 1 — 20, finds
an e-optimal policy and terminates after collecting at most

H X H4”¢2 (bhHA; (Texp) ™ HU(T( 7T*) 1 HM]e
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episodes, for Cpery = poly(S, A, H,log 1/4,¢,10g |I1|), B := C\/log(%m‘ . Amilnve) and

= log m.

Theorem 1 shows that, up to terms lower-order in € and Apin, o is almost sufficient, if we
are willing to pay for an additional term scaling as U (7, 7*)/A(n)2. Recognize the similarity of
this term to the that from the performance difference lemma: if there were no square inside the
expectation, the quantity U(mw,7*) would be equal to A(w). However, the square may change the
scaling in some instances. Below, Lemma 2 shows that there exist settings where the complexity
of Theorem 1 could be significantly tighter than Equation (1.2), the complexity achieved by the
PEDEL algorithm of [42]. We revisit the instance from Figure 1 to show this; recall from Lemma 1
that the first term from Theorem 1 is a universal constant for this instance.

Lemma 2. On MDP M and policy set 11 from Figure 1, we have:
1. maXyeqn % = %,

llof 1% 1
H . Ap (Texp) ™ H
2. Y p—y infr, maxren _max{eh2 e > 4

Furthermore, the complexity of Theorem 1 is never worse than Equation (1.2).

Lemma 3. For any MDP instance and policy set II, we have that

A nf o3 — ¢leih(wcxp) 1 HU(m,7* Z ”(bh”Ah (Texp)~
max inf max inf max .
£ Texp el max{e2, A(m)?} ~max{e, A(r < Texp eIl max{e?, A(m)? }
We briefly remark on the lower-order term for Theorem 1, %oly __ Note that for small ¢

" max{e5/3, Afnm }
or Apin, this term will be dominated by the leading-order terms, which scale with min{e~?2 Amm}
While we make no claims on the tightness of this term, we note that recent work has shown that
some lower-order terms are necessary for achieving instance-optimality [45].

4.2 The Main Algorithmic Insight: The Reduced-Variance Difference Estima-
tor

In this section, we describe how we can estimate the difference between the values of policies directly,
and provide intuition for why this results in the two main terms in Theorem 1. Fix any reference



policy 7 and logging policy u (neither are necessarily in IT). Here u can be thought of as playing the
role of Texp. Or, we can consider the A/B testing scenario from the introduction, where a policy p
is taking random actions and one wishes to perform off-policy estimation over some set of policies
IT [17, 15]. For any s € S, we define

07, (5) == wj (s) — wj(s)

as the difference in state-visitations of policy m from reference policy 7, and d; € RS as the
vectorization of 7 (s).

Policy selection rule. First, we describe our procedure of data collection and estimation. We
collect K trajectories from 7 and K, trajectories from i, and let {@] (s)}s, denote the empirical
state visitations from playing 7. From the data collected by playing p, we construct estimates

{Pu(s']s, a)}s,as,n of the transition matrices. Note that @] (s) simply counts visitations, so that

E[(@7 (s) — wi(s))?] < %(:) for all h,s. Define estimated state visitations for policy 7 in terms of

deviations from 7 as @] := W] + o7. Here, 07 is defined recursively as:

gg+1 = ﬁhﬂ'hgg + ﬁh(ﬂh — ﬁh)@g
Then, assuming, for simplicity, that rewards are known, we recommend the following policy:

T = arg max D" where D™= S (o, 7R08) — (rp, (7 — 737
TE

Sufficient condition for e-optimality. Here, we show that if
~ 1
vr eIl |D™ — D™| < 3 max{e, A(m)} (4.2)
then 7 is e-optimal. First, write the difference between values of policies © and 7 as:

D™ .= VOW _ V()ﬁ = Zthl <7’h, whw@ - Zthl <Th7 7Trhw;r_z>

_ 4.3
= S (o TG — (s (0 — )], (43)

Then, it is easy to verify that if |D™ — D™| < 1/3 A(x), then D™ — DT > 0; hence, 7 # m. Hence,
under Condition (4.2), either T = 7* or or |[D™ — D™| < e. In the first case, clearly 7 is e-optimal.
In the second case, we can add and subtract terms to write

o~ * Nk Nk N gy = 2 Ak A= 2
V*_vW§|DT( _D7T|+D7r —DW+|DT‘-—DT(|§§+DW _Dﬁgg

The last inequality follows since 7T maximizes D, Hence, 7 would be e-optimal in this case as well.

Sample complexity. Now, we characterize how many samples must be collected from g and 7 in
order to meet Condition (4.2). After dropping some lower-order terms and unrolling the recursion
(see Section A for details), we observe that

Oy — OF 1~ (By — P (S — &F) + Pu(mmy, — 703) (@f — wff) + Py, (OF — OF)
=Y heo(Tlmss Pis) (Pe — Pi)(6F — 6F) + Pl — 70,) (@F — w])).



After manipulating this expression a bit more, we observe that

H H-1
> mwn(0F = 07)) = > Vi1, (Pe — Po)(¢F — 0F) + Pr(my — ) (@ — wf))
h=1 k=0

Recognizing Q} = rp, + PhT Vi1

H
D™ — D™| = > (i, w(OF — 0F)) + (rh, (0 — 70) (B, — w2)>‘
h=1
H — — —
Z Vi1, (B = Pu) (8], — 7)) + (ra + P VT (o — ) (@, — w2)>‘
h=0

We can bound this as:

2H ! (7 (s,a) — qﬁhsa g o 2w (s)
SVHEDY O ( + Z > (@7 (s, ma(s)) — Qf (s, Ta(s))) i
h=

0 s,a 'u'uhsa =0 s

H— s _
Yy LlIer — 113, L, U(;;,w)'
h=0 Ky T

Here, we applied Bernstein’s inequality and observed that Y-, VT, (s)2Py(s'|s,a) < H?. Now, we
have that if

&I = ARIIR, U(m, 7
> h (1) > (7, 7)
Ky grlealglihzo max{e2, A(m)?} and Ka ~ e max{e2, A(m)?}

(4.4)

then Condition (4.2) holds. Notice that up to H and log(-) factors, this is precisely the sample
complexity of Theorem 1 if we set 7 = 7* and minimize over all logging/exploration policies
[t/ Texp. Note that, if V' denotes the average reward collected from rolling out @ Kz times, then

|V — Vi < ,/g—; by Hoeffding’s inequality. Thus, one could use V™ = D™ 4+ V as an effective

off-policy estimator. Likewise, D™ — D™ is an effective estimator for Vi — VOWI.

This calculation (elaborated on in Appendix A) suggests that our analysis is tight, and clearly
illustrates that the U(m,7) term arises due to estimating the behavior of the reference policy w].
Additionally, note that: if we had offline data from some policy 7, that had been played for a long
time, so that Kz ~ oo, then we would only incur the K, term; this is precisely pr, but with 7*
replaced with our reference policy 7 in the numerator.

5 Achieving Theorem 1: Perp Algorithm

While the above section provides intuition for where the terms in Theorem 1 come from, it
does not lead to a practical algorithm. This is because the desired number of samples in Equa-
tion (4.4) are in terms of unknown quantities: {||¢7 — qﬁf{”ih(u),l yA(m),U(m, )}, which depend on

9



Algorithm 1 PERP: Policy Elimination with Reference Policy (informal)

Require: tolerance ¢, confidence 4, policies 11
1: 11y < II, Py < arbitrary transition matrix
2: for £ =1,2,3,...,[logy 1—661 do
3: Set €y + 2t

4: // Compute new reference policy
5. Compute Us_q p(m,7") as in (5.1) for all (m,n’) € II,
— . H =3 _
6:  Choose 7y < mingzem, maxyer, Y p—q Ur—1,5(7, )
7. Collect the following number of episodes from 7, and store in dataset CDECf
7 = 2
g = O(maxc- HU@’B(W’”) -log HZ(S\HA)
welly €

Compute {ﬁ)\zT 5 (s)HL | using empirical state visitation frequencies in D%t
: // Estimate Policy Differences
10:  Initialize 67 < 0
11: for h=1,...,H do
12: Run OpTCovV (Algorithm 3) to collect dataset ’DEE such that:

sup [|(mn — e n) 07, + mndgplly o < € HUBE for Apn =Y, 4)coEnesaia

welly
and By < O(y/log SH?|11,|/6)
13: Use ’DEE to compute Py p(s'|s,a) and 7,
14: Compute SZhH — ﬁg,h(ﬂh — frg,h)ﬂ)\zh + ]357h7rh;5\2h)

15:  end for

16: // Eliminate suboptimal policies

17: Compute Dﬁ—l (71') — Zh<?€7h’ ﬁhéé,h> + Zh<?€7h’ (ﬂ'h - ’ﬁ'g,h)@g’})
18:  Update IIyp4q = II,\{m € II; : max, l/jﬂ(ﬂ’) - l/jﬁz(ﬂ) > 8¢ }
19:  if [IIyy1| = 1 then return 7 € I,

20: end for

21: return any 7 € Ily4

10



our unknown environment variables vy, P; hence, we would not know how many samples to collect.
In this section, we propose an algorithm that will proceed in rounds, successively improving our
estimates of these quantities. Define

Upn(m, ') = B gl(QF (50, 7 (5)) — QF (50, 71, ()))2, (5.1)

where I/F:,M denotes the expectation induced playing policy 7’ on the MDP with transitions ﬁ&h, and

@2 5, denotes the Q-function of policy 7 on this same MDP. To compute ]3”” we use the standard
Ne,h(svavsl)
Ne,n(s,a)

We set ﬁg,h(s’ | 5,a) = unif(S) if Nyp(s,a) = 0. The analogous estimator is used to estimate 7 j,.

estimator: ]357h(s’ | s,a) = for Ny p(s,a) and Nyp(s,a,s') the visitation counts in DFP.

The quantity ¢j — ;;r is estimated as in the previous section: (7, — ﬁ'zﬁ)ﬁ)\? n T whggh.

Algorithm 1 proceeds in epochs. It begins with a policy set Iy, which contains all policies
of interest, II. It then gradually begins to refine this policy set, seeking to estimate the difference
in values between policies in the set up to tolerance ¢, = 27¢. To achieve this, it instantiates
the intuition above. First, it chooses a reference policy 7y, then running this estimate a sufficient

number of times to estimate wZ‘. Given this estimate, it then seeks to estimate J; for each 7 in

the active set of policies, II,, by collecting data covering the directions (7, — ﬁg,h)ﬁ)\? nt ﬂ'hggh for
all m € II,. To efficiently collect this covering data, on line 12, we run a data collection procédure
first developed in [42]. Finally, after estimating each 47, it estimates the differences between policy
values as in (4.3), and eliminates suboptimal policies. We omit several technical details from
Algorithm 1 for simplicity, but present the full definition in Algorithm 2.

6 When is p Sufficient?

Our results so far show that pr is not in general sufficient for tabular RL. In this section, we
consider several special cases where it is sufficient.

Tabular Contextual Bandits. The tabular contextual bandit setting is the special case of
the RL setting with H = 1 and where the initial action does not affect the next-state transition.
Theorem 2.2 of Li et al. [30] show that if the rewards distributions v(s,a) are Gaussian for each
(s,a), where here s denotes the context, any (0,6)-PAC algorithm requires at least pr; samples.
Crucially, however, they assume that the context distribution—in this case corresponding to the
initial transition P;—is known. Their algorithm makes explicit use of this fact, using this to
estimate the value of ¢”™. The following result shows that knowing the context distribution is not
critical—we can achieve a complexity of O(pr) without this prior knowledge.

Corollary 1. For the setting of tabular contextual bandits, there exists an algorithm such that with
probability at least 1 — 20, as long as I contains only deterministic policies, it finds an e-optimal
policy and terminates after collecting at most the following number of samples:

inf 16"~ 071 ) -
71r2cp ?rleaﬁ( max{ez,A(W)z}

1 n Choly
Amin V€ max{es/3, A%3}

min

~ . B%log

Y

for Cooty = poly (S|, 4,10g 1/8,log 1/ (Amin V ), log|1]) and § = C/log(H - 1),

Amin\/E

11



The theorem is proved in Appendix D, and follows from the application of our algorithm PERP
to the contextual bandit problem. The key intuition behind this result is that, in the contextual
case:

U, 7) = Esup [(r1(5,m1(s)) = r1(5,71(5))’] < Egopy[I{m1(s) # 71(5)}]-

It is then possible to show that, since mex, only has choices of which actions are taken (and cannot
affect the context distribution), this can be further bounded by inf__ [|¢™ —¢™ ||?\(7rcxp),1 . This is not
true in the full MDP case, where our choice of exploration policy in ey, could make infr [[¢™ —
qﬁﬁHi(%Xp),l significantly smaller than U(m, 7) (as is the case in Lemma 2). Hence, we observe
that the cost of learning the contexts is dominated by that of learning the rewards in the case of
contextual bandits. This is the opposite of tabular RL, where our complexity from Theorem 1 is
unchanged (as seen in Section 4.2) even if we knew the reward distribution. This shows that there
is a distinct separation between instance-optimal learning in tabular RL vs contextual bandits.

MDPs with Action-Independent Transitions. In the special case of MDPs where the tran-
sitions do not depend on the actions selected, the complexity simplifies to O(prr). Note that this
exactly matches (up to lower order terms) the lower bound from [2].

Corollary 2. Assume that all P, are such that Py(s'|s,a) = Py(s'|s,a’) for all (a,ad’) € A. Then,
with probability at least 1 — 25, PERP (Algorithm 2) finds an e-optimal policy and terminates after
collecting at most the following number of episodes:
i 165, — o7 113 - C
inf max h h A (Texp) 1 -LH452 + poly
— mexp well  max{e2, A(m)2} max{e5/3, A”31

h=1 min

for Cpoly, B as defined in Theorem 1.
The intuition for Corollary 2 is similar to that of Corollary 1, and proved in Appendix E.

7 Discussion

In this paper, we performed a fine-grained study of the instance-dependent complexity of tabular
RL. We proposed a new off-policy estimator that estimates the value relative to a reference policy.
We leveraged this insight to close the instance-dependent contextual bandits problem and obtained
the tightest known upper bound for tabular MDPs.

Limitations and Future work One limitation of the present work is that PERP, in it’s current
form, would be too computationally expensive to run for most practical applications; enumerating
the policy set II is often intractable, but works in contextual bandits have avoided this issue by
only relying on argmax oracles over this set [1, 30]; an interesting direction of future work would
be to extend this technique to tabular RL. Extending the results from this paper to obtain refined
instance-dependent bounds for linear MDPs and general function approximation is an exciting
direction as well.

The new estimator and its improved sample complexity raise additional theoretical questions.
Our upper bound has unfortunate low order terms; can these be removed? Can one show that
% is unavoidable for all MDPs in general, thereby matching our upper bound? As
discussed above, a few works have proven gap-dependent regret upper bounds, but we are unaware
of any matching lower bounds besides over restricted classes of MDPs; can our estimator involving
the differences result in even tighter instance-dependent regret bounds for MDPs?

12
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Notation Description

S State space
A Action space
H Horizon
=5 Transition matrix at stage h
v, Distribution over reward at stage h
rn(s,a)  Expected reward at stage h for state s and action a
s Policy
1I Set of candidate policies
7h($) Distribution over actions for policy 7 at state s and stage h
wy State visitation vector at step h for policy 7
Fd3 Policy matrix for policy m at step h
i State-action visitation vector for policy 7 at step h
Ap () Expected covariance matrix at timestep h for policy 7
7(s,a)  Q-value function for policy 7 at state s, action a, and step h
Vi (s) Value function for policy 7 at state s and step h
VT Value of policy 7
m* Optimal policy within IT
A(m) Suboptimality of policy m
Wi(s) Maximum probability of reaching state s at step h over all policies
C Context space (for contextual bandits)
T Context distribution (for contextual bandits)
o* Reward parameters (for contextual bandits)
pII Complexity measure based on feature differences
1Y) Reference policy
oy Difference in state visitation between policy m and reference policy at step h
Dz, (m) Difference in value between policy 7 and reference policy
Up(m,7')  Expected squared difference in Q-values between policies m and 7’ at step h
Sé{eep Set of reachable states at epoch £
eﬁnif Minimum reachability threshold at epoch ¢
eﬁxp Tolerance for experiment design at epoch ¢
5] Confidence parameter at epoch /¢
ny, Kﬁnif Number of samples and minimum exploration at epoch /¢
@EE Dataset collected during exploration in PERP
C‘D?ef Dataset collected from reference policy

Table 1: Table of notation used in the paper
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A Understanding the origins of U(r,7)

This section is inspired by the exposition of Soare et al. [37] for justifying the sample complexity
of linear bandits. Fix a reference policy 7 and some (stochastic) logging policy u. For K € N
to be determined later, roll out 7 K times and compute the empirical state visitations @] (s) =
+ DD sh 1{s¥ = s}. Alsoroll out 1 K times and compute the empirical transition probabilities

Py(s|s,a) = i i;{(sf{’z’si+)1)z(2’)?’3/)}. For any m # 7, use {ﬁh(s’]s,a)}sﬂ,sr,h to compute w7 (s).
With 67| == wj | — wh: -z Pympw] — Pyipwf = Pympdf + Pp(m), — 7p)w] set
H H
D(m) =V = V5 = (rn, mpw], — Fpwp) = > _(rn, mrdfy) + (ra, (w4 — 7p)wf)
h=1 h=1

and also define the empirical counterparts g}{ 4= ﬁhm@’{ + ﬁh(ﬂ'h — 7tp,) Wy with

H
D(r) =Y (rn, ®h0p) + (ra, (mp — 75) 7).
h=1
If 7 = argmax ey ﬁ(ﬂ'), how large must K be to ensure that 7 = 7% := argmax,cy D(7) =

arg maxrer Vy' ?

Assume at time h = 0 all policies are initialized arbitrarily in some state sg so that Py(s'|so, a)
simply defines the initial empirical state distribution at time h = 1. Let @W{(so) = w{(so) = 1 We
can then unroll the recursion for h =0,..., H — 1

Ohs1 = g1 = Pyt + Py(mn — ) wh — 074y
= (P — Pu)mndf, + (Py — Po)(mn — mn)wh + Pa(mn — ) (@], — w) + Pama(0] — OF)
+ (Ph — Pr)mn(0) — 07) + (Ph — Py)(mwn — m0p) (0], — wy)
Low order terms ~ 0

~ (Py — Pu)(9F — #F) + Pa(my, — ) (@], — wf) + Pamen (5], — 6F)

h
( | H Pymj) (Paei — Poei)(@F i — Of_i) + Proi(mpi — n—i) (@ _; — wji_;))

where we recall ¢f = mpw]. If €pyq 1= (P — Py)(mpwf — 7w} ) + Py(my, — ) (W] — wf) then

H H h—1 h—1
Z<7‘h,7fh(5 —&3)) ZZZ Thaﬂh( H Pj"'j)ﬁk+1>
h=1 h=1 k=0 j=k+1
H-1 H - H-1
= <7“h,7fh< H Pjﬂ'j>€k+1 Z Vili1s €rt1)
k=0 h=k+1 j=k+1 k=0
H-1

= (Viy. (P — Po)(0F — ¢F) + Py(my, — 73,) (B — wf)).

e
Il
o
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Finally, we use these calculations to compute the deviation

H
D(r) = D(x) =Y (rn, wu(0 — 7)) + (ra, (w0, — 703,) (@, — w))

i * *

= (Vhﬂ+1a (Ph - Ph)(ﬁbg - ¢2)> (Th + Ph Vh—i—lv (7"h - ﬂ'h)( - wh)>
o i

=S Vi, By — P (8] — 0F)) + (QF, (v — 7p) (@ — wf))
o _

= V() (PS5, a) — Pu(s']s,0)) (6] (5,a) — ¢ (5,a))
h=0 s,a,s’

H-1
+ Z > (QF (s, () — QF (s, () (Wh (5) — wp (5))

< S S v 2 PR (a2

h=0 s,a,s’ K'uh(s (1)

H-1 — .
| 23 (@5 m(s)) — Qs () LB,
h=0 s

Applying >, Vi (s)2Py(s|s,a) < H?, we observe that if

H-1 T T 2
s a(¢h(s7 CL) - ¢h(87 (1)) /:uh(s7 CL)
K H2 )
> IB’IH m;rix hE 1 A(ﬂ')2

(@7 (s, 7h(s)) — QF (5, 7n(5))) *wi (s)
Z = A(ﬂ')}; : ) :

and we employ the minimizers y, 7 to collect data, then D(m)—D(r) < A(r) and 7 = arg maxyep D(7) =
arg max,crp D(m). Notice that up to H and log factors, this is precisely the sample complexity of
our algorithm. A natural candidate for 7 is 7#* so that the first term matches the lower bound of
[2].

On the other hand, suppose we used the data from the loggmg policy p to compute the
empirical state visitations w] for all 7 € I and set 7 = arg max en Zh (rp, Twh) = Vo Using
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Figure 2: A motivating example for differences. All rewards other than the ones specified in the
figure are 0.
the same techniques as above, it is straightforward to show that if

Wiy — Whyy = Ppmpy — Prmpwy,
= (Ph — P, + Ph)ﬂ'h(l/&g — wg + wg) — Phﬂ'h’w;:

= (Py — Py)mpw] + Pomp(@0F — wi) + (P, — Py)mp (@0 — w])

~
Low order terms =~ 0

v

h
( H 75) (Py—y — Pyi)mp_wf_,;

and we employ the minimizer p to collect data, then 170“ — Vi < A(w) and 7T = arg maxyeq 170” =
arg maxrerr V(' -

B Tabular MDPs: Comparison with Prior Work and Lower Bounds

Illustrative Family of MDP Instances Recall the family of MDP instances in the introduction
(visualized in Figure 2 for ease of reference). The family of MDPs is parameterized by €, €1, €2 > 0,
with H =2, § = {s1, 82, 83, 84}, and A = {a1,az,as}, which start in state sy and are defined as:

Pi(sy | s1,a1) =1—3¢, Pi(s3z]|si,a1) =€, Pi(sq]s1,a1) =e€
Pi(s3 | s1,a2) = Pi(s4 ] s1,a3) = 1.

We define the reward function so that all rewards are 0 except r1(s1,a1) = r2(s3,a1) = ra2(s4,a2) =1
for all a.
Let M denote the MDP above with €; = 2¢, €2 = ¢, and M’ the MDP above with €1 = €, €5 = 2e¢.
Let IT = {m,m2} denote some set of policies. Let m; denote the policy which always plays aq,
and 7y the policy which plays a; at green states and ag at red states i.e ma(s1) = m2(s2) = a1 and
7T2(83) = 7'('2(84) = an.

Now note that VOM’”1 =1+ 2, VOM’”2 =1+e, VOMI’7r1 =1+¢, and VOMI’”2 =1+ 2e.
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B.1 Comparison with complexities from prior work

The lemma below shows that the upper bound presented in Theorem 1 is smaller than that of
PEDEL from Theorem 1 of [42] for all MDP instances.

Lemma 4. For any MDP instance and policy set II, we have that

”(bﬂ- IIA ( )~ 1
maXyell h_Texp
Texp Tl max{e2,A(n)2, AZ Y= max{ez,A( )2,A2

l’l’lll’l}

1. inf

2.

6% — o713, ¢ o713,
o4 h(Texp) ~ < AH4 f h(Texp) ~
Z;Zcp e max{e2, A(r)?2, A2 } - Z%gp wen max{e?, A(7)?, AZ }

min min

HU(m,m*) A—H ”‘bﬂ”Ahmxp) !
I @ AmzAry = H 2 h=1 e, MaXrerr max{e,A(m)2,A2

IIllIl} mll’l}
Proof. Proof of Claim 1. Note that

2
A L W G LS
’TI'CX eXP
h p) oa )\GASA oa A

S (I s,a

In order to solve this optimization problem, we can consider the KKT conditions. We can verify
#7 (s,0)

from stationarity that at optimality, A\, = for some constant 3 > 0. But since A;, must
live in the simplex Agy, and since ¢7 (s, a) is itself a distribution over S x A, it follows that 5 =1

must be true. Plugging this optimal value into the above, we obtain that

#7(s,a)?
H(;ShHAh(chp _1 > inf Z h =

AEAsA
Then,
”¢h”A 1
f h(Texp) ™ >
e a2, A ()2, Afnm} = max{e?, A(m)2, A2_}
directly follows from the above.
Proof of Claim 2. From the triangle inequality,
10— 9
inf max
Texp 7T6aH maX{€2 A( )2 Ar2n1n}
107115 [l
< 2 . f h(ﬂ'cxp) h(ﬂ-CXP)
= e mell <max{62,A( 12,AZ 7 max{e, A(n)?, AL}
o513 o7 1%
< 92inf h(ﬂexp) h(ﬂexp)
= e <maX{€2 A(m)2, AL Y | max{e, A(n)2, AL}

7rexp

o713
< 4 inf max h A

Texp mEIL max{62 A( )2 A1{21{1110}

where we have used that A(mw) > A(7*) for all 7. Plugging this bound into the expression from (2)
from the Lemma statement completes the proof.
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Proof of Claim 3. We have that

H
HU(m,7") = H Z anmeu Q7 (51T (9)) = QR (sny i ()2 < H Y H? < H*
h=1
Then,
HU (m, ) - A
max{e?, A(m)%, AL}~ max{e?A( )% Afin}

. [y o—
<H Z inf max P

7rexp well max{62 A( )2 A1{21{1110}

Where the final inequality follows from Claim 1 above. O

The lemma below shows that there are some instances where the complexity from Theorem 1
is strictly smaller in terms of e dependence than that from Theorem 1 from [42] for PEDEL.

Lemma 5. On MDP M defined above, we have:

"o A A
1. Yy infr,  maxgen ] A(h)2 ) ; <15
HU (m,m*) _ 3H
2. maXgerl max{e2,A(m)2, A?nln} = ¢
[F=xal

H . A (Trcx )~ 1 H
8. Y p—y infr, maxren ] A}( )2PA >3

mln}

Proof. Proof of 1. In this case we have that 7* = 71, and the only other 7 of interest is mo. Note
that m; and o differ only at state s3 and s4 at h = 2. Let mexp be the policy that plays actions
uniformly at random. Then, we have

SO S [ NSRS L NS
Texp mEIL maX{€2 A( )2 A2 } - Texp E

h 1 mln
1 (uf e up (s
€2 \wy™(s3)  wy""(s4)

< 1 [/ 4¢€? + €2
— e \1/3  1/3
= 15.

Proof of 2. Note that

H * H
ax U(m, ) _ U(7T2,7T1)'

mell max{e?, A(m)2, AZ. } €2
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Then,

U(ma, m1) ZE Q7 (5.m1,(8)) — Q7 (5, m2,(5)))?)

=E, [(Qz (877T1,2( s)) — Q5" (5, m2,2(s)))?]
= 2e + € = 3e.

Combining these proves the result.

Proof of 3. By Claim 1 in Lemma 4, the stated result then follows by recognizing that max{e?, A(r)?, <

€2

mln}

O

B.2 Lower bound
Lemma 6. On MDP M defined above, any (¢€,d)-PAC algorithm must collect

samples.

Proof. Consider II, M, and M’ defined above. Let £ denote the event {7 = m1}. By the above
observations, we have that 7 is e-optimal on M while 75 is not, and that 7o is e-optimal on M’
while 71 is not. Then by the definition of an (e, §)-PAC algorithm, PM[€] > 1 — § and PM'[£] < 6.

Let (s, a) denote the distribution of (rp, sp+1) given (s,a, h) on M, and 7} (s, a) is the same
on M’. Then, letting vj, < v, v}, < 7}, and otherwise adopting the same notation as in Lemma
F.1 of [46], we have from Lemma F.1 of [46] that:

> EMIN (s, a)JKL(7n(s, a), 7 (s, a)) = Sup d(PM(E'], PME)

> d(PM €], PM[€])

s,a,h

where the last inequality follows from [23].
Note that M and M’ differ only at (s1,a1), so

> EMING (s, a)]KL(y(s, a), 74 (s, ) = EMNT (s1, a1)[KL(y1(s1,01), 7] (s1, 1))

s,a,h

Furthermore, we see that
, 2e €
KL(7y1(s1,01),71(s1,01)) = 2¢elog - + elog % <e.

So it follows that we must have

Noting that EM[NT (s1,a1)] < EM[r] completes the proof. O
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C Tabular MDP Upper Bound

Algorithm 2 PERP: Policy Elimination with Reference Policy

Require: tolerance ¢, confidence 4, policies 11
1: 11y < II, Py < arbitrary transition matrix
2: for £ =1,2,3,...,[logy 1—661 do

—2/3
. - ¢ € 74 €
3: Set e < 27°, € ¢ rsg;gHz, K i ¢ fﬁmf
4 Sé{eep = PRUNE(Eﬁnif,5/3f2) (ﬁklgorithm 5) // Prune states that are hard to reach
5: Use {Pg_Lh}}Ij:l to compute Ug_17h(7T,7T,) for all (7T,7T,) € II; // Compute new reference policy
6:  Choose 7y ¢ minzey, MaXyer, Zle Up—1 p(m,7)
7. Collect the following number of episodes from 7, and store in dataset CDECf
) HU,_y (m, ) + HAS3/2/ Alog SAHE . A3 | g2 4l - GO (2|TI,)|
Ny = maxc - 5 - log
mell, € )
8 Compute {wf ,(s)}1L | using empirical state visitation frequencies in D%ef
9: Initialize 5f ~0 // Exploration via experiment design
10: forh=1,...,H do
11: Define My, € RS54 as My, < diag(as, a, - - - Qsg.a,), Where o, = 1(s € S;‘;ep).
12: Pl {M&h <(7Th — ﬁ-&h){ﬁ?,h + ﬁh52h> T E Hg}
60SH2¢2|11 60H2¢2|11
13: eﬁxp%ef/H‘lﬂg for By + <\/2log (75 | Z')—F%MEZ fl‘;‘l - log( < | ‘))
[ k .
14 Run DFP  OPTCOV (0, ebyy, o, €y Kl S5 b)) (Algorithm 3)
15: Use @EE to compute ﬁg7h(8/|8,a) — % if Nyp(s,a) > 0, unif(S) otherwise, and
Fon(5,0) = 5 S anycogn ™ - H{(s,0) = (,@')} if Nea(s,a) > 0, 0 otherwise
16: Compute 6Zh+1 — Mg,h(Pg,h(ﬂ'h — ﬁ'zﬁ)ﬁ)\zh + Pf,hﬂ'h(szh)
17:  end for
18:  Compute Dz, () Zh (?57;“ ﬂ'hfsg,h> + Zh(ff,fh (mp, — ﬁg,h)@2h>
19:  Update Iy = H\{r € II; : max,» Dz,(n") — Dz,(7) > 8¢ }
20:  if |[IIp41| = 1 then return = € ;4
21: end for

22: return any 7 € 1l

C.1 Notation

Covariance matrices. We use

-
Ah(ﬂ'exp) = Eﬂ'cxp [eshah eshah]
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to denote the expected covariance matrix and K&h to denote the empirical covariance matrix col-
lected from CD]EE.

State visitations. Let 07, (s") := wj (s') — w}(s"), for 7y the reference policy, 07, the vectoriza-
tion of &7, (s'), and wj (s) = Px[s, = s] the visitation probability, and W (s) = sup, wj (s). Then,
we can recursively define i
52h+1 = Ph(’rl'h — ﬁ-é,h)wér,h + Phﬂ'hég,h- (Cl)
Similarly,
5Zh+1 = M, (Ph(ﬂ'h — ﬁ'zﬁ)ﬂ)\?’h + thrhézh) . (02)
And R R . N R
Of 1 = Mp <Pé,h(7"h — T p)Why, + P&hﬂ'h&Zh) : (C.3)

Value functions. Note that we can express the value function as:

H k T
V= Z H Pjm; T T
k=h \j=h+1
On the “pruned” MDP, define
To.n = Myprh,
and
_ H k T
Vin = Z H My Py | m T
k=h \j=h+1

Reward difference term. Define
Un(m,7") = B [(QF (51, T (s)) — QF (sn, 77, (5)))?]
and U(m, ') := Zthl Up(mw, 7). Additionally, define
Uen(m, ') = B [(QF (51, () — QF p (51, 71()))°]

where E/ ; denotes the expectation induced playing 7’ on the MDP with transitions ﬁg, and @\}T h
denotes the Q-function for policy 7 on this same MDP. Let (7@(7?, ') = Ethl (7@7;1(7?, 7).

C.2 Technical Results

Lemma 7. Let © = {(s1,a1,5),...(s7,ar, i)} be any dataset of transitions collected from level
h. Let P € RS54 denote the empirical transition matriz with [P [A]s sa = N(S‘Saa if N(s,a) > 0,

and 0 otherwise, for N(s' | s,a) = >, I{(s¢, at, 8}) = (s,a,8')} and N(s,a) =Y, I{(st,ar) = (s,a)}.
Consider any v € [0,1]° and u € R4 and assume that N(s,a) > X > 0 for all (s,a) € support(u).
Then, for P the true transition matriz, we have that with probability at least 1 — J:

(e (5) 57 3)
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Proof. First write
N(s'|s,a)
v’ u—ZZvS< (s' | s,a) — W Ugq
_ Z Z Us 5 | St, (It) H{S; = S/}) Usiay
N(st,at)

where the second equality follows from some simple manipulations. Note that, for any ¢, we have

and can bound

2Ug,q, < 2 Us,a;

N(St,at) o \/_Xm

3o (P(s' | s0,a0) = I{s) = 5'}) tgpar

<
N(st,at) -

S/

where we have used the fact that N(s,a) > A for (s,a) € support(u), and since v has entries in [0, 1]
and P(s | ¢, a;) and I{s; = s’} are valid distributions, so Y vy (P(s" | s, a¢)—I{s} = s'}) € [-1,1].
Furthermore, we have that

[t o )] ()

S/

where we have again used that >, vy (P(s" | s¢,ar) — I{s} = s'}) € [-1,1].
By Bernstein’s inequality, we therefore have that with probability at least 1 — d:

(UT(P - J3>u( < 22; <m>2

2
) %S

O

Lemma 8. Let © = {(s1,a1,71),... (s, ap,r7)} be any dataset of state-action-reward tuples col-
lected from level h. Let7 € RS4 denote the empirical reward estimation with [7]sq = m-ztll Ty
I{(s¢,ar) = (s,a)} if N(s,a) >0, and 0 otherwise, for N(s,a) = >, I{(s,ar) = (s,a)}. Consider
any u € R and assume that N(s,a) > XA > 0 for all (s,a) € support(u). Then, for r the true
reward mean, we have that with probability at least 1 — §:

() i)
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Proof. First write

_p T’LL _ (T(St, at) - rt) Usyay
(7" ) Et: N(St, (It) '

Note that, for any ¢, we have

(T(Sh at) - Tt) ustat
E =0
[ N (51 a0) | st, a1

and can bound

(T(St, at) - Tt) ustat
N(st,at)

Usyay < i . Usiay < 1

N(st,at) - \/X N(St,at) - ﬁ '

IN

where we have used the fact that N(s,a) > A for (s,a) € support(u), and since we assume our
rewards are in [0, 1]. Furthermore, we have that

(NG B (PR I

By Bernstein’s inequality, we therefore have that with probability at least 1 — d:

IN

‘(r —?)Tu‘

2 Z “W log 2 4+ Z a1, 2
st,at g 3\/_ N(st,at) g(;

=[1/21 2+

Lemma 9. Let u € RS be any vector such that Vs, |us| < M. Then, for any (£,h), the following

holds with probability (1 — §):
2E, w7 [ug] 2 2M 2
<y —2 —log
= \/ ne 8 (5) HETTRCAV

Proof. The left side of the inequality above takes the form of the deviation between an empirical and
true mean of the random variable us. Hence, the result follows directly from Bernstein’s inequality
since we know |ugs| < M is bounded. O

O

ESNth [US] - ESNGZh [us]

Lemma 10. Assume that A and B are matrices with entries in [0,1] and whose rows sum to a
value < 1. Then AB also satisfies this.

Proof. To see this, consider the ith row of AB, and note that the sum of the elements in this row
can be written as, for aiT the ith row of A, and b; the jth column of B:

Za;bj = Z Z aikbjr = Zaz’k(z bjk)-
j k j k J
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Now note that > j bji is the sum across the kth row of B, so this is < 1 by assumption. Furthermore,
> i @i < 1 for the same reason. Thus, the ith row of AB sums to a value < 1. Furthermore, it is
easy to see a; bj < 1 for each j. Thus, AB has values in [0, 1] and rows that sum to a value < 1. [

Lemma 11. We have that HH'ZL:Z-M}H_lphﬂ'hHQ, ”H'ZL:iPhﬂ'h”g < VS for any i, j, h.

Proof. By definition P}y, is a transition matrix—each row has values in [0, 1] and sums to 1—and
Mp, 11 is diagonal with diagonal elements either 0 or 1. Thus, each matrix M}, Py, has values in
[0,1] and rows that sum to a value < 1, so Lemma 10 implies that H%:Z-MthlPhﬂ'h does as well.
Denote A := HH{L:Z.MhPmthg. We can then bound

L My sa Prre 13 = AR < 1AJF =) ) A5 <Y 1<,
i i
which proves the result. The bound on HH'}jl:iPhﬂ'h”g follows from the same argument. O

Lemma 12. We have

~7T AT('
0 b1 — 00 pt1
h—2 h

N B o -
= E H My 1Py | (Pa—i — Pop—i) Moq—i |(Th—i — Ton—i) W) i + Th—i0f ;|-
i=0 \ j=h—i+1

Proof. This follows immediately from the definition of Sg hals ;5\? n41> and simple manipulations. [

C.3 Concentration Arguments and Good Events

Lemma 13. Let Ef;rune be the event for which the call to PRUNE in epoch { in Algorithm 2 will
terminate after running for at most

SAHY 1
pOIY(Sv Av Hv IOg (5—) T

4 €unif

episodes and will return a set Sé{eep such that, for every (s, h) € Sé{eep, we have Wi (s) > € ... and,

if (s,h) & Sf°P, then W} (s) < 32¢L_.. Then P(Efune) = 1 — 5.
Proof. From Lemma 38, this event follows directly with probability (1 — ﬁg). O

Lemma 14. Let Ef)’(% be the event for which:

1. The exploration procedure in Algorithm 3 will produce @EE such that

é ngp fOT Ké,h — Z esaﬁll, (04)

max | Me,p((mh — T n)Wp, + 707 ) |
¢ (s,a)G’DEE
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and will collect at most

infr, maxrert, | Men(7n — ®ep) 075 + TROFIR, oy Ct,
c- ! (el )5
exp exp
Ci ¢ ¢
+ g—w + lOg(wa) : Kunif
Cunif

episodes.

el
2. For each s € Sé{eep, we have that 3y 4)epED I{(s',a") = (s,a)} > M for any a € A.

Above, C is a universal constant and C’few = poly(S, A, H,log ¢/d,log 1/¢,log |I1|). Then P[(Soxp) N

0,h'
gérune N gost N (ﬂh/gh 15051: ) (mh'ﬁh—lg@(p )] < 6]?@2 :

holds, for each s € Sf°® we have Wi (s) > ¢’ ... Now, observe that,

Proof. Since the event &

prune unif

for s € Sé{eep and any a:
[(7n = Ten )07 + TR0 ) (5,0 |
< [@F p)s + 107 n)s] < [wipls + 108 nls] + [DFn — wEpl)] + 07 p)s — 1071151
By construction, we have [wf,]s, [[07,]s| < Wi (s). By Lemma 19, on EL,, we can bound (@7, —

wiyls| < \/8562/3. By Lemma 18, on &5, e N (Mir<h— 1<E’est ) (ﬂhlgh_l&a)’(p), we can bound

1187 4)s — |07als]| < \/SHBrel, + SH(\/86) + 32€, 1)

Altogether then, we have
(700 — e w )WLy + 7007 1) 5,0 |
< QWi (s) + \/ SHBrelyy + SH(\/8e) + 32¢8 ) + /856,

we can bound all of this as

< C¢ ( ( ) + V Kgnlfeumfeixp)

for Cy = c¢SH (3. This is the condition required by Theorem 2, so the result follows from Theorem 2.
O

By our choice of eexp and €’ .,

Lemma 15. Let &%

est

(1) For all w € Iy, b/ < h:

" be the event at epoch £ for step h on which:

h
‘<7’l’;?g7h, < H MZ,i—i-lPiﬂ'i) (Ph’ — P&h’)MZ,h’ |:(7‘rh/ — ﬁe7h/)@Zhl + ﬂ-h’éZh’]>‘

i=h'+1

_ —~ 2
[Mé,h’ ((ﬂ'hf — T )Wy + Trh/5}fh,) ]

Ny (s, a)

(s,:0)

< B
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(2) For all canonical vectors ey in RS, m € Ily, and b/ < h,

h
‘<€s', ( H Mz,z‘+1piﬂ'i> (P — Pyp )My [(Wh’ — T ) WG gy + 7Th'52h/] >‘

i=h'+1

(M b (70 — T 0 )7y + T 07 10130

< pe Z Ny (s, a)

s,a

(8) For each (s,a), we have

log
N&h(s, CL) ’

=N 4852 AH/(?
Z|Pg7h(8,|8,CL)—Ph(S,|S,CL)| <Ss >
S/

(4) For each 7 € 1y,

[(Fep — Tohy ThOG  + (0h — o p)Wf )]

2

[Mz,h ((Wh — o) W7, + Whg?,h) ](s a)

N&h(s, a)

< B

s,a

Then P{(EX)° N ELune N (Mwr<hE&B)) < i

est prune

Proof. We prove each of the events sequentially.

Proof of Event (1). Consider any fixed choice of (m,h’). By Lemma 10 and since our re-

wards are in [0,1], we have that (th:h’-',-l Mg,iHanri) 7 o is a vector in [0,1]. Let v «

T _ ~

<H?:h,+1 Mg,iﬂPiﬂ'i) ﬂ;ﬁ’h and u < M p/ |:(7'l'h/ — ﬁg7h/)@2h, + ﬂh/(szh/]. Note that by construc-

tion we have that us = 0 for s ¢ S:°P, and so on 5P we have N, (s,a) > Kopigunie for all
sa = Oh exp eh'(8,a) 2 =557

(s,a) € support(u). On Eémne N 5&%’, we can then apply Lemma 7 with v and v as defined above

to get that the bound fails with probability at most 30H+£2|Hl|. Union bounding over ' and 7 we

get that the stated result fails with probability at most 3&%.

Proof of Event (2). Choose
h
T _ - T o
vV =¢€; < H M&ipﬂl'i) and wu= Mh/7g ((ﬂ'hI — 7Tg7h/)wg7h/ + Wh’éf,h’) .
i=h'+1

Note that by construction of wj,, and ;5\?,1, we have that ug, = 0 for s ¢ S;‘;\f,p, and so on Eeg,’(%,,

14 L
we have Ny p/(s,a) > % for all (s,a) € support(u). Furthermore, we have that v € [0, 1] by
Lemma 10. Then, the event follows by invoking Lemma 7.
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Proof of Event (3). By Hoeffding’s inequality, for any (s, a), we have, with probability at least

) .
1- 2452 AHZ"
R log 2452 AHL
Py (s — Py(s <y =2
|Pen(s | s,a) — Pu(s' | s,a)| < Nen(s,a)
. e 5 .
Thus, we have that with probability at least 1 — srcmm:
R log 24S2AH?
Pip(s' | s,a) — Py(s' | s,a)] < Sy ——0——.
S Bl [s.0) = Buls |0 < 84T

Union bounding over all (s,a), we obtain that this holds with probability at least 1 — ﬁg.

Proof of Event (4). Note first that (7, —7¢p, Whgzh+(7"h—ﬂ'é,h)@zh> = (Ten—Toh, M&h(ﬂhgz,ﬂ-

(7 — Tep)W7 ). The result then follows on 5§mne by a direct application of Lemma 8.

The final result then holds by a union bound. O
Lemma 16. Let £, denote the event that at epoch £ and for each h:

(1) For all m € Iy and h € [H], we have

~ _ 2H . 60H/?|IT
(P My ps1 Vot + s (0 — Top) (Wi, — @) | < 37, log %

2B, e (B MeperVipar + 7 (T — Ten)es)?]

60H (2|11,|
-log .

+ Ny )

(2) For all canonical vectors e; € R,

Aﬁ ] 21og <301{5£25> 21og (301{552s>
[(es, Wi p, — wi )| < i + i :

Then P[(E4,)°] < 2.

Proof. Proof of Event (1). Consider a fixed choice of 7, and let ul = <P,LTT~/Z,L+1 + 7, (7, — 7?@7h)€s>,

and note that [uT| < H for all s. Lemma 9 then gives that with probability at least 1 — Wﬂﬂel
we have
<PhTMé,h+1‘7é,h+1 + 7, (7 — o) (W, — Wf )
_ T o _
2E e [Py MendVipoy + s (T = Ten)es)’l  opreim,|  2H . 60H|T|
< ’ — - log — log ———.
U7 ) 3ny 1)
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Proof of Event (2). For a fixed choice of s € [S], the event follows from Lemma 9 with u = e

with probability 1 — §, where § = m. Once we take the union bound over all s € [S], then the
event follows with probability 1 — ﬁ.
The result then holds by union bounding over each of these for all h. O

Lemma 17. On &¢

prunes for all h and m we have

s ~7T
00 h41 = 00 ht1
h—2 h

_ — Ty ATy s
=S| TI MejaPim; | Mop—iiaPoi(mn_i — ") (wity_; — @y ;) + Af s
i=0 \j=h—i+1

for some Azh € RS with HAZh||2 < 325H€€nif. Furthermore, for any m and any i,k satisfying
0<:<k<H, we have

k k
' HM&jﬁ-leﬂ'j - H Py | wl|| < 32SHeb .
=i =i )
Proof. By definition, we have that

0f 1 = Of i

= Py (my, — ﬂ'é,h)wzl}L + Pomeyd7 ), — My Po(my, — ®op) W5y, — Me,h+1phﬂhg£h
= (I = My pi1) Po(n — ®pn)wy, + Mypa Pu(mn — Ton) (wy g, — @7 1)

+ (I — My ji1) Pampdf ), + Mo 1 Py (7, — 07 )

h
= H My j 1 Py (I — Mop—iv1)Pri(mh—i — ﬁ'h—i)w%—z’

+ My i1 Poi(mon—i — i) (wi s — @) + (I = Myp—ig1) Phoimn—i0f s |-

Note that [Ph—i(ﬂ-h—i_ﬁ'h—i)wglhl]s < Wp_;1(s), and similarly [Ph_,-’rrh_,-csg’h_i]s < Wy ,.4(s). On
the event &¢ we have that if [My_i11]ss = 0, then Wy, (s) < 32¢! It follows from this

prune’ unif*
that every non-zero element in (I—My j—it1) Ph—i(7h—i—mh—i)w, ", and (I—Myp—j1)Ph—iTh—i0F;_;

is bounded by 326€nif’ so:

I = Mepei) Pomi(mn-s = Fn-owpy,_ 2 < 32V Seqe and
(I = Mp—isr) Phoimn—i0 j,_ill2 < 32V Seqyi.

By Lemma 11, we can bound

h
I I MejeaPimilla < VS.
j=h—it+1
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Combining these gives the result.
We now prove the second part of the result. Denote A; := My ;1 P;m; and B; := P;jm;. Then

k k k k
[ MejsaPim; = T Pims = [T A - ] B
j=i j=i j=i j=i
k—1

HA—HB Ak—Bk)HB

J=i

k k s—1
=> | TI 4| 4s-By)|]] By

s=1 \j=s+1 3=

By Lemma 11 we have || H] o114l < V5. Furthermore, note that HS,_llB swl = wl. So it
follows that

k k k
([ MejirPim; = [ Prmjw? | <D VSI(As = Bouwl o
j=t j=t s$=1

2

By the same argument as above, we can bound [|(4s — Bs)wT |2 < 32V/S€’ ;. O

Lemma 18. On the event Eprune (ﬂh/ShS‘fg?/) N (ﬂhrShEeé,’g), we have, for all m € 11,:

”ZS\?JH-I =07 pyll2 < \/ SHBely, + SH( 86?/3 + 32€b50)-

Proof. We can write

106 p+1 = O prallz < 1107 1 — 07 pgalle + 167 s — 68 pall2-
From Lemma 12 we have
0f ht1 — Of ht1

h—2 h
ZZ H My j 1 Pjmcj | (Ph—i — Pop—i)Myp—i [(ﬂ'h i — R h—i) W] i + T z5gh }

i=0 \j=h—i+1
From Event (2) of Eest in Lemma 15, we have that for all canonical vectors e; and 7 € 1I;:

h
<637 [T MejrPimj | (Phos = Poni)Mon- z[(ﬂ'h § = T O g + ThoiOf }]>
j=h_it1

< B, Z [Mé,h—i((ﬂh i = Th— )weh i T Th— Zé@h Z)Ea‘

Nep—i(s,a)

s,a
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Now, summing over the bound above for all canonical vectors, and applying this for each i, it
follows that
Mg h’ 7Th/ — ﬁ'zﬁl)ﬁ)\?h, + ﬂh/(sgh,)P

9 b} 87
107 1 — 0Fnall3 < SB7 h/z:l SZ; Now (s, 0) < SHpByely,

where the last inequality holds on ﬂhzghé’é’g.
We now turn to bounding (|67, — 67,4 2- By Lemma 17 we have

s ~7T
00 h41 — 00 ht1
h—2 h
— T,
=S| I MejaPim; | Mop—iia Pai(mn_i — ") (wity_; — @y _;) + Af s
i=0 \ j=h—i+1

for some A7, € RS with AT ll2 < 32SHeL ;. Furthermore, on SZS? ' by Lemma 19 we can bound

e

/\7'([

T 5/3
gt = Bphilla < y/85¢".

Combining this with Lemma 11 gives the result.

O
Lemma 19. On event £, we have:
@7 ), — w, inll3 < 8565/3-
Proof. From Event (2) of Lemma 16, we have that for all canonical vectors e; € R¥:
) ) 21og (301{@ s> 21og (30Hé2s)
[{ei, Wep, — wip)| < i + T :
Then, combining these bounds together for all s:
30H£ S 30Hz2s
@7 ), — winll3 < zg%g&f )+45m;; ><4&ﬂ“+4%m“<8sw3
(i
where the last inequality follows from our choice of iy in Algorithm 2. O

Lemma 20. Let Egooa 1= (M1 Ebune) N (M724EL) N (M2 N Eeit) N (N Mgy E65)- Then
P[Egooa) > 1 — 26.

Proof. By a union bound and basic set manipulations, we have:

good < Z P pruno + Z P est

o H
+ Z ZP gcfx}[l) n gﬁrune N geést N (mh'Sh—lgfé? )N (mh’Sh 1gexp )]
(=1 h=1
o H
+ Z Z P[(gest ) N ggrune (mh’<h£exp)]
(=1 h=1
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By Lemma 13, we have P[(£5.,,.)°] < 6/3(2. By By Lemma 16, we have P[(£5)]] < %g. By
Lemma 14, we have P[(Sf)’(%)cﬂgz NnELN (ﬂhrgh_lgz’h/)ﬂ (ﬂhrgh_lgf)’ff,/)] < 6#552. By Lemma 15

prune est est
we have P[(E4M)e n 5§mne N (ﬁh/Sth)’f;)] < M}Lﬁ' Putting this together we can bound the above as
00 oo H
) ) 20
< — — — < 26.
<2 G i@ Y2 e <
=1 (=1 h=1
O
C.4 Estimation of Reference Policy and Values
Lemma 21. On &yooq we have that:
H N R H R i
> Fonmn(OF, — )| < €0 and > |(Fop — Fop, ThOE, + (T — Rep) D) < €. (C5)
h=1 h=1

Proof. From Lemma 12 we have:
N o
0fht1 = 00 hy1
h—2 h
=> | II Mejsabimj | (Proi = Pon-i) Mo |(Fn—s = T W pi + TniOf i
i=0 \j=h—i+1

A sufficient condition for (C.5) is that, for each i:

h

_ ~

‘<7"hré,h’ I MejaPims | (Pooi = Pops)
j=h—i+1

M p— [(Wh—i — W h—i) W) i + Wh-ﬁzh_i} >' < &

On &good, and in particular 82? (Lemma 15), we can bound the left-hand side of this as:

_ ~ 2
[Mé,h—i ((Wh—i — W h—i) W, + Wh—ﬁgh_,-) ]

(s,a)
Nop—i(s,a)

< B¢

s,a

< Bp\/ €3 /H* 53}
< e/H?

where the second inequality holds on Egpoq (in particular Sf)’(}f)_i). This proves the first inequality.

On &~

h
;& we can also bound

‘(ff,h — F&h, 7rh5Zh + (7Th - ﬁ@,h)ﬁ)\?,hﬂ

. ~ 2
[Mf,h ((ﬂ'h — ﬁg’h/)fl)\zh + 7rh52h> } (s,a

= ﬁZ Z Nf,h(sva) ’

)

s,a

< e /H>.
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This proves the second inequality. O

Lemma 22. On event Egood, for any timestep h, policies w, 7', and action a, we have:

~ 24,52 AH (2
Er[|QF 1 (5h,a) — Qi (sn,a)|] < H2S3/2\/A log % LBy 64H?SE" .. (C.6)

Proof. By Lemma E.15 of [10], we have that:
Qip(s,a) — Qx(s,a)
[Z Z Py (s | swrsan) = Pa(s’ | snry an)) Vi (sw) | sn = s, ap = a] :

On &gpod, in particular &b

Cst , we can bound, for s € Sz , and any a:

S Powls' | 5,0) = Pu(s' | 5,0)) Vi1 ()

24.57214HZ2 SA log 24.572AHZ2
<Ss
Ng h’ S, CL

unlfeunlf

and where the last inequality follows on Sf)’f;. By our choice of Kumf and €., we can further

bound this as

unif’

2 2
< SH\/SA log M N

For s ¢ Sé(ch(’;p, we can bound | Zsl(ﬁ&h’(sl | s,a) — Py(s" | s,a))%’fh,(sh/ﬂ < 2H. We therefore have
that

]E7r' H@zh(sha a) - Q;Lr(shu a) H

H 2 2
h/=h

+ 2Hsp & Szecp} | sp = s,ap = a”
H
> Er
h'=h

< H253/2\/A10g

24S2AH 2
SH\/ SAlog % 2 Usw € SSSPY + 2H sy & S)5F

2 2
ASTAHLE ?Hé e + 64H2SE

where the last inequality follows by definition of Sé{ehe,p, and 7’ is the policy which plays 7, for the
first h steps and then plays 7. This proves the result. O

Lemma 23. On event Egood, for all h and any ™ and ', we have that

2 2
M . 1/3 +576H3Se!

|ﬁé,h(ﬂ-v 77,) - Uh(ﬂ-v 7T,)| < 9H353/2 \/A IOg 5 unif -
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Proof. We have
Un(m, ') = Enry [(@Zh(shaﬂ'h(sh)) - @Zh(sh,W;L(Sh)))z}

where E, ¢y denotes the expectation induced playing policy ' on the MDP with transition ]33. We
~ ~ 2
can think of this as simply a value function for policy 7 on the reward 7 (s, a) = (th(s, Th(s)) — Q7 n(s; a)) .

Let V denote the value function on this reward on Py, and note that Vj(s) € [0, H2] for all (s, h).
By Lemma E.15 of [10], we then have that

Oatm )~ Exr [ (@) ~ Qatoneh(on)) |

H
ZZ(PM(S/ | sn,an) — Pu(s’ | Sh,ah))VhH(S/)]
h=1 s’

H

2ZEW’

7.rl

> 1Pon(s' | snyan) = Pa(s’ | Sh,ah)|] :

s’

Note that we always have ), ]ﬁg,h(s’ | Shoan) — Pr(s" | sp,ap)| < 2. Furthermore, on Egooq We also

have >, |ﬁg7h(8, | spyan) — Pu(s" | spyan)| < S %. We can therefore bound the above as
) H [ _ lo g24S2AHZ2
< H ;EW min ¢ 2,5 7N£,h(3h7ah)
< HQiE 12 s € S5+ S log 217 sn € 5P
o= Nen(sn,an)

14 £
For s € Sﬁl , on Egood We have Ny p(sp, an) > % = e?/g/SA, and we also have for s;, & Sﬁfp
that W (s) < 32¢‘ ... Putting this together we can bound the above as

H

2452 AH(?
< sz [64S€€nif + S\/SAlog % . eé/?’]
h=1

2US?AHZ 3

< 64SH3E s + H?S%/? \/ Alog —— €,
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Furthermore,

~ ~ 2
Eor | (@ (ovmn(6) — Qs (5D) | ~ B [(@Rs.mu(5) ~ Q5,451

o | (@7 (60m0(6) — QR () + Q5,1 (5) ~ Qs 7)) |
| (QEalo () = QR (5. mu(5) + QR 7)) — Q.74 (5)
(@ mn(s) — Qi (61)|
< AHE (|07 (5. 7(5)) — Qfs. ()] + AHE [ Qf (5,7 (5)) — O (3. w4 (5) ]

2 2
< 8H3S3/2\/ Alog w V3 4 512H38€

where the final inequality follows from Lemma 22. Combining this with the above bound completes
the argument. O

Lemma 24. On event Egooq, for all epochs £, we have that

H
Z Toh, Th 55 h— (5Zh)> + <Fg’h, (ﬂ'h — ﬁ'zﬁ)(’wzh — @Zh» < €. (C?)
h=1

Proof. We first bound (M rp, mr (67, — g}rhm By Lemma 17 we have that

T NG
07 h1 = O0 ht1
h—2 h
=3 II MejraPimj | Mon—isaPoi(mn—i — Fon—i) (Wi — D i) + Af iy

i=0 \j=h—i+1
for some A7, € RS with [A7ll2 < 32SHE' ... Furthermore, note that

H h—2 h
> <77é,h,ﬂ'h Il MejaPims | Mop—iiaPooi(mn—s — ®ep—i)(wi_; — @Zh—i)>
—1 i=0 j=h—i+1

>

I
i M=

e
[|

h h
> <’7‘Ve,h,ﬂ'h [T MejiaPymy | Mg Py — o) (wfy — @Zk)>

h=1k=2 j=k+1

M=

h
<7z,h=7fh IT MejaPimj | Mogir Pe(mi — ®op)(wf — @Zk)>

h=k j=k+1

(P My g1 Vigsr, (g — 7o p) (wf — W7 1))-

M= IM=

x
||
N
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It follows that

(T T () — OFp)) + (T (70h — 7o) (W] — D))

M=

>
Il

1

H
= (P MoniaVensr + Fon, (7 — Top) (Wi, — @) + A
h=2

for some A satisfying |A| < 32532 H2¢! .. On Egpoq (specifically £X;), we can bound

uni

H
> WP MepirVinia + Ton, (70 — Ton) (Wi, — @)
h=2
H 2E5Nw;rh[(PhTMe,h+1Vg’fh+1 + T ps (Th — Ten)es)?] 60H (2|11,
<> ’ - log ———
Pt Ty 1)
2H . 60H?(2 |11,
+ —log ————
3715 1)

We can also bound
Ensg, (P Mena Vi + e (7 — Tepn)es)’]
< 2Es~w;h[<PJVh“+1 + hy (T — Tpn)es)?] + QHESNw;h[l[W}TP;LT(MZ,hH‘N/thH = Viiolsl]
+ 2HE oz, (|70 P (Mo Viler — Vi)lsll + Ay, [SUP [ra(s, a) = Ten(s, a)l
Furthermore,

ESNthH[Tri—l—Pi;r(Mé,h-i-l‘/ZTh—i-l = Vi )ls]
= lmn B (Mepa Vigr — Vi) lslw(s)
S
< \/EH(MZ,hHW,ThH - szr+1)TPh7"hw2h||2
< \/EH(W,ThH - Vhﬂ-i—l)TPhﬁthhH? + \/§\|(Me,h+1‘/zrh+1 - WTh+1)TPhthZh||2
< 64S2H?€
where the last inequality follows from the definition of V and Lemma 17. A similar bound can be

shown for ESNth[Hf"ZhP;]—(MZ,hH‘N/ZhH — Vi 1)lsl]. In addition, by definition of 7 ;, we have

Esmzw?h [sup |rs(s,a) — ?Z,h(sv a)l] < Esww?h[ﬂ{s ¢ Sé{;fp}] < 32Se!
RO ;

unif -
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Thus, we have

H
Z (P My g1 Vengr + s (70n — Ton) (Wi, — @7 )]

h=2
H s, [(Py My 1 Vg + hy (3 — T p)es)?) He2|II
SZ\/ £,h+1 -log60 ||
2H

Ny )
60H2¢%|11|
1 - @ =
3ng )
AU (mr, 7g) + 38452 H3¢ 60H2|IL,| 2H  60H?(*|IL|
< Z -log +—log——.
Ty 1) 3715 1)

h=2

By Lemma 23 and Jensen’s inequality, this can be further bounded as

Ur—1n(m, %) + S3/2H3 [ Alog AL 1P 4 G2pysel o gopreap,|
< Z -log

Ny )

2H 2 60H2 (2|11,

3’1’Lg 1)
_. HUp_ (7, 7) + S3/2H*\ [ Alog B82AHE  1/3 | qappact log SOH LI

- Ny )

2H 2 60H2 (2|11,
3’1’Lg ) '

The result then follows from this, our choice of 7y and €’ and the bound on A above.

unif?

Lemma 25. On &gpoq, we can bound

infre, maxrer, | Men((mn — Ten) @7, + w007, )|

I3, (o)1

0
€exp

: — (2
lnfwcxp maneH[ 4‘|7ré,hwz7h — ﬂ-hwh ‘|A}L(7Texp)71

< ,
exp

s (852A + 3253 AH?)® 4 252 AH Byt

¢ l
6unifECXP

+ 409653 AH2 (el ()

exp

Proof. We can bound:

_ = AT o 2
inf max || My a((mn = Fen) 0+ Th0L) N, (o)
< inf max 4| My ((7, — 7 h)wé B+ ThO[ n)

Texp €Iy

||Ah chp)71

+ 1nf max |8|| M p(7h — 7 h)(wgh @Zh)”/\h

)1
7l mElly CXP

exp

+ 8[| M mn (675 — 5Zh)||?\h(7rgxp)*l]'
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We can write

[Mep(mh = Tep) (Wi, — @Zh)H?\h(ngp)fl

= (mala]s) = @enlal ) (wf,(s) — @7, (s))? Keep
N [Ah(ﬂ'{cxp)]smsa Tile,a) € SNL }

Wi, (s) — W7, (s))?
<3 Z’Ki(frf >f;:ia)) () < 57

On Egood, for each (s, a) € SE %P we have W (s) > € ;. Let 7" denote the policy which achieves

wZSh (s) = Wj(s), and then plays actions uniformly at random at (s,h). Let wl, = unif({m*"}).

Then we have [Ap (7l )]sasa = Wi(s)/SA > €,/ SA for each (s,a) € Sze,fp, so we can bound the
above as

SA _ o SAL - 88248
< 5 Z(th(S) —wyp(s)" = 5—lwiy — Wiz < —5—,
Cunif s,a unif unif

where the last inequality follows from Lemma 19.
We can obtain a bound on || M7, (67, — ‘%Th)H?xh(w' )-1 using a similar argument but now
] } exp
applying Lemma 18 to get that:

. 2S2AHB! . 3253 AH2E?
1M g7 (07 — O IR, (rr, )1 < —> L 4409653 AH? ! .
€unif €unif

Finally, note that

1Mo p((0n = o p)wip + ThOTR) IR, (o)1 = IMen(Tenwiy + 7R3, rog) -

< Ienwfn = mreflIR, rop) -2

where the equality holds by definition, and the inequality by simply manipulations. Combining
these bounds gives the result. O

C.5 Correctness and Sample Complexity

Lemma 26. On the event Egqoq, for all m € Iy, we have Vi (II) — V7 < 16€;, and 7 € II,.
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Proof. Recall Dy, () = V§ — Vg“. For m € TI;, we have
‘Dﬁe(ﬂ') - Dﬁz(ﬂ)’

H
> [Fons w0375 + (0 = Fen)WTn) — {rns mn0T + (w0 — Fe)wiy)] ‘

h=1
H N ) H ~ -
< N Fon = T h0Fs + (w00 — Rep) D)+ 1Fon, wa (675 — 074)))]
h=1 h=1
(a) (b)
H — —
Z Tohy Th(07 p, — 5£,h)> + (Thy (7w — To ) (W7, — WE )
(¢)
H —
+ Z [(To.n — Th, whé}fh + (mp, — 7_l'g7h)w2h>’ .
h=1

(d)
By Lemma 21, on &£gpoq We have (a) < ¢, and (b) < ¢, and by Lemma 24, (c) < €. To bound (d),
we note that ﬁhég’h + (7 — ﬁé,h)w?,h = Tpwp — ﬁ'gﬁ’d)Zh, and so, on Egpoq and by definition of 7y 4,

H

(d) S Z Z (wg(s) +w€ h( )) < 64HS€un1f < €.
h=1 SQS;Cth

Note that we only eliminate policy 7 € II,; at round £ if max, lA?;W (') — ﬁﬁe (m) > 8€p. Assume
that 7 € II,. By what we have just shown, if policy 7 is eliminated, we then have

8ey < max Dz, (7") — Dz, (7) + 8e0 = Vi — VI + 8¢y = V7 < V.
' elly

It follows that 7* will not be eliminated at round /¢, as long as #* € Il;. By a simple inductive
argument, since 7* € Ilg, it follows that on Egq0q, 7 € I, for all /.

Furthermore, for each 7 € Ily 1, we have max,- ﬁﬁe (") — ﬁﬁe (m) < 8¢r. Which, again by what
we have just shown, implies that

8ep > max Dz, (7") — Dz, () — 8ep = Vi — V7 — 8¢y = V§ — V' < 16¢;.
' elly
U

Theorem 1. There exists an algorithm (Algorithm 1) which, with probability at least 1 — 26, finds
an e-optimal policy and terminates after collecting at most
R

inf
Toxp el max{e?, A(m)?}

HU(TF 7T*) H|H\L C ol
2 poly
. m 1

i el max{e2, A(m)?} %75

max{e3 A

h=1 mln}

episodes, for Cpery = poly(S, A, H,log 1/4,¢,1og |I1|), B := C\/log(%m‘ . m) and

_ 1
= log Aove
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Proof. First, by Lemma 20, we have that P[€g0qa] > 1 — 20. For the remainder of the proof we
assume we are on Eggod-

By Lemma 26, we have that on Eyoq, for every m € Iy, Vi — V7 < 16¢/, and that 7* € II,
for all ¢. It follows that, since we run for ¢, = [log, 16/€] epochs, when we terminate each policy
7 € I, satisfies Vi — VI < 16¢5, = 16 - 27% < ¢. Furthermore, if we terminate early on Line 20,
then we know that |II,1| = 1, and since 7* € Iy, we have that the algorithm returns 7*. Thus,
the policy returned by Algorithm 2 is always e-optimal.

It therefore remains to bound the sample complexity of Algorithm 2. At round £ of Algorithm 2,
we collect 7y samples plus the number of samples collected from OPTCOV. On Egpoq, We have that
the number of samples collected by OpTCOV at round £ step h is bounded by

infTchp maXT"GHZ HMﬁ((ﬂ-h - ﬁ-é,h)@zh + Whézh)n?\h(

Texp) ™!
C- 7
exp
Ci Ci (gt
+ st H108(Cr) - Konie
(cxp)® € o
([l) infﬂ'cxp maxﬂ—enl ||ﬁ-€ hw?h - ﬂ-hwg ||ih(ﬂ )*1 Cg CZ
) ) exp fw fw 4 {4
s ¢ eﬁxp (eﬁxp)4/5 " ¢ if Fo8(Ch) K
uni
L (3574 3253 AH2)e)® + 252 AH Byely, + 409653 AH2 (el )2
7
6unifegxp
®)  infr,, maxqer, [|[Tepw], — mpwi]A " Cct
2 c. p = h(Texp) CHAR2 + I;;);y
¢
(¢ infr,, maxeen, [mhwf — mpwfll}, ol
2o, p ¢ ! Ap(mexp) -H4ﬁ?+ g?;y
(@ A r— ct
< C'- inf max 5 A (mexp) -H*B? + Doy
Texp TEI max{e;, A(m)2} 62/3

where the initial bound holds from Lemma 14, the (a) follows from Lemma 25, and (b) follows
plugging in our choice of eﬁnif and eﬁxp, and with Cﬁoly = poly(S, 4, H,log £/§,log 1/€,1og |I1|), (c)

holds by the triangle inequality and since 7, € IIy, and (d) holds because, for all = € II,, we have
A(m) < 32¢p. Furthermore, we can bound 7, as

Ny = min maxc - Hﬁz_l(ﬂ’ ™)+ H453/2\/Zlog SA?MZ ) 6;/3 + S2H4€€nif - log 60H€2|H€|
well, mell, 6% S
(Z) min max c - HU(r,7) + H453/2\/Zlog %Hﬁ ) 6;/3 + S2H4Efmif -log 60H€2|H€|
T melly well, e% 5
® HU (7, 7) GOH|L,| CYy
< . ’ -1 poly
ST ma{@ Ay T 8 R

where (a) follows from Lemma 23, and (b) since 7* € II;, and by a similar argument as above.
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Thus, if we run for a total of L rounds, the sample complexity is bounded as

& a Imhw” = mnwf I3, ()
3 <c 'S inf max WO o)y g2
— £ mexp mEll max{e;, A(m)?}

e, HU@T) 60.H (2|11, N LCL,,
mell  max{es, A(m)?} 8 ) 62/3 '
By construction, we have that L < [log, 16/¢]|. However, we terminate early if [II,1;| = 1, and

since each 7 € I,y satisfies A(m) < ¢, it follows that we will have |[IIp1q| = 1 once € < Apin,
which will occur for ¢ > [logy Aii j + 1. Thus, we can bound

L < min{[logy 16/€], [logy 1/Amin] + 1},

and so for all €y, ¢ < L, we have ¢y > ¢ - max{e, Apin}. Plugging this into the above gives the final
complexity.
O

D Tabular Contextual Bandits: Upper Bound

Setting and notation. We study stochastic tabular contextual bandits, denoted by the tuple
(C, A, u*,v). At each episode, a context ¢ ~ p* arrives, the agent chooses an action a € A, and
receives reward r(c,a) ~ v(c,a) in R. Note that this is a special case of the Tabular MDP when
H = 1. In this setting, we use the terminology “contexts” instead of “states” to highlight that the
agent has no impact on these. The vector u* plays the same role as the state visitation vectors
w} previously, except this is now policy-independent. The notation for policy matrix 7, values V7,
features ¢"(c,a) are inherited directly from the general case.

Define % € RICI as the vector of reward means, so that [0*](c,a) = Ev[r(c,a)]. Then, we can
write the value of 7 as:

Ey e [r(e,m(e))] = Y 0% alilelm ()] = (6%) T

For any (6, 1) define OPT(6, 1) := arg max,eyr 6 ' 7w, where 6 is any hypothetical vector of reward-
means and p € Aje is a hypothetical context distribution.

Recall that we use w € RICIAXICl to refer to the policy matrix. The vector wu € RICIA
contains context-action visitations for policy 7 under context distribution p. Define function
G(p, ) = E, «[(mp)(7p) ] which returns the expected covariance matrix of policy 7 under context
distribution . For shorthand, we refer to A(m) = G(Jig, Texp) and A(r) = G(u*, Texp) for any 7.

Lemma 27. Define the experimental design objective
F(T"oxpnuaﬂ"ﬂ'/) = H(ﬂ'/ - ”)MH%;(H,WCXP)A.
Then, for any p € Ac,

. / . /
min max F(Texp, 4, 7,7 ) = max min F'(Texp, i, 7,7 )
Texp m,m €11y ! €lly Texp
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Proof. We can rewrite the maximization problem to be over the simplex A, g, instead:

min)\ max E Aot B (Tesep, o, T, ') (D.1)
Toxp ACSI, 11y ' €llyxIl,

This does not change the objective value. To see this, note that for any selection (71,72) in
the original problem, the same objective value can be obtained by setting A = ey, r,; hence, the
modification to the optimization cannot reduce the value. Further if F'(7exp, i, 7, 7’) is maximized
by (m1,m2), setting A\ as anything other than er, r, cannot increase the objective value.

Now, note that both the minimization and maximization problems are over simplices, which
are compact and convex sets. The objective is linear in the maximization variable, and hence
concave. The objective can be rewritten as

ZZ (m—7') Teacegc(ﬂ' 7r)

ceS aceA

Here, p.q as the probability that mey, plays action a, given that we are in context c¢. From this
representation, we can clearly see that the objective is convex in each p.,. Hence, since we are
optimizing over finite-dimensional spaces (|.A| and |C| are finite), Von Neumann’s minimax theorem
applies and the proof is complete. O

Lemma 28. For the contextual bandit problem, define the experimental design objective

2
F(ﬂ-exp7 M, T, ’7T/) = H(ﬂ-/ - W)M”G(p,,nexp)*l'
Then, for any p and assuming that all policies in Iy are deterministic, we have:

min max F(fexp, ™, 7 ) = max E..,[4l[r(c) # 7' (c)]], (D.2)
Texp T,T EH 7'('771'/61_[[
Proof. Below, we refer to p., as the probability that m., plays action a, given that we are in
context c¢. We have:

Igzg)lwl}rl%)ﬁ H(ﬂ- _W)NHG (sTexp) 1

=y, i WHG o)

= max  min E uc

' €M1y p1..pcEA A /chc’a
(= ) el (m — )

= max E [Le Min g

' €lly Pc e Pc,a

2

= max E fe E \/(71' — ) Tegced (m—7') | .

' €lly ’

c acA

Here the first equality follows from Lemma 27, and the last from Lemma D.6 of [30].
We have assumed that the policies in II; are deterministic. Hence, the only two actions in the
summation over A above that are relevant are m(c) and 7’(c). For all other a € A, the term in the
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square root evaluates to 0. If 7(c) = 7'(c), then the entire summation over A evaluates to 0; else,
the terms indexed by 7(c) and 7/(c) are both 1, and the summation evalutes to 2. Hence, we can
simplify the expression to exactly the form of Equation (D.2) from the lemma statement, and the
proof is complete. O

Lemma 29. For the contextual bandits problem, we have that

s B By [(r(e,7(0)) = (e (@)1 < i ma 6% — 67 R,y
Proof. Observe that r(c,n(c)) — r(c,7*(c)) = 0 if w(c) = 7*(c); else, |r(c,7(c)) — r(e,7(c))| < 2.
Then, it follows that

i Ee e [Boe [(r(e,7() — (e, 7 (2)))? ]

< max AE ¢y I(m(c) # 7*(c))

- _ s
= %g(f 1;1621XH¢ ¢ HA (Texp)~ 17

where the equality follows from Lemma 28. O
Now, we state our main upper bound for contextual bandits.

Corollary 1. For the setting of tabular contextual bandits, there exists an algorithm such that with
probability at least 1 — 20, as long as 11 contains only deterministic policies, it finds an e-optimal
policy and terminates after collecting at most the following number of samples:

16— 671 -1

f 521
;gcp?rleaﬁ( max{e?, A(m)?} flog

1 N Chpoly
Amin V € max{ed/3, A3 }’

min

for Cpory = poly(|S], A,log 1/6,1og 1/(Amin V €),1og [II|) and = C\/log TH C )

min V€

Proof. In the special case of contextual bandits, U(w, 7*) defined in Theorem 1 can be written more
simply as Eewy+[Ep«[(r(c,m(c)) — r(c,7*(c)))?|c]]. Then, by Lemma 29, we have that:

U(r, 7 16 — 7113
(m, ") s— < inf max Al Cxp)2
max{e?, A(m)2, A2, } = mexp 7ell max{e?, A(m)2, A2, }
Plugging this into Theorem 1 completes the proof. U

E MDPs with Action-Independent Transitions

We consider here a special class of MDPs where the transitions only depend on the states and are
independent of the actions selected i.e all Py, are such that Py(s,a) = Py(s,d’) for all (a,a’) € A. In
this special case, we prove in this subsection that the (leading order) complexity of PERP reduces
to O(pm)-

Lemma 30. For the ergodic MDP problem,

* (|2 _ : T %2
min ax || ¢, = Ghllx), (rey) 1 = maxmin ¢, — Gy, (rey)-1
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Proof. We can rewrite the maximization problem to be over the simplex A instead:

min max Z Arlloh — <Z5hHAh(7rcxp (E.1)

Texp AEA

This does not change the objective value. To see this, note that for any selection m € II in the
original problem, the same objective value can be obtained by setting A = e, in Equation (E.1);
hence, the modification to the optimization cannot reduce the value. Further if ||¢} — gb}*LHih o)1
is maximized by 7 for any fixed 7eyp, setting A as anything other than e, cannot increase the
objective value.

Now, note that both the minimization and maximization problems are over simplices, which
are compact and convex sets. The objective is linear in the maximization variable, and hence
concave. The objective can be rewritten as

Z (mn — WZ)Te&ae;—,a(ﬂh — )

Ps,a

a

Here, p,, is the probability that 7., plays action a, given that it is in context s. From this
representation, we can clearly see that the objective is convex in each p, ,. Hence, Von Neumann’s
minimax theorem applies and the proof is complete. O

Lemma 31. For the setting of ergodic MDPs,
minmax ||, — OhlIR rep)—1 = = max 2By I (s) # 74 (s)]; (E.2)

Proof. Below, we refer to p, , as the probability that 7.y, plays action a, given that it is in context
s. The second equality follows from Lemma 30.

: us * |12
mln meax ||¢h - ¢hHA;L(7Texp)_1

* (12
= minmax [(mh — TR)WEI, (res)-1

— _ * 12
= max min [|(m, — 75 Jwp |3, (o)1

= max min Z(wfl(s))

o (Th — ) Tesae o (mn — )

w€ll p1..psEA 4 . w;(s)p&a
« . (7 — W;(L)TES,ae;—,a(’"h - 7"2)
= max Z wr(s) min
mell Ps€EA 4 p Ps,a

2
= max > wj(s) (Z V=m0 Tesaely(mn - mt))
S a

The optimization problems in the final line were solved using KK'T conditions. We assume that the
two policies are deterministic. Hence, the only two actions in the summation over A above that
are relevant are 7,(s) and 7} (s). For all other a € A, the term in the square root evaluates to 0.
If 7y, (s) = 7}, (s), then the entire summation over A evaluates to 0; else, the terms indexed by m(c)
and 7'(c) are both 1, and the summation evalutes to 2. Hence, we can simplify the expression to
exactly the form of Equation (E.2) from the lemma statement, and the proof is complete. O
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Lemma 32. For the ergodic MDP problem, we have that

* (|2
HU(m,7) 4 6% — @RI, (Trexp) 1
<2H E f AP
glear}f max{e?, A(m)?, A2} — %ip glear}f max{e?, A(m)?, AZ. }

Proof. Recall the definition of U(w, 7*)

H

Ulr. ) = 3 B, e (@F (51.m4(5)) — QF(sn 7w (5)))°).

h=1
Then, we have that

i HU (m,7*)
mell max{e?, A(w )2 Az}

min

B HY L, E,, uwr [(QF (sn, mh(s)) — QF (51,7}, (5)))?]
— e max{eZ, A(1)2, A2}

. d E,, ~wp [(QF (sn, T (s)) — QF (sn, 75 (5)))?]
- et max{e2, A(r)2, A2 }

H 2 /
2H*E g+ Il s
<H i L (s) # m,(s)]

h=1 mell maX{€27A( )2 Arznln}

oy — orla 1
— H4 h 7rexp) )
Z:rgp e T A A

min

The final equality follows from Lemma 31. U

Corollary 2. Assume that all P, are such that Pn(s'|s,a) = Py(s'|s,a’) for all (a,a’) € A. Then,
with probability at least 1 — 25, PERP (Algorithm 2) finds an e-optimal policy and terminates after
collecting at most the following number of episodes:

u 167, — #7113 - C,
Z inf max — h2 Ah(ﬂe’;’) - JHY B + poly 573
i mexp el max{e?, A(m)?} max{e%/3, A>3
for Choly, 8 as defined in Theorem 1.
Proof. The proof follows directly from Theorem 1 and Lemma 32. O

F Tabular Franke Wolfe

Theorem 2. Fizx parameters Kynit > 0, €exp > 0, and consider some ® C RS54 and set Sy C S.
Let eunit > 0 be some value satisfying

W;(S) > eunif, VS € Sp,  and  Kynit > €.

unlf
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Algorithm 3 Online Experiment Design (OpTCoOV)

1: input: directions ®, tolerance €qyp, confidence ¢, minimum reachability €yuif, minimum explo-
ration K i, pruned states Sy, step h

141

while T;K; < poly(S, A, H,Cy,10g 1/6,10g 1/€cxp,log |®]) - €1, do

D! it ¢ UNIFEXP (€ynif, KiT; + Kunit, 0/8i%)

Ay ﬁdiag(?ﬂ) where [v']sq = Z(S,ﬂ,)egimf
otherwise

6:  Run iteration ¢ of Algorithm 4 of [43] on objective

I{(s',ad") = (s,a)} for s € Sy, and T;K;

. 2 . .
fi(A) < %log Z 1191 (a)-1 for A(A) = A+ Af,n = 2%/
! pED

to obtain data D°
:if Algorithm 4 reaches termination condition then
8: return ' U D] ..
9: end if
10: 4 i+1
11: end while
852A%CG 2 42,12

12: © < UNIFEXP(€ypif, — T (85°A Cy+ 1) Kynit, 0/4)
13: return ®

Assume that |[@](s.q)| < Cgp - (W)(s) + /€5) for all s € Sp, ¢ € ®, and some Cy > 0, and that
[@](s,0) = O for s € So. Additionally, let the parameters be such that €5 /(Kunit€unit) < €exp- Then
with probability at least 1 — &, algorithm Algorithm 3 run with these parameters will collect at most

inf Aot Chy 1 Crw
min {C . - A, max¢€¢ ”d)”A ! + f wa(— + Kunif) + f + IOg(wa) : Kunif

7
€exp 63)/(;5) €exp €unif

episodes, for C a universal constant and Cp, = poly(S, A, H,Cg,log1/d,log1/eexp,log|®|), and
will produce covariates 3 such that

Iggg H‘ﬁ”%q < €exp (F.1)
and, for all s € Sy,
- €unif
[2](s,a) > 2S5 A * Kuni- (F2)

Proof. To prove this result, we apply Lemma 37 combined with Lemma 36.

Let ag‘xp denote the success event of running Algorithm 4 at epoch i, as defined in Lemma 36.
On this event, and under the assumption that W;(s) > euir for each s € Sy, we have that
[Eil(s,0) = mg’é—f) (T3 K; + Kunit) for each (s,a) with s € Sy and X; the covariates induced by D?

unif?
which implies that

Wi (s)
25 A

> L i)

[Abla) = 77z Saq - (LK + Kunie) >
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for each (s,a) with s € Sp, and, furthermore, Algorithm 4 collects at most

T, K;i2 1

5€unif €unif

CZ—;,KZ + Kunif + POl}’(Sa A7 H7 IOg

episodes. Furthermore, by Lemma 36, we have P[E¢_] > §/2i2, so it follows that

exp
0
PlUi>1(Eaxp) 2—2 <9d

Henceforth, we therefore assume that Séxp
holds.

It remains to show that (F.1) is satisfied, and that our sample complexity guarantee is met.
To this end we apply Lemma 37 with Ay a diagonal matrix, with [AO](&(I) = %S) for s € Sy, and
otherwise [Ag](sq) = 1. Note that with this choice of Ag, by what we just showed above, we have
Aj = Ay, as required by Lemma 37.

We next turn to bounding the smoothness constants, 8 and M. First, note that by Lemma 34,
at epoch 7 we have that all iterates of FWREGRET live in the set ﬁhgﬂi K, (6/8i?) with probability
1 — 6/8i%. Union bounding over this event for all 4, with probability at least 1 — 0/4, we have that
for each i all iterates of FWREGRET live in the set €, 1,k,(0/8i?). By Lemma 35, since we have
assumed that [[@](s )| < Cp - (W (s) + /€p) for all (s,a) with s € Sp and otherwise [¢], 4 = 0 for
all ¢ € &, we can then bound

holds for each i. This immediately implies that (F.2)

o 2SACZ  25ACZe,\ (2 2 o SAH
=\ T oo ’<5+C'TiKiW;(S) log = )
2SAC2  25AC%es \® /2 2 SAH\2
] Pt
;< max(2; + 2 (£ 8
B < max(2mi + >< o +C/W,f(s)) (O/*ClTiKiW,:(s) 85 >

)

On the event 5;Xp, as noted above we have [Af](; o) > W T (1 + T““‘f) for s € Sp, so we can take

C' =501+ T“’“f) We can then bound
2SAC3  25A4C%es\ (2 2 SAH
max + | =+ -log
s\ 7o oW <0/ T KW (s) 5 >

452A4%C3¢,4 - TK; 45 A SAH
< | 45242 ¢ (454 1
o ( S C¢+ Kunifeunif < 5 * Kunifeunif 8 ) )

where we have used that W (s) > ey for all s € Sy, by assumption. By assumption we have

76 ef’e - < ecxp- Note that by construction, the while statement on Line 3 will ensure that we

always have T; K; < poly(S, A, H,Cg,log1/6,10g 1/€cxp, log |P|) - €

Cxp, so we can bound
€exp - TiK; < poly(S, A, H,Cy,log1/6,1og 1/e€cxp, log | D).
It follows that it suffices to take

B, M < poly(S, A, H,Cg,log1/6,10g1/€cxp, log |P]).
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We now consider two cases. In the first case, when the termination criteria on Line 7 is met,
we can apply Lemma 37, to get that with probability at least 1 — §/4 we have that the procedure
terminates after running for at most

max { m]\i[n 16N  s.t. inf maxqu(NA + AO)_1¢ < Eeé(p7

AEQ ped
poly(8, R,d, H, M,log 1/5,log1/eexp,log]<1>\)}
/5
€exp
< i A T “lp < Lo
_max{mj\lfn 16N  s.t I{Iéarélggq‘) (NA+Ay) 9 < G
poly(S, A, H,Cy,log1/6,log l/eexp,logltﬁ\)}
175
€exp

episodes, and returns data > ~ such that
f’[(N_li\]N) < Nonpv
where 7 is the index of the epoch on which it terminates. By Lemma D.1 of [42], we have

2 —1$
Iggg H¢HA(N71§N)71 < f?(N EN) < Neexp

which implies
2
max [Bllis 451 < Coxps

which proves (I.1). Furthermore, (F.2) holds since as noted [3;]( q) > vggf:) (T K; + Kypit) for
each (s,a) with s € Sy, and since W} (s) > it for all s € Sp.

In the second case, when the while loop on Line 3 terminates since

TiK; < poly(S, A, H,Cg,log1/6,10og 1/€cxp, log |P]) - ee_le,
we can bound the total number of episodes collected within the calls to Algorithm 4 of [43] within
the while loop by poly(S, A, H,Cg,log1/8,log 1/eexp,log |®]) - egxlp. Furthermore, by Lemma 36,
with probability at least 1 — §/4, we have that the call to UNIFEXP on Line 12 terminates after
running for at most

852A*CY T, K;i? 1

+ (85 A%CY + 1) Kyni¢ + poly(S, A, H,log
€exp €unif €unif

W= 8524202
2%’,(/:) ’ ( €exp ¢ + 852A20(2bKunif + Kunif)-

Since [[@](s,a)| < Cp - (Wy(s) + (/€g) and €4/ (Kunif€unif) < €exp Dy assumption, some manipulation
shows that

episodes, and that the returned data satisfies Np,(s,a) >

€exp

SA°

G C3- (Wi(s) + V&)?

N = W 852 A2(C?
n(s,a) z’éf) (e 4 85242C3 Kot + Kunir)

<
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It follows then that, letting 3 denote the covariance obtained by the call to UNIFEXP on Line 12,

2
glggH¢H§4 < €exp

~

as desired. Furthermore, it is straightforward to see that [3](, o) > S8 - Kyyie for s € Sp as well.

To complete the proof, we union bound over these events holding, and take the minimum of
the sample complexity bounds from either case.

O

F.1 Data Conditioning

Lemma 33. Consider running any algorithm for K episodes. Let Kj(s,a) denote the number of
visits to (s,a,h). Then with probability at least 1 — 6, for all (s,a,h) simultaneously, we have

SAH | SAH
5 085

Kp(s,a) < Wp(s)K + \/ZW;{(S)K -log
Proof. By definition, we have

supwf(s) = Wi (s).

™

This implies that any policy will reach (s, h) with probability at most W} (s). We can therefore
think of this as the sum of Bernoullis with parameter at most W} (s), so the bound follows by
applying Bernstein’s inequality and a union bound. O

Lemma 34. Consider the set

~

Qi (6) == {diag(v) v e R [0](0) < Wi(s) +\/

-log + —log

2Wr(s) . SAH 1, SAH
K 5 K 5 [

Consider running some set of policies for K episodes, and let A be defined as

N .~ Kyp(s,a
Ay, = diag(v), [v](sﬂ) = %

Then with probability at least 1 — &, we have that Ay, € ﬁh,K(d) for all h € [H| simultaneously.
Proof. This is an immediate consequence of Lemma 33. O

We will denote ﬁh, K= ﬁh, K (0) when the choice of § is clear from context.

Lemma 35. Consider the function
1 llel% 4y -1
FA) =Zlog | > ""an for A(A) = A+ Ag
K ped
Assume that for all ¢ € ® we have

<Cy- (WF Vs €S
Igggl[fb](s,a)l_ o (Wi(s)+e), Vse&

93



for some Sy and some Cg,e > 0, and otherwise [@](; o) = 0. Assume that Ag = diag(v) for some
v satisfying

[U](s,a) > - W;{(S), Vs € &y

and otherwise [v](s.q) > A, for some C', X > 0. Then we can bound

sup  [Vaf(A)|,_z[A]

K,K’Eﬁh,;{
U (284C3 | 25ACEE N (o 2 . SAH
SWE\ 7o Towe ’<E+C'ng(s)’ %85 >
and
_sup |[VAF(A)|,_z[A A7)
A,A’,A”EthK
2SACE 284022 \7 /9 2 SAH\?
¢ ¢
< 242 | = -1 .
max(2 + 77)( o +0/-W;(s)> <0/+CfKW,j(s) %85 )
Proof. By Lemma D.5 of [42], we have that
el 1 ML -1 4T A (RV-LR A (R )1
Vaf(A )’A A Z AR~ : e AR T AA)TAAAN) T .
oIS Ppcd

We have

¢ A(

=
=
>
>
|
o
I

[¢]%s,a) : A (s,a) Al](s,a)
AME, > Z A)]

(s,a) s€So a (s,a)
where the last equality follows since, for s ¢ Sp, we have assumed [¢](,,q) = 0.
Now consider some s € Sp. By assumption we have [q’)]%s 0 < 2C3) (W7 (s)? + €2) and by our

assumption on Ay we can lower bound [A(K)](Sﬂ) > C'"- W} (s). Furthermore, since A€ ﬁth, we
have

~ 2Wr(s) SAH 1 SAH
/ < * \/ h i il jataloinind
[A ](s,a) < Wp(s) + I log 5 + I log 5

<2 () + 2 log 2

Putting this together, we have

[d)]%s,a) [A/](s a) - 40(% C(Wr ()2 + €2) - (Wi (s) + [1( log SAH)
ANE T (C7-Wi(s))?

203) 203)62 2 2 SAH
< + - =+ —— log .
c’ C”Wh(s) c’ C”KWh(s) 1)

54
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It follows that

2, [
2.2 AQL . s\ o Towe) ) \o T orwis)

s€Sp @ (s,a)

A .0) (25Ac§, 25A03,e2> (2 2 SAH>

The second bound follows in an analogous fashion, using the expression for the second derivative

given in Lemma D.5 of [42].
O

Algorithm 4 Uniform Exploration (UNIFEXP)

input: tolerance €., reruns K, confidence 4, step h

D0

for (s,a) € S x A do
// LEARN2EXPLORE is as defined in [46]
{(Xj,Hj,Nj)}]D;’%z Vewitl 1 EARN2EXPLORE({(s, a)}, h, Tot) 57T €unif)
if 3j,, such that (s,a) € &j,, then

Rerun every policy in I, , Ky, 1= [ﬁmﬂ times, store observed transitions in

end if

end for

return ©

Lemma 36. With probability at least 1 — &, Algorithm 4 will terminate after running for at most

1

O€unif €unif

K + poly(S, A, H,log

episodes and will collect at least WgéizK samples from each (s,a) such that W;(s) > eunit-

Proof. By Theorem 13 of [46], with probability at least 1 — §/2S A, for any (s, a):

) - —— episodes.

€unif

e LEARN2EXPLORE will run for at most poly(S, A, H,log &K,f

e Rerunning every policy in II;,, once, with probability at least 1 — §/K we will collect N =
27Jsa|T1;,, | samples from (s, a), for |I;,,| = O(2% - S3A2H*10g®1/6).

e We have that W} (s) < 27Jsatl,

o IF (s,a) € & for all j =1,2,...,[log1/eumit], then W (s) < eypit-

By the above conclusions, rerunning policies in IT; , on Line 7, with probability at least 1 —46/2SA
we will collect
K _ 2_jS(LK

N - Ksa > N - —
SA,,, | SA

samples from (s,a). As noted, Wj(s) < 277=2F1 5o this implies that we will collect at least %

samples from (s,a). Union bounding over this holding for all (s,a), and noting that we only fail to
collect this many samples if W (s) < €eunit gives the collection guarantee.
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To bound the total number of episodes, we note that the procedure on Line 7 will, in total
collect at most

DR IR R SIS S IR

$,a:Jsq €xists S,a:jsq €xists

episodes. IF jg, exists, this implies that [II;,,| < O(2s - S3A2H*1og®1/5), and since js, €
{1,2,...,[log 1/eunit | }, this implies that the above is bounded by

K+ O(e - S3A2H* log® 1/6).

unif

Combining this with our bound on the total number of episodes collected by LEARN2EXPLORE, we
have that the number of episodes collected by Algorithm 4 is bounded by

K 1
K + poly(S, A, H,log 56—f) -
uni uni

F.2 Online Frank-Wolfe
Lemma 37. Let

1
TK;

1 2
Fi(8) = log | D2 MR AA) = At Ao
v Ped

for some Ag; satisfying Ag; = Ao for all i, and n; = 221/5 . Let (Biy M;) denote the smoothness and
magnitude constants for f;. Let (8, M) be some values such that 5; < n;8, M; < M for all i, and
R the diameter of the domain of possible values of A.

Then, if we run Algorithm 4 of [43] on (f;); with constraint tolerance € and confidence § and

K; = T; = 2¢, we have that with probability at least 1 — 6, it will run for at most

. . T —1 € pOlY(B7R7d7 H7 M710g 1/6710g’@‘)
L. < - .
max{mj\lfn 16N s.t /irgllélggq‘) (NA + Ay) ¢_6, /5

episodes, and will return data {¢,}N_; with covariance Sy = Zivzl d-¢] such that
FH(NTIEN) < Ne,
where i is the iteration on which OPTCOV terminates.

Proof. Our goal is to simply find a setting of 7 that is sufficiently large to guarantee the condition
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fi(As) < K;Tse is met. By Lemma C.1 of [43], we have with probability at least 1 — &/(2i2):

fi(A;) < inf fi(A) +

A 275

B:R*(log T; + 3) \/ AM? log(8i2T; /9)
+ 78

el M2d*H41og® (812 HKT; /) coMd*H?log™/? (4> HK;T; /0)
- i + =

B:R%(log T + 3) ¢ AM? log(8:2T}/5)

< i ;
< 3max { inf fi(A), oT, e

cl M2d*H41og® (8i2 HK,T;/6)  coMd*H? log™/? (42 HK;T; /5)
- i + e :

So a sufficient condition for fZ(KZ) < K;T;e is that

BiR*(log T; +3)  |4M?log(8i2T;/6)
2T; ’ K;

3
KT, >— inf f;(A),
Lo { g #10

(F.4)

et M2d4H* log? (8i2HK,T; /8)  coMd*H3log™/?(4i2 H K T;/6)
+ = + e :

Recall that

ABI2 0 1
fi(A) g [ DM@ A A) =
et T, K;

By Lemma D.1 of [42], we can bound

log | D
2 . 2
max (| lla;a)+ = fi(A) < max |y, a) P
Thus,
log ||
£ < inf —
I = Jnfmacl@la, - + =
log |P|
~inf TKid (TKA + Ag; + Aog) !
QL TGO (IGA S Ry o) T

By our choice of 1; = 2%/%, and K; = 2¢, T; = 2', we can ensure that

6log ||
€ M

KT, >

6log |P
[FeE]

as long as i > %log2 . To ensure that

T, K; >§ inf maxT; K;¢ (TiKiA+A0,i)_1¢

€ AeQY ped
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it suffices to take

i>argmini s.t. inf maxd ' (2¥A + Ag;) "t <
2 gi Aeﬂ¢e<1>¢( O,Z) ¢ <

[=2NKe)

Since we assume that we can lower bound Ag; = A for each ¢, so this can be further simplified to

> ini st. inf T(2%A + Ag) "l < <. F.5
z_arglmmz s /iléﬂgle&g(d)( + Ao) ¢_6 (F.5)

We next want to show that

P2 :
w3 BFos T +3)
€ 2715

Bounding 8; < n;3, a sufficient condition for this is that
2 1
P> R <1og2(125R2i) + log, —> .
€

By Lemma A.1 of [43], it suffices to take
1

._ 6 1 2

i> E log, (98 R? log, E) + v logs - (F.6)
to meet this condition (this assumes that 128R? > 1 and %logQ % > 1—if either of these is not the
case we can just replace them with 1 without changing the validity of the final result).

Finally, we want to ensure that

2 ;2.
. §<\/4M log (8:2T; /6)
€ K;

_|_

N \/ el M2dAH log® (82 HK;T;/8)  coMd*H?log™/? (42 HK,T;/5) >

To guarantee this, it suffices that

95i/2 > 9\/M2d4H4z'3 logB(iH/5), 2% > <. Md*H3/?10g7/2(iH/5).
€ €
or
2
)
By Lemma A.1 of [43], it then suffices to take

1

4
i> = logs(cMdHilog(H/d)) + 3

1 4 1
logy —, > 3 logy(cMdH log(H/9d)) + = logy —.
€ €

12 2 1

i > —log(cMdH log(H/d)logy 1/€) + = logy —,
5 15 N (F.7)

i > 4logy(cMdH log(H/d)logs 1/€) + 3 log, —
€

Thus, a sufficient condition to guarantee (F.4) is that ¢ is large enough to satisfy (F.5), (F.6),
and (F.7) and i > %10g2[_610§|‘1>\].
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If 7 is the final round, the total complexity scales as

i i
Y TK =) 2% <2.2%
i=1 i=1
Using the sufficient condition on ¢ given above, we can bound the total complexity as

1 d,H,M,log 1/6,log |®
max{mj\ifn 16N s.t. inf max¢' (NA + Ag) 1o < poly(f, R, d, H, M. log 1/9,10g | D}

€
AEQ ¢ped 6’ el/s

F.3 Pruning Hard-to-Reach States

Algorithm 5 PRUNE: Prune Hard-to-Reach States

input: tolerance €u,i, confidence §
Skoep s (Z)
for h € [H] do
for s € S do
// LEARN2EXPLORE is as defined in [46]

1
{(x;,105, Nj)};l:of2 Tt | LEARN2EXPLORE({(s,a)}, h, <7, 1, 32€uni¢) for any a € A
if 3j, such that (s,a) € &;, then
Skeop — Skeop U {(8, h)}
end if
end for
end for
return Skeep

Lemma 38. With probability at least 1 — 3, Algorithm 5 will terminate after running for at most

1

O€unif €unif

poly(S, A, H,log

episodes and will return a set S¥°P such that, for every (s,h) € S¥°P, we have Wp(s) > eunit, and,
if (s,h) & S¥°P, then Wi (s) < 32€unit-

Proof. As in Lemma 36, by Theorem 13 of [46], with probability at least 1 — §/SH, for any (s, h):

) - —— episodes.

€unif

e LEARN2EXPLORE will run for at most poly(S, A, H,log 561 -

e Rerunning every policy in I, once, with probability at least 1/2 we will collect N = 2 Js 115, |
samples from (s, a,h).

o If (s,a) X forall j =1,2,...,[log1/eumi |, then W (s) < 32€unis.
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We union bound over this event holding for all (s, k), which occurs with probability at least 1 — .
It is immediate by the last property that, if (s, k) ¢ S¥°P then Wi(s) < 32€unit-
We next show that if (s, h) € S¥°P, then this implies that W} (s) > eun. Let X be a random
variable denoting the total number of samples we collect from (s,a,h) when rerunning all policies
in II;,. Then by Markov’s Inequality, by the above properties we have

1 2ELX] _ 2 W) .
—<PIX >N, /21 < < s =8 27sW7(s).
5 SPIX 2N, /2 < T < T i)
It follows that
1 1 1
W;{(S) > > > 1 = €ynif-

- 16.2,78 - 16‘2[]0g2 #—I - 32'210g2m

unif

This completes the proof.
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