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Abstract—Genome sequences of individuals constitute sensitive
data and must be safeguarded from unauthorized access or
disclosure. While encryption of human genome sequences at
rest and in transit is an attractive solution, the large size
of these genomes can introduce non-trivial cost for encryp-
tion/decryption of input/intermediate files consumed and pro-
duced during genome analysis. In this paper, we focus on a key
task called variant calling, which is used to identify variants in
an individual’s genome compared to the reference genome. We
present a novel technique for secure variant calling on human
genomes while safeguarding the privacy of individuals. Our
technique employs the Data Plane Development Kit (DPDK)
and SmartNICs (smart network interface cards) for offloading
the task of encryption/decryption. Using named pipes provided
by the underlying OS, our technique enables the SmartNIC
to communicate with existing bioinformatics tools without any
code modifications to them. As a result, all files consumed and
produced during variant calling are always encrypted rendering
them unreadable to an adversary if a data breach occurs. We
evaluated the efficiency of our technique on different genome
sequences and observed that our technique added little overhead
to the variant calling pipeline on encrypted sequences (about 1%
slower) compared to the normal approach of executing variant
calling on unencrypted sequences.

I. INTRODUCTION

With technological advances in whole genome sequencing

(WGS) and lower cost of sequencing [58], it is now feasible

to employ WGS for large-scale genomic studies and clinical

practice [8], [6]. It was predicted that by 2025, exabytes of

human genome data could be produced [64]. By analyzing the

genomes of individuals, medical professionals and scientists

can determine their risk for complex diseases (e.g., cancer)

and develop effective treatment protocols.

A whole genome sequence of an individual can consume gi-

gabytes (GBs) of storage space due to millions of reads, which

are short (overlapping) fragments of the deoxyribonucleic acid

(DNA) in the genome [31]. Variant calling is a key task that

involves identifying variants in an individual’s genome com-

pared to the reference genome [51]. There are different types

of variants such as single nucleotide polymorphisms (SNPs),

short insertions/deletions (indels), and structural variants1.

A variant calling pipeline involves several stages, namely,

reading the large sequence files, aligning the reads against the

reference genome, additional pre-processing steps to mitigate

sequencing errors, and finally invoking a variant caller [42].

1https://m.ensembl.org/info/genome/variation/prediction/classification.html

The pipeline execution is typically compute and I/O intensive

in nature due to the large size of human genomes [52],

[36]. The raw variants produced by a pipeline can be further

processed to obtain meaningful genomic insights.

Data breaches cost significant financial losses to organi-

zations globally. In 2023, the average cost of a data breach

globally was $4.45 million.2 Recently, 23AndMe, a genetic

testing company, confirmed a data breach that affected 6.9

million individuals. DNA information and other personal in-

formation were stolen by hackers [14]. Theft of genomic data

can also harm a country’s economic and national security [11].

In fact, an individual’s genome sequence is unique except

for identical twins [4]. A study showed that de-identified

genomic data can risk re-identification when combined with

publicly available geneology databases [33]. Hence, genomic

data are considered protected health information (PHI) [26].

Encrypting genomic data at rest and in transit can enable

compliance with laws such as the Health Insurance Portability

and Accountability Act (HIPAA) [10] and the General Data

Protection Regulation (GDPR) [16] with growing use of public

cloud service providers for analyzing genomic data [44], [62],

[17], [18], [19]. Note that cloud computing offers sufficient

compute and storage resources necessary for analyzing large-

sized human genome sequences.

Using encryption on genome sequences and other intermedi-

ate files produced during variant calling can cause non-trivial

overhead as GBs of data are read from/written to persistent

storage. For example, a small-sized whole human genome

(15 GB in compressed form) containing 199 million (short)

reads, caused a total of 63 GB to be read from and 50 GB to

be written to disk storage in plaintext during variant calling.

Fortunately, SmartNICs, which are programmable NICs, can

be used to offload cryptographic tasks, thus freeing up the host

processor cores to complete other tasks. They are used in data

centers for efficient networking, storage, and security [13].

Prior research efforts have explored the use of SmartNICs

for tasks such as packet processing [46], [22], [69], secu-

rity [50], [41], [65], [72], and distributed processing [48],

[32], [60]. Other efforts have investigated privacy-preserving

techniques for analysis in genome wide association studies

(GWAS) [45], [67], [23], [43]. Unfortunately, techniques such

as homomorphic encryption and secure multiparty computa-

2https://www.ibm.com/reports/data-breach
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tion on large genome sequences can lead to high computa-

tional/communication cost [43], [28]. Some approaches for

secure processing of genomes require specialized computing

infrastructure (e.g., quantum secure cloud [28]). To the best of

our knowledge, no one has investigated how SmartNICs can

be effectively used for secure variant calling on individuals’

genomes in a cloud infrastructure while protecting their data

from adversaries.

Motivated by the aforementioned reasons, we present a

technique called SVC (Secure Variant Calling) for secure

variant calling on human genomes. The design goal of SVC

is to safeguard the genomes of individuals from unauthorized

users. Our key contributions are as follows:

• We developed SVC to perform the variant calling pipeline

on an encrypted human genome sequence such that all files

read from and written to persistent storage/disk during variant

calling are always encrypted. Only encrypted data can be

accessed by an adversary, thus safeguarding the privacy of

individuals’ genomes.

• SVC has a unique design consisting of a client and a server

module. The client module runs on a user’s machine that

has the human genome. After generating a random symmetric

key for a genome, it encrypts the genome and sends it to a

remote server machine (e.g., in a cloud environment). The

server module executes the variant calling pipeline on the

encrypted genome. It offloads the encryption/decryption tasks

to a SmartNIC using a custom DPDK application. It leverages

named pipes managed by the underlying OS to exchange data

between the SmartNIC and existing bioinformatics tools for

variant calling without any code modifications to these tools.

The encrypted output file of variant calling (containing raw

variants) is copied to the user’s machine and decrypted by the

client module using the same symmetric key for that genome.

• SVC introduced very little overhead to the variant calling

pipeline. On the tested whole genome sequences with the

Advanced Encryption Standard (AES) encryption, the variant

calling pipeline ran slightly slower on encrypted sequences

(i.e., about 1% slower) compared to executing on unen-

crypted/plaintext sequences. Hence, SVC is efficient for secure

variant calling on human genome data.

The rest of the paper is organized as follows: Sec-

tion II provides background/related work on variant calling

pipelines, privacy-preserving techniques for genomic data,

SmartNICs/DPDK, and our threat model. Section III presents

the design and implementation of SVC. Section IV presents the

performance evaluation of SVC, and we conclude in Section V.

II. BACKGROUND AND RELATED WORK

A. Variant Calling Pipelines

A typical variant calling pipeline for an individual’s DNA

sample [42] has a set of stages. It starts by reading of raw

unmapped reads (e.g., in FASTQ format [2]) output by a

sequencer. Then the alignment of the reads with a reference

genome (e.g., GRCh38 [51]) is performed using algorithms

such as BWA-MEM [47] to produce mapped reads that are

stored in the SAM/BAM format [12]. Sorting of aligned reads,

marking of duplicate reads, execution of base quality score

recalibration (BQSR) [15] and local realignment around the

indels are performed next. Finally, a variant calling method

(FreeBayes [30], HaplotypeCaller [15], DNAscope [27]) is

executed to produce raw variants in the VCF format [29].

The subsequent downstream processing steps include variant

filtering and annotation steps on the raw variants. GWAS can

also be performed for a specific disease once the VCF files of

a group of individuals have been computed.

There is continued interest in accelerating DNA vari-

ant calling pipelines using distributed computing, big data

technologies, and hardware accelerators. GATK4 [15] em-

ployed Apache Spark [70] for multithreading and paralleliza-

tion. NVIDIA’s Parabricks accelerated GATK pipelines using

GPUs [54]. Google’s DeepVariant [55] used deep learning for

variant calling and operated directly on aligned reads. Nothaft

et. al. [52] created ADAM [53] and Cannoli [7] for processing

large-scale genomic datasets using Spark’s primitives and

parallelization of the alignment process and variant calling

by reusing existing bioinformatics tools. Later, AVAH [57],

[56] and AVAH* [25] were developed to process a workload

of genomes faster using cluster computing and synchronous

computations. Illumina’s DRAGEN Platform accelerated the

variant calling pipeline using field-programmable gate arrays

(FPGAs) [59]. Sentieon [62] developed highly optimized

software-based algorithms for variant calling using CPUs.

The aforementioned approaches aimed at improving the

performance and efficiency of variant calling rather than data

security/privacy of genomes.

B. Privacy-Preserving Techniques for Genomic Data Analysis

Several privacy-preserving techniques have been proposed

for GWAS, which is performed after variant calling. Some of

these used secure multi-party computation for formation of

case-control groups and statistical testing [39]; homomorphic

encryption for statistical testing [45], [67], SNP search [63],

secure count querying [34], and ancestry inference [49];

and sketching techniques for achieving privacy [35], [43].

Some attempted specialized encryption techniques for pro-

tecting aligned reads [20], differential privacy for selecting

datasets in GWAS [73], secure distributed genome analysis for

GWAS [71], and cryptographic techniques for meta-analysis in

GWAS [68]. Trusted execution environments (TEEs) such as

Intel software guard extensions (SGX) have also been explored

for processing genomic data in GWAS [23], [43].

A few tools were developed to encrypt genomic data.

Cryfa [37] is a secure encryption tool for FASTQ, BAM, and

VCF files. It uses AES for encrypting files. Crypt4GH [61]

is a file format standard for native access to encrypted data

and uses envelope encryption. Both are suited for securely

transmitting and storing genomic data. However, existing

variant calling pipelines such as GATK4 would require code

modifications to use Cryfa/Crypt4GH. Although Crypt4GH is

natively supported by SAMtools [24], other software tools in a

variant calling pipeline (e.g., for alignment and variant calling)

require code modifications to use this file format. Alternatively,
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if Cryfa/Crypt4GH are used without code modifications to

bioinformatics tools, then encrypted data should be first de-

crypted by these tools and saved to persistent storage before

being consumed by bioinformatics tools, thereby exposing the

data to an adversary.

The above efforts aim to protect an individual’s privacy

for (a) a particular file containing genomic data, (b) query-

ing of genomic data, (c) GWAS analysis after producing

the VCF file, or (d) require code modifications to existing

bioinformatics tools while hindering adoption. Hence, they

are insufficient/inapplicable to securely execute the entire

variant calling pipeline while protecting the genomes from data

breaches. Although Fujiwara et. al.’s work [28] is similar to

ours in terms of protecting genomic data against data breaches,

their quantum cloud infrastructure is highly specialized and

requires quantum key distribution.

C. SmartNICs and DPDK

SmartNICs are programmable NICs that are used for more

efficient data center networking, security, and storage [13].

They act as accelerators and contain computing elements (e.g.,

x86 cores, FPGAs). Tasks from server CPUs (e.g., network

packet processing, cryptographic operations) can be offloaded

to SmartNICs freeing up CPU cores for running other tasks

such as customer applications. DPDK [9] is a framework for

fast packet processing in data plane applications and supports

20+ SmartNIC vendors. NICs and virtual I/O devices are

accessed by polling as to avoid the performance overhead im-

posed by interrupt processing. A cryptography device library

is used to perform cryptographic operations, both in hardware

and software. Note that GPU-based encryption/decryption is

beyond the scope of our work.

D. Threat Model and Assumptions

We consider an attacker that has maliciously gained ac-

cess to a server (e.g., due to a compromised user account)

that is used to execute variant calling. The server can be

a bare-metal machine or a virtual machine (VM) hosted

in a cloud environment. The attacker attempts to steal the

FASTQ/BAM/SAM/VCF files of individuals on the server.

Using these files, the attacker can exploit the genomic data of

individuals to compromise their privacy or illegally advance

biotechnology. We assume that the server OS and bioinformat-

ics tools are trusted and cannot be exploited by the attacker.

III. DESIGN OF SVC

In this section, we present the novel design of SVC for

secure variant calling. We first discuss challenges in designing

SVC and then discuss its client-server architecture.

A. Challenges

Without loss of generality, we consider a typical DNA

variant calling pipeline shown in Table I. Each stage is de-

scribed briefly in the table, wherein S1 creates the interleaved

FASTQ file, S2 performs alignment, S3 does pre-processing,

and finally S4 invokes the variant caller. The intermediate files

can be used for quality control and generating useful statistics.

Fig. 1. Overall architecture of SVC

TABLE I
A TYPICAL DNA VARIANT CALLING PIPELINE

Stage Description

S1 Construct the interleaved FASTQ file for the paired-end
FASTQ files

S2 Align the interleaved FASTQ file against the reference
genome (e.g., using BWA-MEM) to produce a .sam file

S3 On the .sam file, sort the aligned reads (e.g., coordinate
order) and mark duplicate reads to produce a .bam file

S4 Invoke the variant calling method (e.g., FreeBayes) to produce
a .vcf file

Several challenges arise in designing SVC. First, widely-

adopted bioinformatics tools should not require code modifica-

tions to work with SVC. These tools operate on plaintext input

and produce plaintext output. (Use of TEEs or homomorphic

encryption would require code modifications to them.) Other-

wise, it will be difficult for bioinformaticians to adopt SVC.

Second, all files that can compromise an individual’s identity

(i.e., FASTQ, SAM/BAM, and VCF files), which are read

and written to disk during the execution of the variant calling

pipeline, should be encrypted. This means that each encrypted

file should be read by a SmartNIC, and the decrypted output

should be passed to a variant calling stage securely. Further,

the plaintext output produced by a bioinformatics tool should

be encrypted by the SmartNIC. The variant pipeline can

take several hours to execute depending on the size of the

input genome. So any unencrypted genomic data on persistent

storage creates the risk of being stolen by an adversary. Finally,

SVC should achieve good performance to be competitive with

variant calling on unencrypted sequences.

B. SVC-Client

The overall architecture of SVC is shown in Figure 1. The

client-side module is called SVC-Client, which executes

on the user’s computer that has a genome sequence. This

sequence will be processed by the remote server to compute

the raw variants. The main goal of SVC-Client is to (a)

securely transmit the genome to the server for variant calling,

and (b) securely obtain the VCF file from the server. Only

encrypted data are sent and received by SVC-Client to

avoid attacks over the network. (Note that SmartNICs are not

involved in the data transfer of the genomes/VCF files.)

Algorithm 1 shows the steps executed by SVC-Client.

The paired-end FASTQ files are first combined to create an

interleaved FASTQ file (Line 2) using a tool like SeqFu [66].
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Algorithm 1 SVC-Client: Main Steps Performed

Input: F1, F2 - plaintext paired-end FASTQ files; m -

message size

Output: output.vcf - plaintext VCF file

1: Stage S1: Interleaved FASTQ construction

2: Construct interleaved FASTQ file G from F1 and F2

3: For G, generate a random AES key KG

4: IN ← “G”; OUT← “G.enc” /* Input and output files */

5: Open IN for reading; OUT for writing

6: while !end-of-file of IN do

7: Read a data block d of m bytes from IN

8: Randomly generate nonce /* 96 bits */

9: Let counter ← 0 /* 32 bits */

10: IV ← (nonce||counter) /* 128 bits */

11: Use AES (i.e., AES-CTR/AES-GCM) to encrypt d with

(KG, IV ) and write o/p to OUT

12: Write IV to OUT

13: Close IN and OUT

14: Copy G.enc to server (e.g., using SCP)

15: Wait for the server to finish variant calling

16: Copy encrypted file output.vcf.enc from the server

17: IN ← “output.vcf.enc”; OUT ← “output.vcf”

18: Open IN for reading; OUT for writing

19: while !end-of-file of IN do

20: Read a data block d of m bytes from IN

21: Read IV ′ from IN

22: Use AES (i.e., AES-CTR/AES-GCM) to decrypt d with

(K, IV ′) and write o/p to OUT

23: Close IN and OUT

24: return output.vcf

SVC-Client randomly generates an AES key and initializa-

tion vector (Line 3). Note that a password-based key derivation

function [1] can be used to generate the AES key. For a chosen

message size m, each m-byte block of the interleaved FASTQ

file is encrypted using AES encryption. For each block, a

random initialization vector (IV) is chosen. This ensures that

the same key/IV is used only once for encryption, thereby

reducing the chance of attacks [40]. Each IV is appended after

the encrypted block, and both are written to the output file.

The steps are shown in Lines 6-12.

The encrypted file is transmitted to the server (e.g., using

SCP). Once the server completes the variant calling pipeline,

and the encrypted VCF file (containing raw variants) is trans-

mitted from the server to SVC-Client. The VCF file is

decrypted using the same AES key. The steps are shown in

Lines 19-22.

C. SVC-Server

Next, we present the design of the server-side module called

SVC-Server to overcome the challenges described earlier.

a) Use of Named Pipes: To address the first challenge

of avoiding modification to existing bioinformatics tools,

SVC-Server employs named pipes provided by the under-

lying OS for inter-process communication. Two processes can

exchange data where one serves as the producer and the other

serves as the consumer. By setting appropriate file permissions,

only authorized user names/processes can read from/write to

a named pipe. So existing tools (e.g., BWA-MEM, Picard [5],

SAMtools [24], FreeBayes) can now read (plaintext) input

from one named pipe (say Pipe1) and write (plaintext) output

to another named pipe (say Pipe2). A SmartNIC must now

do two tasks each time any of the aforementioned tools is

executed: (a) read the encrypted input file, decrypt it, and

write the plaintext output to Pipe1; and (b) read from Pipe2,

encrypt the data, and write to a file. The SmartNIC can have

one or more crypto devices. Due to the blocking nature of

reading from and writing to named pipes, our initial design

made with a single crypto device made it difficult to program

correctly as it caused the blocking of a variant calling pipeline

stage. Hence, we improved our design to use two crypto

devices on the SmartNIC: one will write to Pipe1 and the

other will read from Pipe2.
b) Use of DPDK: We developed a new DPDK module

to manage the SmartNIC during variant calling. This mod-

ule initializes and accesses the crypto devices for encryp-

tion/decryption tasks as well as reads from Pipe2 and writes

data to Pipe1. Algorithm 2 shows the initialization steps.

The DPDK Environment Abstraction Layer (EAL) is first

initialized (Line 1). The aforementioned named pipes Pipe1
and Pipe2 are created (Line 2). Assuming two Ethernet ports

and two crypto devices are needed, each port is mapped to

one crypto device. After that a DPDK Worker thread is pinned

to a logical core to manage one port/crypto device pair. One

named pipe is created for each DPDK Worker to receive input

instructions to either encrypt/decrypt, the location from where

to read input data, and the location to write output data. (See

Lines 3-6). The instruction format is “IN⇒OP⇒OUT”. The

value of IN (location to read) and OUT (location to write) can

be a regular file or a named pipe. The value of OP is either

ENCRYPT or DECRYPT.

Finally, SVC-Server prompts the user on standard input

to enter the AES key used for encryption to avoid saving the

key on storage. Recall that SVC-Client uses a random AES

key to encrypt a genome.

Algorithm 2 SVC-Server: DPDK Initialization

Input: N - number of crypto devices (N = 2)

1: Initialize DPDK Environment Abstraction Layer (EAL)

2: Create two named pipes, Pipe1 and Pipe2
3: for i in 1 to N do

4: Initialize Ethernet port/crypto device pair on the Smart-

NIC

5: Pin a DPDK Worker thread to a logical core to manage

the Ethernet port/crypto device

6: Create a named pipe Ipipei for the DPDK Worker to

receive instructions during variant calling

7: K ← Prompt the user to input AES key via standard input

Algorithm 3 shows the steps performed by a DPDK Worker

based on the input instructions received. The Worker i first
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opens the named pipe Ipipei, performs a blocking read to

fetch the instruction from the pipe, and then closes the pipe

(Lines 2-4). Therefore, any write to this pipe (with new

instructions) will block as the pipe is closed by the Worker.

The instruction is parsed to identify the input location, output

location, and operation. The input location is read as fixed-size

blocks till the end of file is reached. For each m-byte block,

if the operation is ENCRYPT, then the block is encrypted

(using the AES key K and a randomly generated IV) by the

assigned crypto device and written to the output location. (See

Lines 9-15.) If the command is DECRYPT, then each block is

decrypted using the crypto device and written to the output

location. (See Lines 16-19.) Finally, the input/output locations

are closed (Line 20).

Algorithm 3 SVC-Server: DPDK Worker

Input: i - ID of DPDK Worker; IP ipei - Named pipe to read

instructions; m - message size

1: while True do

2: Open IP ipei
3: Read instruction “IN⇒OP⇒OUT” ← IP ipei
4: Close IP ipei
5: Let Ci denote the crypto device managed by Worker i

6: Open IN for reading, OUT for writing

7: while !end-of-file of IN do

8: Read a data block d of m bytes from IN

9: if OP = “ENCRYPT” then

10: Randomly generate nonce /* 96 bits */

11: Let counter ← 0 /* 32 bits */

12: IV ← (nonce||counter) /* 128 bits */

13: Enqueue d to Ci for encryption using AES (i.e.,

AES-CTR/AES-GCM) with (K, IV )
14: Dequeue encrypted output of d from Ci & write

to OUT

15: Write IV to OUT

16: else if OP = “DECRYPT” then

17: Read IV from IN

18: Enqueue d to Ci for decryption using AES (i.e.,

AES-CTR/AES-GCM) with (K, IV )
19: Dequeue decrypted output of d from Ci & write

to OUT

20: Close IN and OUT

c) Variant Calling Pipeline: Before we discuss the entire

variant calling pipeline of SVC-Server, we first present how

named pipes and crypto devices are synergistically used to

process a single pipeline stage. (This design enables us to

address the third challenge of achieving good performance.)

Without loss of generality, let us consider the alignment stage

(Stage 2). Figure 2 shows an illustration. The Variant Calling

Driver in SVC-Server sends one instruction to Ipipe1 to

decrypt the input file and another instruction to Ipipe2 to

encrypt the output of the alignment stage. The encrypted

interleaved FASTQ file is then read by the DPDK Worker

managing Crypto device 1. This device decrypts the encrypted

blocks using AES and writes plaintext FASTQ data into

Pipe1. The unmodified BWA [47] binary reads from Pipe1
(in a blocking manner) and processes the input sequence. The

plaintext SAM output produced by BWA is written to Pipe2.

The DPDK Worker managing Crypto device 2 reads from

Pipe2 in a blocking manner. It encrypts the plaintext blocks

using AES and writes ciphertext to a file. Our design is generic

and handles every pipeline stage the same way. All the files on

persistent storage are in ciphertext, thus addressing the second

challenge of safeguarding an individual’s privacy.

Fig. 2. Generic design using named pipes/crypto devices

The overall steps executed by the Variant Calling Driver are

shown in Algorithm 4. The input is an encrypted interleaved

FASTQ file sent by SVC-Client. The final output is an

encrypted VCF file containing raw variants. The unmodified

bioinformatics tool for a stage reads data from Pipe1 and

writes data to Pipe2. Stage 2 involving alignment is started

by first sending on instruction to Ipipe1 to decrypt the input

and another instruction to Ipipe2 to encrypt the output of

alignment (Lines 2-3). BWA is executed to read a pipe input

and write to a pipe output (Line 4). Stage 3 is executed

in two phases: In the first phase, sorting of aligned reads

is done. Two instructions are sent to Ipipe1 and Ipipe2 to

decrypt/encrypt and then the SAMtools binary is executed for

sorting (Lines 6-8). In the second phase, marking duplicates

is performed. Once again, two instructions are sent to the

named pipes and the Picard binary is executed (Lines 10-12).

Lastly, the variant calling method is executed (e.g., FreeBayes)

after the instructions to decrypt/encrypt are sent to the pipes

(Lines 14-16). The encrypted VCF file can now be transmitted

back to SVC-Client. (For security reasons, SVC-Server

can create new named pipes before executing the pipeline and

delete them after use.)

IV. PERFORMANCE EVALUATION

In this section, we present the performance evaluation of

SVC. Specifically, we measured the overhead incurred by

SVC-Server for the variant calling pipeline on encrypted

sequences compared to executing the pipeline on plain-

text/unencrypted sequences. We could not compare with tools

such as Crypt4GH [61] as this requires code modifications to

the bioinformatics tools used by the pipeline.

A. Implementation and Experimental Setup

We used C, DPDK, Python, and Bash for our implementa-

tion. The DPDK code was compiled and built using Meson.
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Algorithm 4 SVC-Server: Variant Calling Driver

Input: IFQ.enc - encrypted interleaved FASTQ file; Pipe1,

Pipe2 - named pipes for passing data; Ipipe1, Ipipe2 -

named pipes for passing instructions

Output: output.vcf.enc - encrypted VCF file

1: Stage S2: Alignment

2: Send “IFQ.enc⇒DECRYPT⇒Pipe1” → Ipipe1
3: Send “Pipe2⇒ENCRYPT⇒SAM.enc” → Ipipe2
4: Run BWA (to align reads) by reading input sequence

from Pipe1 and sending output to Pipe2
5: Stage S3a: Sorting aligned reads

6: Send “SAM.enc⇒DECRYPT⇒Pipe1” → Ipipe1
7: Send “’Pipe2⇒ENCRYPT⇒BAM.enc” → Ipipe2
8: Using SAMtools, sort the SAM file by reading input

aligned reads from Pipe1 and writing the sorted output

to Pipe2
9: Stage S3b: Mark duplicates

10: Send “BAM.enc⇒DECRYPT⇒Pipe1” → Ipipe1
11: Send “Pipe2⇒ENCRYPT⇒DEDUP.enc” → Ipipe2
12: Using Picard, perform mark duplicates by reading input

from Pipe1 and writing output to Pipe2
13: Stage S4: Variant calling

14: Send “DEDUP.enc⇒DECRYPT⇒Pipe1” → Ipipe1
15: Send “Pipe2⇒ENCRYPT⇒V CF.enc” → Ipipe2
16: Run variant caller (e.g., FreeBayes) by reading from

Pipe1 and writing output to Pipe2
17: return output.vcf.enc

We conducted all our experiments on FABRIC [21], a testbed

for next-generation Internet design and scientific applications.

Note that FABRIC is available for academic research at no

charge. A slice containing VMs can be created on a site.

Hardware accelerators such as SmartNICs can be attached

to a slice/VM. We created a slice with one VM containing

one NVIDIA Mellanox ConnectX-6 VPI MCX653 dual port

(100 Gbps) SmartNIC. The VM had 10 cores, 32 GB RAM,

and 100 GB SSD storage running Ubuntu Linux (22.04 LTS).

DPDK 23.03, the MLNX OFED 23.04-1.1.3.0 driver, and

Intel Multi-Buffer Crypto Library 1.3 were installed. Note that

the chosen SmartNIC on FABRIC supported only software-

based crypto operations via DPDK’s cryptodev library. For the

single sample DNA variant calling pipeline, we used BWA-

MEM (0.7.17) [47], Picard (2.27.4) [5], SAMtools (1.18) [24],

and FreeBayes (1.3.6) [30].

B. Results

We chose three (paired-end) low-coverage genome se-

quences (of different sizes) from the 1000 Genomes

Project [3]. Table II shows the size of the interleaved FASTQ

file for each sequence. We used AES-CTR [38] with 128- and

256-bit key sizes for symmetric encryption in SVC-Server.

We measured the wall-clock time taken by SVC-Server to

execute different stages of the variant calling pipeline (i.e.,

S2, S3, and S4) while ensuring all files are encrypted. (Note

that stage S1 was performed by SVC-Client.) We also

measured the wall-clock time taken to execute the same stages

on plaintext input sequence producing plaintext intermediate

files and VCF file. (Of course, the SmartNIC and named

pipes were not used for plaintext data.) We refer to this

baseline approach as PlaintextVC. For correctness, we

ensured that the raw variants computed by SVC-Server and

PlaintextVC were identical. Table II shows the total time

taken by SVC-Server and PlaintextVC as well as the

time taken for different stages. The results demonstrate that

SVC-Server introduced very little overhead and was slightly

slower than PlaintextVC (i.e., about 1% slower). For

example, on the 15 GB interleaved FASTQ file, SVC-Server

took 5 h 22 m, whereas PlaintextVC required 5 h 19 m.

Thus, SVC’s unique design is efficient for enabling secure

variant calling on sensitive human genomes.

TABLE II
PERFORMANCE COMPARISON

Sequence ID Pipeline Time Taken (hh:mm:ss)
(Interleaved FASTQ Stage SVC-Server Plain

size, overhead) 128-bit 256-bit textVC

ERR062934 S2 0:26:46 0:26:59 0:26:17
(3.8 GB, S3 0:19:33 0:19:08 0:19:16

0.72% slower) S4 0:24:50 0:25:05 0:25:08
Total 1:11:09 1:11:12 1:10:41

ERR022463 S2 1:12:36 1:11:21 1:11:53
(8.5 GB, S3 0:57:11 0:58:15 0:56:11

1.07% slower) S4 0:48:27 0:48:31 0:48:16
Total 2:58:14 2:58:07 2:56:20

SRR111943 S2 2:26:58 2:27:18 2:26:08
(15.0 GB, S3 1:40:50 1:42:47 1:41:19

1.0% slower) S4 1:11:50 1:11:47 1:11:14
Total 5:19:38 5:21:52 5:18:41

V. CONCLUSION

We presented SVC, a new technique for secure variant

calling on human genomes. SVC’s client sends an encrypted

interleaved FASTQ file to SVC’s server, which executes the

variant calling pipeline. Using DPDK, SVC’s server leverages

a SmartNIC to offload the encrypt/decrypt operations during

variant calling. Named pipes are used to communicate between

the DPDK module and existing bioinformatics tools without

any code modifications to these tools enabling wider adoption.

The encrypted file containing raw variants is transmitted back

to the client. All files consumed and produced during variant

calling are always encrypted on storage rendering them un-

readable to an adversary if a data breach occurs. SVC achieved

competitive performance on different genome sequences with

very little overhead due to encryption/decryption. In sum-

mary, SVC enables users to efficiently and securely perform

variant calling on servers such as those managed by cloud

providers. The software is available at https://github.com/MU-

Data-Science/GAF/SVC.
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