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Abstract

Bilevel optimization is one of the fundamental problems in machine learning and optimiza-
tion. Recent theoretical developments in bilevel optimization focus on finding the first-
order stationary points for nonconvex-strongly-convex cases. In this paper, we analyze
algorithms that can escape saddle points in nonconvex-strongly-convex bilevel optimiza-
tion. Specifically, we show that the perturbed approximate implicit differentiation (AID)
with a warm start strategy finds an e-approximate local minimum of bilevel optimization
in O~(e_2) iterations with high probability. Moreover, we propose an inexact NEgative-
curvature-Originated-from-Noise Algorithm (iNEON), an algorithm that can escape saddle
point and find local minimum of stochastic bilevel optimization. As a by-product, we
provide the first nonasymptotic analysis of perturbed multi-step gradient descent ascent
(GDmax) algorithm that converges to local minimax point for minimax problems.
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1. Introduction

Bilevel optimization has become a powerful tool in various machine learning fields including
reinforcement learning (Hong et al., 2020), hyperparameter optimization (Franceschi et al.,
2018; Feurer and Hutter, 2019), meta learning (Franceschi et al., 2018; Ji et al., 2020) and
signal processing (Kunapuli et al., 2008). A general formulation of bilevel optimization
problem can be written as

s.t. y*(z) = argmin g(z, y). (1.1)

yER”™
In this paper, we focus on the nonconvex-strongly-convex case where the lower level function
g(z,y) is smooth and strongly convex with respect to y and the overall objective function
®(x) is smooth but possibly nonconvex. One crucial but challenging task in the bilevel
optimization is the computation of the hypergradient V®(x), which, via chain rule, can be

WD 9y @), (1)

where %g) € R?¥*™, Note that the differentiability of y*(z) is a direct result of the Implicit
Function Theorem, as mentioned in Lemma 2.1 of Ghadimi and Wang (2018). By taking
derivative with respect to x on the optimality condition: V,g(z,y) = 0, we have the relation

dy* ()

written as

Vayg(@y* (@) + =5 = Vi, (2) = 0, (1.3)
which implies
W) 92wy (@) - Pyl () (1.4
Substituting (1.4) to (1.2), we get
VO(z) = Vo f(z,y" () = Vi,g9(z, v (2)) - Viyg(x,y*(2) " Vy f (2, y* (2)). (1.5)

Note that the above hypergradient V®(x) involves computationally intractable components
such as the exact solution y*(z) and the Hessian inverse V2, g(x,y*(x))~!. To address such
difficulties, various computing approaches have been proposed, which include popular Ap-
proximate Implicit Differentiation (AID) (Domke, 2012; Pedregosa, 2016; Gould et al., 2016;
Ghadimi and Wang, 2018; Grazzi et al., 2020; Ji et al., 2021) and Iterative Differentiation
(ITD) (Domke, 2012; Maclaurin et al., 2015; Shaban et al., 2019; Grazzi et al., 2020; Ji
et al., 2021). Among them, Ghadimi and Wang (2018) and Ji et al. (2021) further analyze
the computational complexities of these two types of approaches in finding a stationary
point. Besides these nested-loop approaches, Hong et al. (2020) and Chen et al. (2022)
propose single-loop algorithms with convergence analysis to stationary points.

However, it still remains unknown how to provably find a local minimum for bilevel
optimization. This type of study is important as it has been widely shown that saddle points
(which are also stationary points) can seriously undermine the quality of solutions (Choro-
manska et al., 2015; Dauphin et al., 2014). To address this issue, this paper focuses on
escaping saddle points for bilevel optimization. We are interested in finding an approxi-
mate local minimum for ®(x) defined as follows.
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Definition 1 (e-local minimum) We say x is an e-local minimum for bilevel optimiza-
tion (1.1) if
V@) < & Auin (V2B()) = — /e, (1.6)

where Amin (Z) denotes the minimum eigenvalue of a matriz Z and pg is the Lipschitz
constant of V2®(x), i.e.,

HVQCI)(I') - V2<I>(:U’)H < pollz — 2’|, Vz,2’ € R% (1.7)
For completeness, we also define stationary points and saddle points as follows.

Definition 2 We say = is an e-stationary point of bilevel optimization (1.1) if |[V®(z)| <
€. We say = is a saddle point of bilevel optimization (1.1) if V®(z) = 0, and = is not a
local mazimum point or local minimum point.

Motivated by the recent demand in solving online or large-scale bilevel optimization
problems, we also generalize our technique to the following stochastic bilevel optimization:

;Ielgtli O(z) = f(z,y"(v)) = B¢ [F(z, y" (x); §)]

s.t. y*(x) = argmin g(z,y) = E¢ [G(z,y; ()], (1.8)
yeRS

where f(z,y) and g(x,y) take the expectation form with respect to the random variables £
and (. There is a line of work studying stochastic bilevel algorithms that converge to the
stationary point (Ghadimi and Wang, 2018; Ji et al., 2021; Hong et al., 2020). Comparing
with these results, we are interested in providing new stochastic algorithms that provably
converge to the local minimum.

1.1 Our Contributions

In this paper, we derive a framework of adding perturbation to gradient sequence for bilevel
optimization and design various new bilevel algorithms that provably escape saddle points
and find local minimum. Our approach is mostly inspired by existing works for nonconvex
minimization and minimax problems (Jin et al., 2021; Xu et al., 2018; Allen-Zhu and Li,
2018). Our main contributions are summarized below.

(i) For deterministic bilevel optimization, we propose the perturbed AID with warm start
strategy. We prove that the proposed algorithm achieves e-local minimum of ®(x) in at
most O(e~2) iterations. Here the notation O(-) hides logorithmic terms and absolute
constants.

(ii) For the minimax problem, which is a special case of bilevel optimization, we prove
that the strict local minimum of ®(x) is equivalent to strict local minimax point
(Jin et al., 2020) and propose the perturbed GDmax algorithm with a nonasymptotic
convergence rate to local minimax point. To the best of our knowledge, this is the
first nonasympototic analysis for gradient algorithms escaping saddle point in minimax
problem.
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(iii) For stochastic bilevel optimization, we propose inexact NEgative-curvature-Originated-
from-Noise Algorithm (iNEON), a deterministic algorithm that extracts negative cur-
vature descent direction with high probability. Combining iNEON with stocBiO (Ji
et al., 2021), we obtain a stochastic first-order algorithm with a gradient complex-
ity of @(6_4). To the best of our knowledge, our algorithms — perturbed AID and
stocBiO+iNEON — are the first ones that provably converge to local minimum of
bilevel optimization.

1.2 Related Work

Escaping Saddle Point. Most existing works for finding local minimum focus on classical
optimization problems (i.e., minimization problems) and derive the complexity for reach-
ing an e-local minimum. Nesterov and Polyak (2006) and Curtis et al. (2017) proposed
second-order methods for obtaining an e-local minimum. To avoid Hessian computation
required in Nesterov and Polyak (2006) and Curtis et al. (2017), Carmon et al. (2018)
and Agarwal et al. (2017) proposed to use Hessian-vector product and achieved conver-
gence rate of 0(6*7/ 4). Recently, the complexity results of pure first-order methods for
obtaining local minimum have been studied (see, e.g., Ge et al. (2015); Daneshmand et al.
(2018); Jin et al. (2021); Fang et al. (2019)). Lee et al. (2016) provided asymptotic results
showing that gradient descent (GD) method converges to a local minimizer almost surely.
Jin et al. (2017, 2021) proved that the perturbed GD can converge to a local minimizer
in a number of iterations that depends poly-logarithmically on the dimension, reaching
a nonasymptotic iteration complexity of O(e 2log(d)*) for nonconvex minimization. For
stochastic optimization problems, Jin et al. (2021), Jin et al. (2018), and Fang et al. (2019)
provided nonasymptotic rate for finding local minimizers. How to escape saddle points
for constrained problems and nonsmooth problems are also studied in the literature. In
particular, Lu et al. (2020a), Criscitiello and Boumal (2019), and Sun et al. (2019) studied
escaping saddle points for constrained optimization. Davis and Drusvyatskiy (2021), Davis
et al. (2021), and Huang (2021) studied escaping saddle points for nonsmooth problems.
All these algorithms are for solving the minimization problems, and to the best of our
knowledge, how to escape saddle points in bilevel optimization has not been addressed in
the literature.

Minimax Optimization. Motivated by its applications in adversarial learning (Good-
fellow et al., 2015; Sinha et al., 2018), training Generative Adversarial Nets (GANs) (Good-
fellow et al., 2014; Arjovsky et al., 2017) and optimal transport (Lin et al., 2020a; Huang
et al., 2021a,b,c), the convergence theory of nonconvex minimax problems has been exten-
sively studied in the literature. Specifically, Nouiched et al. (2019) and Jin et al. (2020)
studied the complexity of multistep gradient descent ascent (GDmax). Lin et al. (2020b)
and Lu et al. (2020b) provided the first convergence analysis for the single loop gradient
descent ascent (GDA) algorithm. More recently, Luo et al. (2020) applied the stochastic
variance reduction technique to the nonconvex-strongly-concave case and achieved the best
known stochastic gradient complexity. Zhang et al. (2020) proposed smoothed GDA, which
stabilizes GDA algorithm and helps achieve a better complexity for the nonconvex-concave
case. However, all the previous works targeted finding stationary point of ®(x). Very re-
cently, Chen et al. (2021b) and Luo and Chen (2021) proposed cubic regularized GDA, a
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second-order algorithm that provably converges to a local minimum. Fiez et al. (2021) pro-
vided asymptotic results showing that GDA converges to local minimax point almost surely.
To the best of our knowledge, the convergence rate of first-order methods for obtaining a
local minimax point has been missing in the literature.

Bilevel Optimization. The bilevel optimization has a long history and dates back to
Bracken and McGill (1973). Recently, bilevel programming has been successfully applied
to meta-learning (Snell et al., 2017; Rajeswaran et al., 2019; Franceschi et al., 2018; Ji
et al., 2022) and hyperparameter optimization (Pedregosa, 2016; Franceschi et al., 2018;
Shaban et al., 2019; Sow et al., 2021). Theoretically, Ghadimi and Wang (2018) provided
the first convergence rate for the AID approach. Ji et al. (2021) further improved their
complexity dependence on the condition number and analyzed the convergence of the ITD
approach. Both AID and ITD have an iteration complexity of O(e=2). Ji and Liang (2021)
provided lower bounds for a class of AID and ITD-based bilevel algorithms. For stochastic
bilevel problems, Ghadimi and Wang (2018) and Ji et al. (2021) proposed Bilevel Stochas-
tic Approximation (BSA) and stochastic bilevel optimizer (stocBiO) methods respectively,
which are both double-loop algorithms inspired by AID. Hong et al. (2020) proposed a two-
timescale framework for bilevel optimization (TTSA), a provable single-loop algorithm that
updates two variables in an alternating way with a convergence rate of O(e~°). Chen et al.
(2021a) proposed ALternating Stochastic gradient dEscenT (ALSET), a simple SGD type
approach, and improved the convergence rate to (’)(6*4). Very recently, Khanduri et al.
(2021), Yang et al. (2021), Chen et al. (2022), and Guo and Yang (2021) studied stochastic
algorithms with variance reduction and momentum techniques, and provided the cutting-
edge first-order oracle complexity, which is O(e~3). All these previous analyses have focused
on finding stationary points and algorithm for finding a local minimum is still missing. It is
unclear if the obtained stationary points of the existing bilevel optimization algorithms are
local minimum or saddle points. In other words, finding an e-local minimum, i.e., escaping
saddle points in bilevel optimization, receives little attention. Our work proposes a new al-
gorithm with guaranteed convergence to e-local minimum of bilevel optimization problem,
which is much more challenging than most of the prior works because converging to e-local
minima is much stronger than merely converging to stationary points. Furthermore, we
note that existing works on escaping saddle points only consider single-level optimization
problems. It is more challenging in bilevel problem. The reason is that the hypergradient of
the bilevel problem, i.e., V®(z) in (1.5), involves the first-order information of the upper-
level problem and the second-order information of the lower-level problem. This brings
more challenges to the design of our algorithm as well as the convergence analysis as we
need to handle the convergence error of the lower-level problem as well as the hypergradient
estimation error.

Notation. Let ®(z), Vo (), V2®(z) be the inexact function value, gradient and Hes-
sian, respectively. Denote G(f,¢), JV(f,€), HV(f,¢€) as the complexity of gradient evalua-
tions, Jacobian-vector product evaluations, and Hessian-vector product evaluations of func-
tion f, respectively. In particular, for matrix-vector product oracles, say Hessian-vector
products, HV (f,€) represents the total number of (deterministic or stochastic) (V2f) - v
computation in our algorithm. Typically computing a Hessian-vector product is as cheap as
computing a gradient (Pearlmutter, 1994). Let x be the condition number of the lower-level
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problem. We use notation O(-) to hide only absolute constants which do not depend on
any problem parameters and O(+) to further hide additional log factors.

2. Escape Saddle Points in General Bilevel Optimization

In this section, we propose novel algorithms for general bilevel optimization (1.1) that are
guaranteed to converge to local minimum. We consider one of the popular approaches AID
to estimate the hypergradient V®(x). The AID approach is a nested-loop algorithm, which
first update the lower-level variable y with D steps of gradient descent, and then construct
an estimate of the upper-level hypergradient. To efficiently approximate the Hessian inverse
in the hypergradient (1.5), AID solves the linear system:

using N steps of the conjugate gradient (CG) method. The resulting vector v,iv is used as
an approximation to the solution of (2.1): szg(a:k, yP2) IV, f(xk, yP). The hypergradient
is then constructed as

@@(wk) = V. f(zk, y,?) — Viyg(a:k, y,?)v,iv. (2.2)

However, current AID-based approach can only guarantee the convergence to the first-order
stationary point. In Algorithm 1, we propose perturbed AID (i.e., Algorithm 1 with option
AID in step 9) for solving bilevel optimization (1.1) with convergence guarantee to second-
order stationarity. In the proposed algorithms, we update variable x with the hypergradient
V®(z) estimated by AID. When the norm of V®(z) is small, we add random noise sampled
from a uniform ball and keep running AID for at least .7 steps (see steps 10-13 of Algorithm
1). If the current point is a saddle point of V®(x), we show that with high probability the
function value ®(x) has sufficient decrease after .7 steps so it can escape the current saddle
point.

2.1 Convergence Analysis

We first state assumptions needed for our analysis.

Assumption 3 Assume the upper level function f(x,y) and the lower level function g(x,y)
satisfy the following assumptions:

(i) Function g(x,y) is three times differentiable and p-strongly convexr with respect to y
for any fixed x.

(ii) Function f(x,y) is twice differentiable and f(x,y) is M-Lipschitz continuous with
respect to x and y.

(iii) Gradients V f(x,y) and Vg(x,y) are £-Lipschitz continuous with respect to x and y.

(iv) Jacobian matrices V2, f(x,y), ngf(:v,y), szf(x, Y), V%yg(x, y) and Viyg(x,y) are
p-Lipschitz continuous with respect to x and y.

(v) Third-order derivatives V3, ,.g(x,y), Vi,,9(x,y) and Vi, g(x,y) are v-Lipschitz con-
tinuous with respect to x and y.
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Algorithm 1 Perturbed Algorithms for Minimax and Bilevel Optimization Problems
1: Input: Iteration Numbers K, D, N, Step Sizes 7,7, Accuracy €, Radius r, Perturbation Time
7.
2: Imitialization: xg,yo, vo.
3: Set kperturb =0
4: for k=0,1,2,..., K —1do
5:  Set yg = y,?_l if k> 0, otherwise yo
fort=0,1,2,...,D do
vk = =7 Vyg(er,yp )
end for
Estimating Hypergradient:

Option 1 (for minimax problem) GDmax: compute @@(wk) = V. f(zr,yp)
Option 2 (for bilevel optimization) AID:
1) set v) = v | if k>0 and vy otherwise

2
Y

49Tk, yPYo =V, f(zr,yP) via N steps of CG starting from v

3) get Jacobian-vector product VZ, g(zp, yP)ol¥ via automatic differentiation

4 V() = Vof (@ yp) = Viyg(an yP ol
10: if ||VO(ag)| < %e and k — kperturs > 7 then

2) solve vl from V

11: zp =z —1n-u, (u~ Uniform(B(r)))
12: kperturb =k

13:  end if R

14: zpq1 =xp — - VO(2y)

15: end for

16: Output: zx.

Remark 4 Compared with assumptions in recent bilevel optimization literature (Ghadimi
and Wang, 2018; Ji et al., 2021), we further assume the Lipschitz continuity of the Hessian
of f(x,y) and the third-order derivative of g(x,y). These assumptions are required to prove
the Hessian Lipschitz continuity of ®(x), which is a common condition required in the
literature of escaping saddle points (Jin et al., 2021).

Remark 5 It should be noted that although we assume the third-order partial derivatives
of g(x,y) to be Lipschitz continuous, this assumption is for the theoretical analysis only, we
do not compute any third-order derivatives in our algorithms.

One of the key elements in our proof technique is to show that under Assumption 3,
function ®(x) is Hessian Lipschitz continuous, as shown in the following lemma.

Lemma 6 Suppose Assumption 3 holds, then ®(x) is py-Hessian Lipschitz continuous, i.e.,
(1.7) holds, where py = O(x®) and is defined in (B.17).

For the AID approach, the main results are in the following theorem.

Theorem 7 (Convergence of Perturbed AID) Suppose that Assumption 3 holds. Set
parameters of Algorithm 1 as

1 1 ¢ Le
T =, n=-, = TAA 3 = L,
¢ L¢ 4003 v/ PoE
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and

D=0 (klog(e"), N=0(Vrlog(e!)). (2.3)
With probability at least 1 — §, the iteration number of the perturbed AID algorithm for
visiting an e-local minimum of ®(x) is

K=0 (k7). (2.4)

Here 6 € (0,1), Ly is the Lipschitz constant of V®, pg is the Lipschitz constant of V2o
(see Lemma 36), and v is a constant satisfying

Lyvd
t>1, and 6 > d:f 28 (2.5)
NG

Corollary 8 The gradient complexities of the perturbed AID algorithm for finding an e-local
minimum of ®(x) are

G(f.e) = O(r*¢?), Glg,€) = O(r*e?).
The Jacobian- and Hessian-vector product complexities are
JV(g,e) = O(k*¢2), HV(g,e) = O(rk*5e72).

Remark 9 Though the complexities of the perturbed AID method are worse than the results
in Ji et al. (2021) by alog factor, it should be noted that the algorithms converge to different
points. Specifically, our perturbed AID method converges to a local minimum of ®(x),
whereas the algorithms in Ji et al. (2021) are only guaranteed to converge to first-order
stationarity.

2.2 Proof sketch

We briefly describe the main elements in proving the above theorems. The main ideas follow
(Jin et al., 2021). However, in contrast to the problem studied in Jin et al. (2021), we do not
have access to the exact hypergradient of ®(x) in bilevel optimization problems. Therefore,
we need to deal with the error introduced by this approximation. We first provide the
inexact descent lemma.

Lemma 10 (Inexact Descent Lemma) Suppose Assumption 8 holds and set n = 1/Lg,
then the inexact gradient sequence {xy} satisfies:

D(wpi1) — Dlog) < - 7 H%(ask)\f + )|V (ag) — V()| (2.6)

Secondly, the following lemma shows that with high probability, adding random noise
sampled uniformly from a ball helps escape saddle points of ®(x).

Lemma 11 (Escaping Saddle Points) Assume Assumption 3 holds. Assume T satisfies
[VO(Z)|| < €, and Amin(V2P(Z)) < —,/pge, where py = O(K°) and is defined in (B.17).
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Let xy = T + nu (u ~ Uniform(By(r))). With parameters given in (3.2), as long as the
following inequality holds in each iteration,

o _VIT 1
IVO(zk) — VO(zp)| < min {80L2a 1622 S (2.7)
with probability at least 1 — §, it holds that
D) - (&) < —F /2, (2.8)

where x 7 is the T™ gradient descent iterate starting from xg, ¢ satisfies (3.3) and

P (2.9)
— 1003\ py '

Finally, by Lemma 10, Lemma 11 and with a proper choice of parameters D and N, we
can bound the total iteration number of Algorithm 1 by

(P(zg) — %) T n Ly(®(xo) — <I>>x<).

K= F €2

Here the perturbation time .7 will be specified later in the proof of our main theorem. In
practice we set it as a hyperparameter to tune.

3. Escape Saddle Points for Minimax Problem

In this section, we consider the following nonconvex-strongly-concave minimax problem:

min max [, y), (3.1)
where f(z,y) is nonconvex with respect to x and p-strongly concave with respect to y. We
note that the problem aims at minimizing max,crn f(z,y) for each . Thus, by defining the
function ®(z) = max, f(z,y), (3.1) reduces to a smooth nonconvex minimization problem
min, s ®(). Note that this is also a special case of the bilevel optimization problem by
setting g(x,y) = —f(x,y) in (1.1), which leads to the following problem:

min f(z,y"(z)), s.t. y*(z) = arg;ning(w,y) = —f(=z,y),
where y*(z) is uniquely defined for any z, since f(x,y) is strongly concave with respect
to y. The minimax problem (3.1) seeks the Nash equilibrium of f(z,y). However, when
considering nonconvex minimax problem, the global Nash equilibrium does not exist in
general. Instead, one is more interested in finding the local Nash equilibrium (Daskalakis
and Panageas, 2018; Mazumdar et al., 2019) and the local minimax point (Jin et al., 2020).
Therefore, the following question arises naturally:

e What is the relationship between the local minimum of ®(x) and the local optimality
of the minimax problem (3.1)%
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The answer to this question has been so far still ambiguous. We first discuss the relationship
between the local minimum of ®(x) and the local Nash equilibrium of (3.1). The Nash
equilibrium and its local alternative are defined as below.

Definition 12 (Mazumdar et al., 2019)[Local Nash Equilibrium] We say (x*,y*) is a Nash
equilibrium of function f, if for any (x,y):

flx*y) < fla*,y") < fz,y%).

Point (z*,y*) is a local Nash equilibrium of f if there exists § > 0 such that for any
(z,y) satisfying ||x — x*|| < § and ||y — y*|| < 0 we have:

[ y) < f@y") < f(z, 7).

Remark 13 [t is worth noting that, Nash equilibrium is sometimes called ‘saddle point’
in minimaz optimization literature (Lin et al., 2020c). We highlight here that, throughout
this paper, our notion of saddle points follows Definition 2. In other words, we first view
Problem (3.1) as a bilevel problem, in which we have ®(x), and then define the saddle points
of ® by Definition 2. The readers should not confuse with these two completely different
notions of saddle points.

The local Nash equilibrium can be characterized in terms of first-order and second-order
conditions. Specifically, when assuming f is twice-differentiable, any stationary point (i.e.,
(z,y) such that V f(x,y) = 0) is a strict local Nash equilibrium if and only if

2 2
Vo f(x,y) <0, and Vi, f(z,y) = 0.

We have the following proposition, showing that the local minimum of ®(z) is indeed
superior to its saddle point regarding whether it is a local Nash equilibrium or not.

Proposition 14 For any smooth nonconvez-strongly-concave function f(x,y), define ®(x) =
maxyerr f(z,y). Then we have

(i) A saddle point of ®(x) cannot be a strict local Nash equilibrium of f(x,y).
(ii) A strict local Nash equilibrium of f(x,y) must be a local minimum of ®(x).

Moreover, Jin et al. (2020) introduced the concept of local minimax point, which is a
weakened notion of the local Nash equilibrium. Compared with the local Nash equilib-
rium, the local minimax point alleviates the non-existence issue! and is the first proper
mathematical definition of local optimality for the two-player sequential games.

Definition 15 (Jin et al., 2020)[Strict Local Minimax Point] For any twice differentiable
function f(x,y), a point (x,y) is a strict local minimaz point if it satisfies V f(x,y) = 0,
Ve, f(z,y) <0 and

Viaf (@,y) = Vi, f(@,y)Vy, f(2,9) 7 V2, f(2,y) = 0.

'In the Proposition 6 of (Jin et al., 2020), the authors constructed a two dimensional function showing
that the Nash equilibria may not exist, and this is known as the “non-existence issue”.

10
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The following proposition shows the equivalence between a strict local minimax point and
a strict local minimum of ®(x).

Proposition 16 For nonconvex-strongly-concave minimax problem (3.1), suppose ®(x) has
a strict local minimum, then a strict local minimaz point of (3.1) always ezists and is
equivalent to a strict local minimum of ®(x).

Most existing convergence theory for minimax problems focuses on finding e-stationary
point. Recently, Chen et al. (2021b) and Luo and Chen (2021) proposed second-order
algorithms for minimizing ®(x), which is guaranteed to converge to local minimum. Second-
order methods enjoy faster convergence rate than gradient methods, but require solving
nonconvex subproblems in each iteration. Moreover, second-order methods are difficult to
be implemented in large-scale problems due to the heavy computation of Hessian matrices.
Fiez et al. (2021) proved that GDA asymptotically converges to strict local minimax point
almost surely. However, no convergence rate for finding a local minimax point was given in
Fiez et al. (2021).

The above facts motivate us to propose the perturbed GDmax Algorithm (Algorithm 1
with option GDmax in step 9), a first-order nested-loop algorithm that provably escapes
saddle points in minimax problems. In the inner loop, the perturbed GDmax runs D steps
of gradient ascent for solving the y-subproblem inexactly. With the warm start strategy, we
set the initial point in k-th iteration yg to be the output of the inner loop in the previous
iteration y,’?ﬁl. In the outer loop, we estimate the hypergradient V& (x) by

and update x by one step of inexact gradient descent. When the first-order stationary
condition is satisfied (step 10 in Algorithm 1), we add a random noise vector sampled
uniformly from a ball with radius of r and centered at the current iterate.

Now we analyze the convergence of the perturbed GDmax algorithm. We first list our
assumptions.

Assumption 17 For the minimax problem (3.1), f(x,y) satisfies the following assump-
tions:

(i) f(z,y) is twice differentiable, p-strongly concave with respect to y and non-convex
with respect to x.

(i) Denote z = (xz,y). f(z) is £-smooth, i.e., for any z,2', it holds:
IVf(z) = VFEI < €]z = 2.

(iii) The Hessian and Jacobian matrices V3, f(x,y), V2, f(2,y), and V3, f(x,y) are p-
Lipschitz continuous.

(iv) Function ®(x) is bounded below and has compact sub-level sets.

Remark 18 Compared with assumptions for general bilevel optimization problem (Assump-
tion 3 in Section 2), we do not require any third-order derivative information for the mini-
max problem.

11
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Our perturbed GDmax algorithm is the first pure gradient algorithm with a nonasymp-
totic convergence rate for finding a local minimax point. The main results for the perturbed
GDmax algorithm are given in the following theorem.

Theorem 19 (Convergence of Perturbed GDmax) Suppose f(z,y) satisfies Assump-
tion 17. Set parameters as

1 1 ¢ Ly
Ly | 4003 N (3:2)

and D = O (/@ log (6*1)), with probability at least 1 — §, the perturbed GDmax Algorithm
(i.e., Algorithm 1 with option GDmaz in step 9) obtains an e-local minimum of ®(z) =

maxy f(z,y) in .
K=0 <L¢((I)($022— P(z ))) _ @(Heﬂ)

iterations. Here 6 € (0,1), Ly is the Lipschitz constant of V®, py is the Lipschitz constant
of V2® (see Lemma 36), and v is a constant satisfying

LyVd
t>1, and § > d:f 28 (3.3)
V/PE

Remark 20 Throughout this paper, we also assume

Ly/\/poe > 1. (3.4)

We make this assumption because if (3.4) does not hold, finding the e-local minimum is
straightforward, see Jin et al. (2021).

Remark 21 Note that in practice, we may choose v sufficiently large so that 6 in (3.3) can
be small, which leads to the fact that Theorem 17 holds with probability at least 1 — §.

Corollary 22 The complexity of the gradient evaluations of the perturbed GDmax algorithm
for finding an e-local minimum of ®(x) = max, f(x,y) is

G(f,e) :D'K:@(K2672).

Remark 23 Compared with results of second-order methods escaping saddle points for min-
imaz problem (Chen et al., 2021b; Luo and Chen, 2021), our perturbed GDmazx algorithm
is purely first order, which means we do not need to compute Hessian-vector product. More-
over, algorithms in Chen et al. (2021b) and Luo and Chen (2021) require solving a non-
convex cubic sub-problem and multiple linear systems in each iteration. All these expensive
computations are avoided in our perturbed GDmax algorithm, which makes it practical in
real applications.

Remark 24 Compared with asymptotic results in Fiez et al. (2021), we provide nonasymp-
totic convergence rate for finding a local minimaz point for minimazx problems.

Remark 25 The dependence on the conditional number k for the perturbed GDmaz algo-
rithm is O(k?), which matches the order in Lin et al. (2020b) and is better than the results
in Chen et al. (2021b).
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4. Inexact NEON and Stochastic Bilevel Algorithms

In this section, we consider escaping saddle points for stochastic bilevel optimization prob-
lem (1.8). Inspired by recent work (Xu et al., 2018) and (Allen-Zhu and Li, 2018), we
propose inexact NEON (iNEON) that helps escape saddle points in stochastic bilevel opti-
mization (1.8).

4.1 Inmexact NEON

Recently, Xu et al. (2018) and Allen-Zhu and Li (2018) proposed NEgative curvature Origi-
nated from Noise (NEON) and NEONZ2, two pure first-order methods that extract negative
curvature descent direction. NEON turns almost all stationary-point finding algorithms
into local-minimum finding algorithms. The work of Xu et al. (2018) was inspired by the
connection between perturbed gradient descent method (Jin et al., 2017) and the power
method, while the idea of Allen-Zhu and Li (2018) is based on the result of Oja’s algorithm
(Allen-Zhu and Li, 2017). Compared with classical optimization problems, bilevel optimiza-

tion no longer has access to the exact gradient, which motivates us to propose the inexact
NEON (iNEON). The proposed iNEON update is

Uyt = up — N(VO(E + up) — VO(7)), (4.1)

where V®(i + uy) and V®(Z) are the hypergradient estimates. Our iNEON algorithm is
described in Algorithm 2. Intuitively, the iNEON can be viewed as an approximate power
method. More specifically, note that (4.1) is equivalent to

Upr1 =up — N(VO(Z + ug) — VO(Z)) + ok

~(I — nV20(3))uy, + O, (42)

where &, = n(V®(i 4 uy,) — V(&) — VO(E + uy) + VO(Z)) is the gradient estimation error
and in the last step we use the approximation: V®(Z + ug) — V®(%) ~ V2®(Z)uy, as long
as ||lug|| is small. Therefore, (4.1) is equivalent to applying approximate power method to
the matrix I — nV2®(Z) starting with initial vector ug.

We next show that iNEON can extract negative gradient descent direction with high
probability.

Lemma 26 Suppose Assumption 3 holds. Choose parameters

1 1 € Ly

L
— — = — = — y = . — 4.3
T E’ n L¢7 r 400L37 pd)ﬁ 47 ( )
1 €3
F=— < 4.4
2503 Po (44)

and D = O(rlog(e 1)) in Algorithm 2. Let % satisfy |V®(Z)| < €, and Amin(V2®(Z)) <
— /Do, where py = O(k®) and is defined in (B.17). Denote uoy as the output of Algorithm
2. If uour # 0, we have with probability at least 1 — § that

uoTutV2<I>(i)uout

”Uout”2

1
=710 V PpE, ( )
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Algorithm 2 Inexact NEgative-curvature-Originated-from-Noise Algorithm (iNEON)
1: Input: Iteration Numbers .77, D, Step Sizes 7,1, Accuracy €, Radius r, Potential Saddle
Point z, Initial Point yq

2: Select ug ~ Uniform(B(nr))

3: Set 7 = yo

4: fort=0,1,2,...,D do

5 gl =g = V(3,9

6: end for

7. Compute 6@(:%) using AID and g%

& for k=0,1,2,...,7 do

9:  Set yg = 3/1?71 if k > 0, otherwise yg

10 fort=0,1,2,...,D do

11: YL = yzfl — 7 - Vyg(Z + ug, y};fl)

12:  end for

13:  Compute @@(:E + ug) using AID and yP
14: Ug41 = Ug — T](%CI)A(i' + uk) — 6(1)(@))

15 if ©(Z +upp1) — ©(3) — VO(Z) "upg1 < — 3227 then
16: return Ugyt = g1/ ||ugr1|

17:  end if

18: end for

19: return 0

where ¢ is a constant satisfying

t>1, and § > M 284,

pE

(4.6)
If uput = 0, then we conclude that Amin(V2®(x)) > —./pye with high probability 1 — O(9).

Remark 27 Compared with results in Xu et al. (2018), we provide a simplified proof that
can handle the gradient estimation error.

So far, we treat iNEON as a deterministic algorithm that extracts the descent direction for
a deterministic objective function ®(x). We will show how to apply iNEON to stochastic
bilevel algorithms in the next section.

4.2 StocBiO Escapes Saddle Point

In this section, we apply iNEON to a popular algorithm for stochastic bilevel optimiza-
tion, StocBiO (Ji et al., 2021). StocBiO is a double-loop batch stochastic algorithm, which
has similar structure as AID. In its inner loop, it runs D steps of stochastic gradient descent
(SGD) for an estimated solution y?. Let H8+1(') = I. In the outer loop, StocBiO samples
data batches Dp, Dy = {Bj,j = 1,...,Q} and D¢ and constructs vg as an approximate

14
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Algorithm 3 StocBiO with iNEON
1: Input: K, D, Q, batch size S, stepsizes « and f3, initializations ¢ and yp.
2: for k=1,..., K —1do
Set yg = ykD_l if k > 0, otherwise yg
4 fort=1,....,D do
5 Draw a sample batch S;_1 with batch size S
6 Update y} = yi. ' — aV,G(zk,yh 1 Si-1)
7. end for
8
9

w

Draw sample batches Dr, Dy and Dg
. Compute V®(zz) by (4.7) - (4.8)
10:  Update zg41 = zx — BV P(xy)
11:  k+ k+1;
122 Compute V®p(x)) via AID
1. if |[V®p(z1)| < Ze then

14: u = Z'NEON(xk,y,’I“, fDF,gDG)

15: if v =0 then

16: Return xy;

17: else

18: Select Rademacher variable Ec{l,-1}
19: Tyl = Tk — %\/%u

20: k+—k+1;

21: end if

22:  end if

23: end for

solution of the linear system (2.1) as follows:

vo =V, F(zx, y; Dr),

R , b (4.7)
UQ =n Z H (I - nvny(xlﬁyk 7BJ))UO
q=—1j=Q—q
The stochastic hypergradient can be constructed as
%@(mk) =V.F(zy,yP; D) — ngG(xk, yP: Da)vg. (4.8)

When the norm of the batch gradient is small (see step 12 of Algorithm 3), we fix sample
batches Dp, D¢ and call iNEON. Denote fp,(z,y) = D%C Eifl F(z,y;&), 9pg(z,y) =

Dig Z?jl G(z,y:¢) and @p(z) = fp,.(z,yp,(x)). INEON finds the descent direction for
®p(x) at saddle points with high probability. We list the assumptions for Algorithm 3 as
following.

Assumption 28 For the stochastic case, Assumption 3 holds for F(x,y;§) and G(z,y;()
for any given £ and (.

15
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Assumption 29 The variance of gradient VG(x,y; () is bounded:
Ec||VG(z,y:¢) — Vg(z,y)lI* < 0.
The following theorem provides our main results on stochastic bilevel optimization.

Theorem 30 Suppose Assumptions 28 and 29 hold. Set parameters as (4.3) and (4.4), and
let a = ﬁ, 8= ﬁ, D=0 (ﬁlog(e_l)) , Q=0 (nlog(e_l)) |Bo+1—j| = BQ(1 — np) 1,
forj =1,...,Q, where B = 0O (/{2 . 6_2), and S = O (55 . 6_2) Dy = @) (52 . 6_2) Dy =
O (/{6 . 6_2) in Algorithm 3. With high probability, the total iteration number of the Algo-
rithm 3 for visiting an e-local minimum of (1.8) can bounded by

K& <L¢>(<I>(:vo) - Q(x*))> _ Ot ),

2
€
where Ly is the Lipschitz constant of V®(x), which is defined in Lemma 34.

Corollary 31 For Algorithm 3, the complexities of gradient evaluations for finding an e-
local minimum of (1.8) are

G(f,) = O, Glg,e) = Ok,
and the Jacobian- and Hessian-vector product complexities are
JV(g,e) = O, HV(g,e) = O(r> ™).

Remark 32 Compared with the StocBiO complexity results in Ji et al. (2021), our results
have a worse dependence on the condition number k. This is because we set a larger sample
size Dy in order to obtain a high probability result.

5. Numerical Experiments
5.1 Deterministic case

In this section we present the experimental results to demonstrate the efficiency of our
algorithm. We reformulate the problem in Du et al. (2017) as a bilevel optimization problem
(1.1) and then compare our Algorithm 1 with AID-BiO in Ji et al. (2021). More precisely,
we consider the following bilevel optimization problem:

;ré%Rr; O(x) == fi(z,y"(v)),

s.t.  y*(x) = argmin fo(x,y). (5.1)
yEeR
Motivated by Du et al. (2017), we construct the following functions. For the upper level
function we have
f¢,1($,y) T1,...,Tj—1 € [27’, 67’], x; € [0,7’], Titly -y Td € [O,T], 1< < d—1
(z,9) X1y Xim1 € [27,67], 3 € [T,27], Tit1,...,xq €[0,7], 1 <i<d—1
filz,y) =13 fai(z,y) X1,y Tg—1 € [27,67], x4 € [0, 7]
fa2(z,y) X1,y Tg_1 € [27,67], x4 € [T,27]
far11(z,y) 1, ...,xq € [27,67],
(5.2)
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where
ZL - —47) —7x+ZLx—( Dy, 1<i<d-—1, (5.3)
j=i+1
d
finlz,y) = ZL =4 +y+ Y Lal— (i1, 1<i<d-1, (5.4)
=142
faa(z,y) = ZL | — A7) —yzi — (d— D, (5.5)
d—1
fao(r,y) =Y Llz; —47) +y— (d -y, (5.6)
7=1
d
fat1,1(z,y) ZL —47)? — dv. (5.7)
7j=1

The lower level function is defined as

2

fa(z,y) = 5 = g(2)y, (5.8)
where
hi(x;) + hg(aci)x%Jrl X1y Tie1 € [27,67], x; € [1,27], XTit1,...,xq € [0,7],
(&) = 1<i<d-1
g\ = hi(zq) X1,y Tg—1 € [27,67], x4 € [T,27]
0 elsewhere
(5.9)
—14L + 107y)(c — 7)3 5L —3y)(c—1)*
hi(c) = —yc?® + ( = Je=7) - ( 27)2( ) (5.10)
10(L +7)(c—27)%  15(L+7)(c—27)*  6(L+7)(c—27)°
ha(c) = =7 — 3 - o - - (5.11)

The constants satisfy
L>0,v>0, 7T=e, v=—hy(27) +4L7%

Note that from (5.2) we know the function ®(z) is only defined on the following domain
(see also Eq. (5) in Du et al. (2017)):

d+1
Do = {m ERY: 67 > w1, g > 27,27 > @y > 0,7 > Tigdy oo Bg > o} . (5.12)
=1

By Lemma A.3 in Du et al. (2017) we know there are d saddle points in Dy:

0,..,0)" ,(47,0,...,0)" , ..., (47, ...,47,0)T.
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Moreover, the only local optimum is (47,...,47)". One can follow Steps 2 and 3 in Section
A.1 of Du et al. (2017) to extend the domain to RY. For simplicity we omit the extension
here. We refer the interested readers to Section 4 and Appendix of Du et al. (2017) for
details of the motivation for constructing these functions. In our experiments, we choose
the total number of iterations to be 1000 and all stepsizes to be 0.05 in both Algorithm
1 and AID-BiO. Following Du et al. (2017), we conduct the comparison using different
choices of problem parameters. In Figure 1 we plot the learning curves of ®(z) — min ®(x)
vs. Iteration number. Our algorithm is denoted as “PBO”, and AID-BiO is denoted as
“BO” in Figure 1. Note that each learning curve is nearly a step function which consists of
vertical and horizontal line segments. The horizontal segment indicates that the function
value does not change and thus we may deduce that the iterates are stuck at a saddle point.
Each vertical segment indicates that a perturbation successfully helps the iterate escape the
saddle point. We observe that under different parameter choices our Algorithm 1 escapes
saddle points more efficiently than standard bilevel optimization algorithm.

250 @Ly= (5,1,1)7EO 300 L )= (5,1~5,1)7Bo 200 L= (5,2,1)7BO 400 (d,L,7)=(531)
—=
200
" 150 ’ & 200
= x
= 100 B
= =100
50
0 0
0 500 1000 0 500 1000 0 500 1000 0 500 1000
Iteration Iteration Iteration Iteration
(a) (b) (c) (d)
d, L, 7)=(10,1,1 d, L, 7) =(10,1.5,1 d, L, 7)=(10,2,1 d, L, ) =(10,3,1
o LA=00LD 600 (@ L 1) =(10.1.51) oLz a0 BLN=(030
400 -_”"" -—PBO -—Pso
600
% 300 " 400 "o
. = £400
2200 z 1
200
100 200
0 0 0
0 500 1000 0 500 1000 0 500 1000 0 500 1000
Iteration Iteration Iteration Iteration
(e) () (2) (h)
L, =(20,1,1 L, 7) =(20,1.5,1 L. =(20,2,1 L, 7) =(20,3,1
oo L =@OLY oo B2 =@0151) ago——(GL) =020 T L LI
900 1200 1400
« «_ 1000 . .
# 800 & & #1200
Py = 1000 %
Z 700 2 500 z 21000
600 800 800
500 600 600 600
0 500 1000 0 500 1000 0 500 1000 0 500 1000
Iteration Iteration Iteration Iteration
(i) 8) (k) M

Figure 1: Comparison between Algorithm 1 and AID-BiO in Ji et al. (2021). PBO and
BO represent Algorithm 1 and AID-BiO respectively. d is the dimension of the
upper level function in (1.1). L and + are problem parameters used to generate
the functions in both levels.
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5.2 Stochastic case

Next we investigate the performance of our Algorithm 3 under the stochastic setting. Con-
sider symmetric matrix sensing problem (Ge et al., 2017) as follows
1 m
in — ) (4, UU") —b)* 5.13

B 5 3 (AL UTT) = b (513)
where (A, B) = Trace(AB") for any matrices A, B and 0 < < d. The matrices {A; : i =
1,...,m} are sensing matrices and b; = (A4;, M*) denotes the observation that corresponds
to A;, where M* = U*(U*)T with U* € R¥" as the ground-truth matrix. The goal of
(5.13) is to recover the low-rank matrix U* based on (A;, b;) pairs. Note that (5.13) can be
reformulated as follows.

. 1 .
L. ;((Auy (U)) = bi)?
st.  Y*(U) = argmin (<Y, Yy — 2y, UUT>> . (5.14)

Y eRdxd

By reformulating the original problem (5.13) as a bi-level one in (5.14), the objective func-
tions in both levels are now convex in Y. We compare StocBiO (Ji et al., 2021) and our
Algorithm 3 for solving (5.14). Note that StocBiO is essentially our Algorithm 3 with-
out lines 12-22. We first generate U™ in which every entry is sampled from the normal
distribution A/(0, é), and then generate m matrices {4; : i« = 1,...,m} where each en-
try is sampled from standard normal distribution N'(0,1). For both algorithms, we set
d =50,r =5,m = 2000, K = 200,D = 5, = 0.1, 8 = 0.03 and the batch-size to be 200.
For Algorithm 3, we set .7 = 5,7 = 0.5,¢ = 0.03, py, = 0.001,7 = 0.03,1 = 0.1,.% = 0.001.
Each entry of the initial U is uniformly sampled from [0,0.001] and the initial Y is set to a
zero matrix. Denote by (Ug, Yy) the matrices obtained at the k-th iteration (in StocBiO or
our Algorithm 3). In Figure 2(a) we plot the training loss 5 > ((4;,Y}) — b;)? , and in
Figure 2(b) we plot the distance between iterate and the ground-truth /(Uy — U*, Uy, — U*)
in each iteration. From the figures we can observe that both algorithms get stuck near a
saddle point in the first few iterations, and then escape it. Our Algorithm 3 escapes the
saddle point faster than StocBiO, which further validates our theory under the stochastic
setting.

6. Conclusion

In this paper, we have proposed the perturbed AID algorithm that provably converges to
an e-local minimum in bilevel optimization. As a byproduct, we have provided the first
nonasymptotic convergence rate for minimax problem converging to local minimax point
with first-order method. Moreover, we have proposed inexact NEON that can extract
negative gradient descent direction at saddle points. By combining the inexact NEON
with StocBiO, we have proposed the first algorithm that converges to local minimum for
stochastic bilevel optimization.
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Figure 2: Comparison between Algorithm 3 and StocBiO in Ji et al. (2021).
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Appendix A. Preliminaries

Under Assumption 3, we have the following proposition. The proof can be found in Chen
et al. (2021b)[Lemma 1].

Proposition 33 Suppose Assumption 3 holds. We have the following bounds hold

)

IVe,g9(@,y) 7 <

max { ||V f(z,y) ||, [|Vyf(z,9)], [[Vyg(z,9)||} < M,
max {[|V2, f(z,9)|, IV2, f @) V2, f @ )l Va,9(@ )l Vi@ y)ll} <€,
max { ||V, 9(x, I, IVie,9(@, ), V5,9, 9} < p.

==

Under Assumption 3, the gradient of ®(x) is Lipschitz continuous.

Lemma 34 Ghadimi and Wang (2018)[Lemma 2.2] Suppose Assumption 3 holds for f(z,y)
and g(x,y), Then ®(x) is Ly smooth and the following inequality holds for any z,z’ € R":

|Ve(z) — VO(2')|| < Lg|lx — 2], (A1)
where
202 + pM? B4+ 2p(M  pl*M
+ 2 + 3
p Iz ju

Ly=(+ (A.2)

We postpone the proof of Theorem 19 to Section C and focus on the general bilevel
optimization first.

Appendix B. Proofs of Results in Section 2
B.1 Proof of Lemma 6

Proof. For general bilevel optimization problem (1.1), the Hessian of function ®(x) can be
computed as

* T 2, % T
Va(e) =V, 7' @) + 22002 @)+ TEE v @)
oy () W e ®Y

which is obtained by taking derivative on (1.2). By further taking the derivative with
respect to x on (1.3), we obtain:

2, % T
Vot @) + LG gy @)+ P02 0y @) o)
*( T :
s G oy @)+ 2w ey @) 2D~
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By (B.1), we have

V20 (z) — V20(2')|
= Hvixf(x,y*(m)) + M ) vzxf(x’y*(w)) + ol Vyf(z,y*(x))

ox
Ay* dy* Ay*(x)
+ 20 @2ty @)+ 2D e sy 2
* JJ/ 2, % .’13‘/
- (vrsar @)+ B @)+ TS v @)

* (o0 * () w0\ T

0%y (x)

+ ox’ ox' ox’

<||IV2.f(@,y"(2) — V2, (@5 ()|
(1)

#2202 e @) - 25 s )|
an
82 * 62 * () L e
[T Ve @) - Tl V@) (B3
(I11)
ou* ou* T ou* (' ) ) v (' T
2D 2 ey 2D W) g g ey 2EED

(1v)

where the inequality is due to the triangle inequality and the fact that me flz,y*(x)) =
Viyf(x,y*(x))T for any smooth functions f(z,y). We then bound the terms (I) — (IV).
By Ghadimi and Wang (2018)[Lemma 2.2}, we know that y*(z) is ﬁ-LipSChitZ continuous.
Therefore, we can bound the first term as

(1) = Viaf (29" (@) = Vi fa' y™ (@)
<[ V3 f @,y (2)) = Vief (@' y* ()| + | Viaf (2, 5" (2)) — Vi f (2, 5" (2)]]
<p (lz = 'l + lly* (=) — y*(@")]]) (B4)

V4
< (1+ ) [
1
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where the second inequality applies Assumption 3 and the last inequality is obtained by the
Lipschitz continuity of y*(x). For the second term (II), we have the following bound:

1) =2 H 8y;(x)

Vit o) - 2 @)

or’
<2 |20 92 o) - 2 g @)
#2| 2t s ) - 2 Vg @)
|2 ())—Vixf(fv’,y*(ﬂf’))}l (®.5)
+2H v(z) 2y (@)
<2 V3 f oy () — Vi @)+ 20 | 2 22D
25,) (1 £) o= o+ 2 | 20180 - 22

where the second inequality is by the Cauchy-Schwarz inequality, and the last two inequal-
ities are obtained by Assumption 3. Moreover, we can bound H%y) — %

as

Hay*<x> oy @)

a /
<||Vi9(z,y* (@) - Vi g(z, v (x) " = V2, g(a, y*(2)) - Vi, 9(z',y* (2") 7|
<||Vi,9(z,y*(z)) - Vi, g(z, y*(x) " V2y9(w y*(x)) - Vo9 y ( 1H

+ || Vayg(z, y*(2) - Vi,9(2',y (w’)) szg(:c y*(x ))-V2y9(m’7y*($’))_lH
<€|!Vyyg z,y"(2)) 7" = Vg y* (@)Y +f 1V2,9(x, 5" (@) = Vig(a', y* ()]

Hvyyg y(x)) = Vo9’ v ( H+*||szg z,y*(x)) — Va9 y* ()|

01 ,
(u ) (llz - 2/l + Iy (@) — v (@)])

p xr—Xx
<2 (1+ )n ), -

where the first inequality is by equation (1.3), the third inequality applies Proposition 33
and the forth inequality follows the fact that || X! — Y=Y < | X Y||X — Y||[|[Y ! and
Proposition 33. Therefore, we have the following bound for the second term:

(1) < (fo’ <1+ i) + 22 <1+ ﬁ>2> e — 2. (B.7)
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The third term (I1]) can be bounded by:

920" 0?y* (! /
32 D sty @) - Ty >>H

82
82

(I11) = ‘

S ’

IV, @) - \

of @,y (@) = Vy f (2 y* ()| (B.8)

Py*(x)  9Pyr(a)
0%z 0%x!

Therefore, we need to give upper bounds for both H x) 827’; () 828; - ’ Note
that equation (B.2) yields
&y*(z) . Iy () o3 . Wy (z) o3
92 - vxmyg( ($))+ ox vya:y ( ( ))+ ox \Y yyg(x Yy ( )) ( )
B.9
oy* (x oy* (x T
Y22 g oty 22 gy @)
which, combined with Proposition 33, leads to
>y* 1 ¢ 0\? 0\?
’ yQ(x) <= p+2'p+<> p =p<1+> . (B.10)
%z I I Iz 7 7




EFFICIENTLY ESCAPING SADDLE POINTS IN BILEVEL OPTIMIZATION

Py*(x) _ 2%y (a))
0%z 02z’

Furthermore,

can be upper bounded by

0%y (z) _ P*y*(a’)

P2z 0%
< | [Pt @) + 205 ate @)+ 258t )
S 0 oo @) 22D V(o)
e @)+ T o @) + 2V, Vgt @)
P g @) 20 O g0,y
< | [Pt @)+ 2T oo @) + 20 o)
L) g ota gy 2D [viwg(:c',y*(m'm8y;;i”’)vzwg<xcy*<x'>>
LG @)+ 20 gy 2D ‘ 92,9 5" @)
[ Pasgto @)+ 208 oo @) + 2D, gt @)
R C ,y*<x>>-ay;f)T Vgt v (@) ! = Ve, y* (@) |
<[ 219800057 @) - Phagle' @]
+ 2 |2 o @) - 2T )|
L) gt ey 20D 1 g @) 2D ]

2
T (1 i ﬁ) V390, y" (@)~ = Vhyalay (@)

<[2 (145 ) b=l 2| 2R o @) - 2@

1||0y*(2) s e @ @) s oy O]
+; o Vyyyg(ajvy (.I)) ’ O ox' ' vyyyg(x Y (CC )) ’ ox'
P ? 0\? /
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where in the third inequality, we used Proposition 33 and the last inequality is due to (B.10),
Assumption 3, and || X! — Y| < | X Y||IX = Y||[[Y!||. To bound the term

Oy* (x 5 Oy* («' ]
|2 ate @) - 2 gt @)
we follow the computation of (II) and get
oy* (x . oy* (x X

, ) (B.12)
g(ﬁy (1+£>+2’)<1+£> )Hx—x'H.
H n) o ow n

Moreover, we have

‘ay;f“") V(o (@) O W) go o gy 2
< |2 08 ey @) 2 D Gy @
+ ‘ ay;f/) Vo 9@yt (x)) - 8y;iI)T - 8‘%*;";6/) Vo a(@ (@) - ay;ix)T
W) 5ol @)) - 2 B g o gy 2N
<o |2 WD (s (o @) - Fiate'r @)

IN

202 \?2 2\ 2 ¢
§<1+ )+V(> (1—|—> |z — 2|,
1 1 1 1

(B.13)
where the second inequality is due to a%m(x) H < ﬁ and Proposition 33 and the last inequality

is obtained by (B.6) and Assumption 3. Combining (B.11) - (B.13) leads to
200 2 0 4p® 2 AN A%
< <V+2V+3V> <1+> + <p+p> <1+> +p2<1+>
T [ p? s [ [ 7

Py*(x)  OPyr(a)
0%z 0%x!

l = 2]

(B.14)

26



EFFICIENTLY ESCAPING SADDLE POINTS IN BILEVEL OPTIMIZATION

Combining (B.8), (B.10), and (B.14) yields

Y Y/ 82 >s< aQy* !
(I11) < Z<1+ > ||x—x||+M’ (z) 32(,)

(o) () () (40) o
) ()

Finally, similar to the computation in (B.13), we have

IN

lz — 2]

(o * (o T * ZC/ T
(1) = |28 2 oo 22D B ey - 22D
2 * T * .Z'/ 2
<2 O |0 WD () 9, .0 0) - Vi )

(o t) o) )

(B.16)
The bounds of (I) — (IV) together lead to
20p+ Mv  2M{lv + pl*>  M(? 4
po = [<p+ Py e 3”> (1 + > (B.17)
I 0 It 1
2p  AMp*+20%p  2M{p? (N (Mp2 ol A
+<p+ P =r, 3p><1+> +< §+p><1+> ,
I 1 It I [ 0 1
which completes the proof. ]

In our proof of the main theorem, it is crucial to bound the estimation error for the
hypergradient. For the AID method, we have the following lemma.

Lemma 35 Suppose Assumption 3 holds. For the AID approach (i.e., the AID option in
Algorithm 1) with parameters D = O(k), N = O(y/k) , we have:

H@cb(xk)—wb(xk)” < ((1+i(1+2\/;)> <z p24> (1_Z> +2£\F(:§ 1)N> T,

(B.18)
where
-~ M(1 ‘M
' =A+2p </<;2+2/<;+p(2+ﬂ)> <M+>, (B.19)
I 1
=1y = y* (o) | + v° = w5, (B.20)

and Uy = szg(:rmy/?)_lvyf(xhylg)‘
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Proof. First note that the convergence rates of CG for the quadratic programming (see,
e.g., eq. (17) in Grazzi et al. (2020)) and GD for strongly convex optimization (see, e.g.,
Theorem 2.1.14 in Nesterov (2004)) yield

ol =l < 2V (§+1> o — Bl (B.21)
Hy,?—y*(xk)ns(l—z) 9 =y @)l (B.22)

Denote v}, = ngg(xk,y*(:):k))*lvyf(xk,y*(:rk)). Note that V®(zy) is defined in (1.5), i.e
V&(2) = Vo f (xe,y* (1)) — Vay,g(x, v (zr)) vk,
and V®(z) is defined in step 9 of Algorithm 1, i.e.,
VO(21) = Vo f(@ryl) — V2,9(zr, yb o
We then have the following inequality holds

H@@@%y—V@@kH

<V f @,y (@) = Ve f @y + 1 V2,9 @0 i) | Jvk — o | (B.23)
+ IInyg(xk,y (zx)) — V2yg(wk,yk vkl
<ly*(xx) — i Il + Lllog = v |+ plloglllye —y* (@)l

pM * *
< (0 220 By Gau) = o1+l = o (B.24)

Here the last inequality follows from |Jv}|| < ||(V12/yg(:ck,y*(a:k)))_1||]|vyf(:nk, v (xg))|| < %
in which we use Proposition 33. Next we give an upper bound of ||v; — viY|}:

N ~ N _ ~
Jog = v | < llvg = Bkl + llvi” — il

<l el + 2w (L) ol -

\F+
< (1+20m(2E \Nl ) ) bt =l + 2 (Y1) Vet - il
(1+2f A D) ) IVt ) 9 ) = o @) Vo o )|
+2\F( " — ol
(1+z\r(:§+1)N) (542 1f = vt + 2vR(YE) el ol
< (U 2vA) (54 20 )P = vl + 2vR(YE) el = ol (B.25)
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where the second inequality is due to (B.21) and in the second to last inequality we have
used Assumption 3, Proposition 33, and | X ! =Y Y| < | XY |X = Y- ||[Y !||. Plugging
(B.22) and (B.25) into (B.24) leads to

|Fo ) - o §<1+£(1+2\/E)> (E pi%) (1—2) 152 — * ()|
saeyi(VET) e ol

Secondly, by the warm-start strategy y,g = y,?_l, v2 = v,iv_l in the inner loop, we have

(B.26)

oR — v () || < [|wk’s —y*(xk DI+ 1y @r-1) — v ()|

(1") [¥8—1 = v (@r-0)|| + 5 llzk—1 — 2k (B.27)

(1 - *) lwh—1 = v (i) || +H77H6@($k—1)

where the second inequality is due to (B.22) and the fact that y*(z) is x-Lipschitz continuous
Ghadimi and Wang (2018)[Lemma 2.2], the third inequality follows the update of z;. The
next step is to bound va - ’UZH Before that, we prepare the following inequality:
o -1 = i
= vayg(xk—l) y* (xk—l))ilvyf(xk—h y* (xk—l)) - vzyg(xku y* (‘Tk))ilvyf(xku y* (ik)) H
<M Hvzyg(xk—lyy*(wk—l))_l - szg(iﬁk,y*(xk))_lH

+ ; 19y f (ks (£5-1)) — Vo f (@ ()|

M(1+
< </€2 + K+ p(/ﬂﬁ)) Hilfk; - fL‘k_1H >
(B.28)

where in the first inequality we used Proposition 33 and the second inequality follows
Assumption 3. We then have the bound of va — UZH as follows

o = vill = floety = vil] < [loity = vioal| + [[vi-1 = vi]
I M
< (U4 2A) (54 2 )k~ Gl + 2vR( L) o vl + i~ o

< 2vm) (5420 (-2 s vl + 2vR(VET) ey — vl

Vi +1
M(1+k
+<m2+ﬁ+p (NQ )>||a:kxk_1||

< (1208 (5 + 20 (1) 1oy~ Gl + 2V (V) Vleks = i
+77</<52+/€+pM(> HVCI) Tp-1)|
w2

(B.29)
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where the second inequality is by (B.25), the third inequality is obtained by (B.22) and
(B.28). Summing (B.27) and (B.29), we obtain

ke = ()| + [0 =il

< (2 (5420 1) (- 5) s v ) 530)
T m(ﬁ; )y — v+ ( ot "M(jj”)) || G|

Set the parameters as

1
D >2log /log(1 — k7)) = O(k),
p
<( +2Vk) ( * T) + 1) (B.31)
> =
N_log4\r/l g<\f+
such that we can have
[k — v ()| + [|oR — o]
1 * * pM 1—|—/€ ~
< 1oy = v )+ o = ol + (w4 20+ 20D ) |G|
1\* ~ M(1+ LN
<(3) B+ (wras BTN ST (D) Sy
j=0
~ M(1 (M
§A+2n<m2+2n+p(ﬂjﬁ)> <M+u> =Ty,
(B.32)

where the last inequality follows H%@(m)” < (M + E7M> by Proposition 33. Combining
(B.32) with (B.26), we have

(B.33)

<((egeeam) (5 0= ) rvilm) )

where the inequality follows from the inequality ab + ¢d < (a + ¢)(b + d) for any positive
a,b, c,d. This completes the proof. ]
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B.2 Proof of Lemma 10
Proof. By Lemma 34, ®(x) is Lg-smooth, which yields

(zpr1) <P(xi) + (VO(2), 1 — o) + %Hl‘kﬂ — al3
<®(zg) + <§(I)($k),l'k+1 —xp) + (VO (xp) — %@(xk),xk+1 — Zg)
+ By — 3
<o) + (VO(@) 0k = 7c) + - [oxs =l + 2 V(@) = Vo)

Ly
+ 7\|$k+1 — x5

<®(a) = 71V (@) I3 +nll VO (ar) — V()|

where the third inequality is obtained by Young’s inequality and the last inequality uses

_ 1
77—745- O

B.3 Proof of Lemma 11
Proof. The proof of Lemma 11 closely follows Jin et al. (2021)[Lemma 22]. We first define
two sequences {x}, {2}, } that are generated by Algorithm 1 with initial points x¢ and zj,
respectively. That is,

Thor = 2p =V O(xy),  Thyy = 2f — V().
We require the two initial points to satisfy the following conditions:

e Condition (i): max{||zo — 2|, ||z{ — Z||} < nr;

e Condition (ii): z¢ — 2}, = nroei, where e; is the minimum eigenvector of V2®(7)
with |je1]| = 1 and rg > w :=227Ls.7, and

1 €
=—/— B.34
57 2\ oo (B.34)

Note that the parameters are given in (3.2). We show that for these two sequences, the
following inequality must hold:

min{®(z7) — ®(xo), B(a'y) — D(ah)} < ~Z, (B.35)

where .# is defined in (2.9). We now prove (B.35) by contradiction. Assume the contrary
of (B.35) holds, i.e.:

min{®(z5) — ®(x¢), (2'5) — ®(z()} > —F. (B.36)
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First, by the update of x, we have for any 7 < k < 7

k k
lzr —zoll <D llr — @]l < [kz e — wt—llF]
t=1 t=1

2

LA )12
- 3 ot
L t=1

=

M T R 9] 2
- 77292“V(I>(mt_1)H ]
L t=1
T R
<\ |4nT (q)(xo) —®(xz)+n Y |IVO(xr) - Vi’(a?t)Hz), (B.37)
t=1
where the last inequality is obtained by Lemma 10. We have for any k& < 7:
max{ ||z, — ||, ||} x;—xf)H}—i-max{on— 7|, xg—va}
<il4 ar 4 2 2. L2
_\/ nT F +4n*T 51004 € +nr
9 € + 1 €
40L 400L3
40L \/ 400L \/ p¢
(B.38)

where the second inequality uses (B.37), (B.36), (2.7), and Condition (i), the third in-
equality is due to (3.2) and (2.9), and the fourth inequality is due to (3.3) and (3.4). On
the other hand, we can write the update equation for the difference &y, := zy, — ), as:

Bi1 = i = 1 [VO(a) - Ve(a})
= i =1 [V(ar) = V()] 0 [VO(a) ~ VE(ar) + V(a}) ~ V(a})
= (I —nH)ar —n (A, kik + Do)

= (I —nH)* 2 nZI TH) ™ (Arede + Aay), (B.39)
ﬁ,_/
p(k+1)
q(k+1)

where we denote
H = V20(3),
1
0

Agy = [%(mk) — VO (zp) + VO()) — 6@(1‘2)} .
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For the two parts ¢(k), p(k), we show that p(k) is the dominant term by proving
la(R)l| < llp(K)Il/2, VE € [T]. (B.40)
We now prove (B.40) by induction. First, (B.40) holds trivially when k& = 0 becase ||¢(0)|| =

0. Denote Apin(V2® (%)) = —, which implies vy > /Pg€. Assume (B.40) holds for any ¢ < k.
Since &g = nroey, we have for any t < k:

Il < Ip(®)] + )] < Slp(e) = *H(I —H) ol = (1 +07)"ro. (B.41)

Therefore, at step k + 1 we have

lg(k+ 1) =n> (I —nH)" "t (Arude + Aoy)

“
o

k
<

n Y (I —nH)F AL a|| + Yt Aoy

0

-
Il

:0

k
<npp? 3| = a4 ZH(I—nmk-tH||A2,t||
t=0 t=0 (B.42)

k

k
o > (Lt my)fnre +20 > (140" VO(zr) — V(2|
t=0 t=0

3
<Zp
_2

3 _
<Snp6? T (L) o + 207 (1+ 1) [ V(wx) — V()|

<2mpo- T (1 + nv)rnro
<2nps-S T ||p(k +1)||.

Here the second inequality is by ||Aq k]| < pp max{||lzr — Z||, |}, — Z||} < py”” which uses
(B.38). The third inequality is due to (B.41) and the fact that I —nH > 0 which is because
n=1/Ly and Amax(H) < Lg. The fifth inequality applies (2.7), i.e., [|[V®(zy) — V(x| <
oo < %p@Vm"o. By noting 2npy.”.7 = 1/2, we complete the proof of (B.40). Finally,
(B.40) implies

max{[z7 — ||, [|2%7 — 2[|} >1 1Z7]l = [Hp( ) =llg(I)I] = i ()

: 1+ 1y/pge)”
:(1 )Ty QRPN 2y 5 5,

where the second to last inequality uses the fact (1 + 2)%/* > 2 for any z € (0,1]. This
contradicts with (B.38), which finishes the proof of (B.35). We then characterize the prob-
ability, which follows the ideas in Jin et al. (2021). Recall 29 ~ Uniform(Bz(nr)). We refer
to Bz(nr) the perturbation ball, and define the stuck region within the perturbation ball to
be the set of points starting from which GD requires more than .7 steps to escape:

X :={x € Bz(nr) | {z+} is GD sequence with z¢g = z,and ®(x5) — ®(x9) > —F}.
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Although the shape of the stuck region can be very complicated, we know that the width
of X along the e; direction is at most 7w. That is, Vol(X') < Vol(BZ ! (1r))nw. Therefore,

_Vol(X) _ nw x Vol(BE (1))
Pr(x0 € ¥) =G0 BIGm) = VolBim)

d

:wwgw.\/ggm.é228L.
PVAT(G+5) T VT Ve

On the event {xg ¢ X'}, due to our parameter choice in (3.2), (3.3), (2.9) and (B.34), we

have:

~ 5 L¢772T2
b(z7) = (F) = [B(z7) = ®(z0)] + [P(20) = (B)] < ~F + enr + —— < =F/2,

where the first inequality uses the Lg-smoothness of ®(-). This finishes the proof. O

B.4 Proof of Theorem 7

Proof. For the AID method, we characterize the iteration complexity for D and N so that
(2.7) holds. By Lemma 35, we require D and N to satisfy

I, <1+£(1+2\/E)> (e#’i\f) (1_M>'3+2WEP1<\/E—1)N

] Vr+1
B.43
. Ay 1 ( )
<min —s,——5— ¢ ' €.
80:27 16122¢

It is easy to verify that (B.43) holds when

D —21og 2F1(1+§(1+2\/E))(é+%) /log( 1 >:(’)(mlog<i>>,

S fVIT 1—r~1
min { 8027 1622 | €

N —log 4flfnl T /1og<i$>:o<\/mog<i)>.

i { 8012 T6:22°

(B.44)
Moreover, it is easy to verify that the right hand side of (B.43) is smaller than ¢/5. There-
fore, by choosing D and N as in (B.44), we know that

|V@() — VO(@w)| < £, k. (B.45)
There are two possible cases to consider.

e Case 1: H@@(azk)H > %e and k — Eperturs > 7. In this case, combining (B.45) and
Lemma 10 leads to
1 3
5L, | 25L, ¢ = Bla) - 25L, <
Therefore, the total iteration number of Case 1 can be bounded by
25Lgy(®(z0) — ¥)
3e2 '

>+

P(zt1) < O(ap) —

(B.46)
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o Case 2: k — kperpury < 7. This case means that we are within .7 iterations of the
last perturbation step, i.e., the step 10 in Algorithm 1. Suppose the last perturbation
step happened at the k-th iteration. Therefore, from the step 10 in Algorithm 1 we
know that |[V®(xz)| < %e. This together with (B.45) implies ||[V®(zz)|| < e. Now
there are two cases to further consider. Case 2(i). If Awin(V2® (7)) < —,/pge, then
according to Lemma 11 we know that with probability at least 1 — ¢ it holds that

O(rp17) — lag) < —F /2.

So the total iteration number in this case is bounded by
(D (o) — )T
F /2 '

Case 2(ii). If A\uin(V2®(zj)) > —./pge, then we have already found an e-local
minimum of ®(z).

(B.47)

Therefore, combining (B.46) and (B.47) we know that the total iteration number before we
visit an e-local minimum can be bounded by

(P(wo) ~ #*) 7 | 25Ly((x0) — )

K —
F 2 3e2

This completes the proof. O

Appendix C. Proofs of Results in Section 3

C.1 Proof of Proposition 14

Proof. By Danskin’s theorem, the gradient of ®(x) is V®(x) = V,f(x,y*(x)). Therefore
the Hessian of ®(x) is given by

a *
Vb (z) = V2, (2,9 (0) + V2, o,y (@) - 22, (1)
Note that the optimality condition for the max-player is V,, f(z,y*(x)) = 0, which leads to
" . oy* (x
Sy @) + Vi (et @) - 22 <o, (©2)

Combining (C.1) and (C.2) yields
V20(x) = Vi f(2,y"(2) = Vi, fla,y"(2)) Vi, f (2,47 (2) T Vi fa,y' (). (C.3)

Since f(z,y) is p-strongly concave with respect to y, the second term on the right hand side
of (C.3), ie., =V, f(z,y"(2))Vy, f(z,y"(x)) Vi, f(z,y"(z)), is always positive definite.
Therefore, we have the following conclusions.

e A saddle point of ®(z) satisfies Apin(V2®(z)) < 0, which together with (C.3), implies
Amin (V2. f(x,y*(2))) < 0. Therefore, it cannot be a strict local Nash equilibrium.

e A strict local Nash equilibrium of f(z,y) satisfies Amin(V2,f(z,y*(2))) > 0, which
yields A\pin (V2®(z)) > 0. So it must be a local minimum of ®(x).

O
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C.2 Proof of Proposition 16
Proof. A local minimum of ®(x) satisfies
Vo(zr) =0, V2®(x) 0. (C.4)
According to (C.3), the inequality in (C.4) is equivalent to
Viaf @,y (@) = V3, [,y () Vi, f (@, 5" () 7 Vi f (2,57 (x)) = 0. (C.5)

Moreover, for nonconvex-strongly-concave problems, it holds that sz f(z,y) < 0. There-
fore, we only need to show that V®(x) = 0 is equivalent to V f(x,y) = 0. Notice that for
a pair (x,y) satisfying V. f(z,y) = 0,V,f(z,y) = 0, we have y = y*(z) from the strongly
convexity and V, f(z,y*(x)) = V®(x) = 0. Further more, when V®(z) = 0, we can always
choose y = y*(x) so that V. f(z,y) = 0,Vyf(x,y) = 0. Therefore, these two conditions
are equivalent to each other. When function ®(x) has a strict local minimum, the local
minimax point is guaranteed to exist. U

C.3 Proof of Theorem 19

To prove Theorem 19, we need the following lemmas. The first lemma shows that under
Assumption 17, the function ®(x) is smooth and Hessian-Lipschitz continuous.

Lemma 36 Chen et al. (2021b)[Proposition 1] Suppose f(x,y) satisfies Assumption 17, we
have

o ®(x) is Ly-smooth, where Ly = £(1+ k).
o ®(z) is py-Hessian Lipschitz continuous, i.e., (1.7) holds, where ps = p(1+ K)3.

The second lemma gives an upper bound for the gradient estimation error with the
warm start strategy.

Lemma 37 Suppose Assumption 17 holds. For the GDmazx algorithm (i.e., the GDmax
option in Algorithm 1) with parameters D = O(k), we have,

H%(xk) - v«p(xk)H <t (8 + o (M n ff)) (1-x1)%, (C.6)

where A = 50 — y* (o).

Proof. The gradient estimation error for minimax problem can be bounded by
[F(en) = Vo] <9t 0 = Vet ans @) < M =5 @l

D X '

<01 = w2y =y (),

where the last inequality follows (B.22). By the warm start strategy yg = y,?_l, we have

g = y* (@)l <llye-y — v (n-o) L+ 1y (1) — v (20|
_1\ 2
<(1= w2 gy — ¥ (@1l + Klla — @1 (C.8)
_1\ 2 <
<(1 = w2 gy =y (@1l + 0| VO (zp-1).
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By setting
1

we have
vk — v* (o)l <llyby — v (@e-D)l + " (@e—1) — ¥ (z)]]

1 . -
<Ny — ¥ @)l + sl V(1) |
N " « (1) s C.10
< <2> v~y <xo>ll+nﬂ2(2> Vo | (10
=0
SK-FQT]F&(M—FW),
7

where the last inequality uses ||V®(zj_1)|| < (M + %) for any k. Combining (C.10) and
(C.7) yields

~ ~ M
HW(:C,C) - V@(azk)H < <A + o (M + M)) (1-x1)%, (C.11)
which completes the proof. O

We now give the proof of Theorem 19.
Proof. By Lemma 37, we require D to satisfy

£<£+2nm(M+€i\f>>(1—H1)§§min{\/ﬁ : }‘6- (C.12)

80127 16422¢

It is easy to verify that

(A +2nk (M + 2
oo ((E D () o one(2).

satisfies (C.12). The rest of the proof is the same as the proof of Theorem 7 in Section B.4.
O

Appendix D. Proofs of Results in Section 4

D.1 Proof of Lemma 26
Proof. Define the following function:

A

D, (u) = Bz + u) — d(z) — VO(z) " u. (D.1)

We first characterize the required estimation error, which is used in the later proof. Specifi-
cally, we choose the inner iteration number D (step 9 of Algorithm 2) and N (used in steps
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6 and 12 of Algorithm 2) such that for any k < .7, the following inequalities hold:

40027 16022¢4/47 8 775002
H Sil €
75003 L

A /3 _
HV@@+UM—V®@+uwHSmm{¢N ! ) 2 1 }g

(D.2)
M ||yP (& + ug) — y* (2 + ug))

Note that both inequalities in (D.2) also imply the following inequality, which corresponds
to the case uj = 0:

~ 1 1 3 _9 1
I90(F) — Vo(3)| < min{ﬁ ) }e

2 16,29t/4° ’ 2
140L 16022 8¢ 7500 (D.3)
2

D
M ||y (@) —y* (@) < mf

Since the lower level problem is strongly convex, combining with Lemma 35, we can set D
and N in Algorithm 2 as

D =max < 2log

=
-~

£ oM
if: { \Mﬁ(l ’ ff)zl/gg_:_ #1 )}Pi ,2log <W> /1og <1_1/{1>

40027 16,22¢/4° 8 75002

40y/kT1 1++k

N =log /log ( O | Vrlog | -

o J VAT 1 91/3-2 1 1-—
min { 40070 1622077 8¢ TH02 } € vk

(D.4)
such that (D.2) holds in each iteration. Next, we show that with probability at least

1_ Lovd 298 s

N the following inequality holds:

b (u7) — bs(ug) < —7, (D.5)
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where @, (u) is defined in (D.1). Note that it is easy to verify that &, (u) is Lg-smooth, and
it yields

B (upr) S0 (ug) + (V@ ur), ks — ) + - ks —

=g )+ (VO(E -+ ) — VBE), s — k) + = iy —

:@):g(uk) + (@@(:Z‘ + ug) — 6@(;%), Ugr1 — uk) + (VO(T 4+ ug) — @@(;ﬁ + ug), Ugr1 — Ug)
(D) ~ V0@, upsr — ) + L — wl

<ba(u) = 1 s — el + g — 4 20 VO + ) — TG + )|
-l =l + 209~ VRE)P + o e — el

Ui 2n
— by (ug) — 4177\\%“ — w2 + 20|V + wp) — VB + up)|2

+ 29| Ve(7) — V()|
(D.6)

where the first equality is from (D.1), the second inequality is from (4.1) and Young’s in-
equality. We then follow the same ideas as in the proof of Lemma 11. We design two coupling
sequences {u;}, {w¢} generated by iNEON (Algorithm 2) with initial points ug and w, re-
spectively. We require the two sequences to satisfy: Condition (i). max{||ug||, ||wol|} < nr;
and Condition (ii). uy — wg = nroer, where e; is the minimum eigenvector of V2®(%)
with [le1|| = 1 and rg > w := 2274 L,.%. The rest is to prove

min{®, (vz) — ®x(up), Pp(ws) — Bp(wp)} < —Z. (D.7)
We prove (D.7) by contradiction. Assume the contrary holds:

min{(i){g (’u,y) — i’j(’lﬁo), (i)j(wg) — (i)gg(’wo)} > —7. (D.S)
First, by the update of u (i.e., (4.1) or step 13 of Algorithm 2), we have for any 7 < k:
[ur —uol|

1
2

k 3 7
kZHUt—Ut—l\2] < IQZHW —ut—lHQI
t=1 t=1

k
< Z lur — w1 <
=1

T
<\|m7 (éi,(uo) — Bz (uz) + 2 (Z V(@ +ur) = VO(F + u) |2+ | VO(&) - V<I><5c>|12>>

t=1

e +nr <., (D.9)

< 4 a 2072 .,
_\/779/—1-8779 00,8

where the fourth inequality is obtained by (D.6), the fifth inequality follows from (D.8),
(D.2) and (D.3), and the last inequality is due to the parameter choice in (4.3), and ¢ > 1,
Ly/\/pg€ > 1. Therefore, from (D.9) we have for any k < .7

max{||ug|], [Jwp]|} < max{[jur, — ol , llwr = woll} +max{|luoll, [lwoll} <. (D.10)
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On the other hand, we can write the update equation for the difference vy := up — wy, as:
V1 =V — 1) [ﬁ@(i" +ug) — VO(T + wk)]
=vp — N [VO(ZT + u) — VO(T + wy)]
1 [%(f +ug) — VO(E +up) + VO + wy,) — VO(E + wk)}

k
= (I — M) g —n Y (1 — )P (Arsor + Agy), (D.11)
A
p(k+1) =0
q(k+1)
where we denote
H=V20(3), (D12)
1
A = / (V2®(Z + wy, + 0(ux — wy)) — H] db, (D.13)
0
Any = [%(f Fug) — VO(F + up) + VO(F +wy) — VO(F + wy)] - (D.14)

We then prove ||q(k)|| < [|p(k)||/2,Vk € [Z]. We prove it by induction. It is easy to check
that it holds at k& = 0. Assume it holds for any ¢ < k. Denote Amin(V2®(Z)) = —v. Since
vp lies in the direction of the minimum eigenvector of V2®(%), we have for any ¢ < k:

3 3
lodll < eIl + la@ll < SlpOI < 51+ n7)"mro. (D.15)
At step k + 1, similar to (B.42), we have
la(k + DIl < 2npe. T |[p(k + 1), (D.16)

where we used (D.2). Combining (D.16) with the choice of parameters in (4.3) finishes the
proof of ||q(k)|| < ||p(k)||/2. Therefore, we have

max{lluz |, Jw [} 23 [ = L1 ~ la()]) = Sp()]

1
=4
1 s
_( +771) N

where the second to last inequality uses the fact (1 + z)/* > 2 for any z € (0,1]. This
contradicts with (D.10), which finishes the proof of (D.7). To characterize the probability,
we define the stuck region:

X := {u € Bo(nr) | {u;} is the iNEON sequence with uy = u, and ®z(us)—®z(ug) > —F}.

Although the shape of the stuck region can be very complicated, we know that the width
of X along the e; direction is at most nw. That is, Vol(X) < Vol(BZ ' (nr))nw. Therefore:

nw x Vol(BE (nr))  w T(§+1)

P €N S T Om ) ATE D

g . d S M . L228_L/4‘
r T \/pE
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On the event {ug € X'}, due to the choice of the parameters in (4.3), we have with probability

at least 1 — 9, where § > % - 1228=t/4 that

Dz(ug) — Pp(ug) < —F.
Therefore, there exists some k' < .7 such that ®z(ug ) —®z(ug) < —F and ||u.|| < .7, V7 <
k’. In other words, % is the first iteration that satisfies

~ 7. (D.17)

Qs (up) — Pz(ug) <
By the update up = up_1 — 77(@(1)(5: +upr—1) — @@(3:) , we can bound the norm of uy:
g | <llwws 1|l + 0l VO(E + wpr—1) = VO@)| + 0l VO(E + wr—1) — V(& + 1) |
+n[[VO(F) - VO(@)]
<lur || + 0L llur 1 || + 20| VO(E + up 1) = VO(F + ) |
=2 + 2||VO(& + upr—1) — V(T + upr—1)||

<91/3(§p’

(D.18)
where the second inequality is by the smoothness of ®(z) given in Lemma 36, the equality is
due to the parameter choice in (4.3), and the last inequality is obtained by (D.2). Moreover,
by (D.17) and the smoothness of ®(z), we have

L
D(F +up) — B(Z) — VO(F) "up <O(F 4 ug) — B(2) — VO(Z) "ug —F < %’Huo\y? - Z

Ly € 1 €3 1 1\1 /e
S5 672 “or 3\ 5 S T o5 ) 3\ .0
2 160000¢ L¢ 250° \| pg 320000 25 /) ¢\ pg

(D.19)
where the third inequality is due to the parameter choice in (4.3), and the last inequality

applies ¢ > 1 and Lg/,/pge > 1. From (D.2) we can get
|
< Hi)(i" ) — B(E + up) \ + Hcﬁ(:z) . <1>(92)H + H%(g}) - vq>(:g)H |
<1 F@ 4w, yf (& 4 u)) = FE + we, y* (@ 4+ up)|| + || £E 08 (3) — £(&,5%(3))]|
+||Ve@) - Vo)l

H(f)(a? +up) — (&) — VO@) Tup — (cb(gz ) — B(F) — V(I)(QE)Tuk/>

<M [yP G+ ) = (@ + w) | + M [0 @) -y (@) + 37 | V(@) - Vo)
2 5 3 [e 1
=7508L " 4\ py 7502°

2 2 L¢ 1 63
< 37 € - + T\
7500° Ly VPsE 7500\ py

1 €3
— 25003\ pg’

(D.20)
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where the third inequality is due to Assumption 3 and (D.18), the fourth inequality uses
(D.2), (D.3) and the parameter choice in (4.3), and the fifth inequality is due to Ly > /pge.
Combining (D.19) and (D.20) we get

R . . 1 1 1 1 /e 11519
o (x ) — ®(3) — V(i) Tup < 55 T30 ) B\ 5 = s ” (P2
(T + up) (7) (T) ww < <320000 25 + 25Q> 3\ ps 12800 ( )

i.e., the stopping criterion in step 14 of Algorithm 2 is satisfied. Therefore, this shows that
with high probability, the Algorithm 2 terminates with the stopping criterion in step 14
being satisfied. When this happens, we have

D(z + up) — B(z) — VO(z) Tupy
)

1 1 1 1 1 3
< — ot ) = (D.22)
320000 25 250 250/ .3 P

where we used (D.20). By the Hessian Lipschitz continuity of ®(x), we have

1
7’U,klv2(I)(x)uk/ g@(x + Uk/) — @(x) - V‘I’(m)Tuk/ + @Huk/H?)

2
1 1 1 1\1 /& p¢ 3
<
- <320000 25 350 250 * 250> d
1 &
<
=\ 1320000 25 250 12&3

1
<—-F
— 5 )

(D.23)

where the second inequality follows from (D.22) and (D.18). Finally, by (D.18) we have

g V20 () up 2/5.% 32 1
<— __ [pge < ——— Jpae. D.24
2 = o2 T a12m VIOt = T VI (D-24)

Hukf

If NEON returns 0, by Bayes theorem, we have Apin(V2®(z)) > —, /Pp€ with high proba-
bility 1 — O(9) for a sufficiently small 4. O
D.2 Proof of Theorem 30

We first provide several useful lemmas.

Lemma 38 Xu et al. (2018)[Lemma 4] Suppose Assumption 28 holds. Let V*Fp(z) =
%Zifl V2F(z;&). For any €, € (0,1), x € R? when Dy > w, we have with

probability at least 1 — §:
|V2Fp(z) — V2F(x)|| < e (D.25)
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The next two lemmas mimic Lemma 38 for first-order and third-order derivatives. Their
proofs are mostly identical to that of Lemma 38, and hence we omit the details for brevity.

Lemma 39 Suppose Assumption 28 holds. Let VFp(x) = %ZZD:G F(x;&;). For any €,6 €
(0,1), = € R? when D; > w, we have with probability at least 1 — §:

|\VFp(x) — VF(z)| <e. (D.26)

Lemma 40 Suppose Assumption 28 holds. Let V3Gp(z) = 1 Z?:gl V3G(x;¢). For any

T n

€,0€(0,1), z € R? when Dy > w, we have with probability at least 1 — 0
|V3Gp(x) — V3G(2)| < e (D.27)

The following two lemmas show that with sample batch sizes Dy, D, = max{@(p%e), (’)(p%e)},
we can bound the batch gradient and Hessian errors with high probability.

6

Lemma 41 Suppose Assumptions 28 and 29 hold. Set batch sizes Dy = (5(’371)2 +5), Dy =

@(ﬁi + ’:—22), with probability at least 1 — &, we have the following inequality holds:

IV2@p(x) - V()] < oo (D.28)

Proof. Note that the Hessian V2®(x) is given in (B.1). The Hessian estimation error
between V2®(z) and V2®p(x) can be computed as

IV2®(x) — V20p(2)||
< Hvixf(l'v y*(gj)) - vagca:fDF (‘/L"y%c(‘r))u
)]

oy* (x N yp,. (%) "
#2202 o @) - T o i ()
(1)
82y* T . 82@/* (.1‘) .
2D 9 pe @) - T2, i, (i )
(IT1)
* * T
8y*(x) 2 * 8y*(x)—r ayD (.Z‘) 2 * 8yD (:U)
+ o : Vyyf(m,y (IE)) ’ ox - ac; ’ VynyF(x,yDG(x)) ’ TGLU )
(V)
(D.29)

where the inequality is obtained by triangle inequality and V%m flx,y) = ng f(z,y)" for
any smooth functions. Similar to the proof of Lemma 6, we bound the terms (I) — (IV).
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The first term can be bounded as follows:

< Vaaf (¥ (2)) - V?meF( Y ( H + V3 fDF (2,9 () = Vig fop (@, yp, ()
Y (

< || Viaf @,y (@) = VieSop (@ y* @) + o [lv* (@) =y ()],
(D.30)
where we used the Assumption 3 in the last step. Secondly, we have
oy* y;
(11) =2 Hy(”“") Vit @) - 2L Vo i o)
oy*
<2 |21 (@) = V2, fp (2,4 (@)
) ys
+2] yai = y%i(x) (b )
20
S; (| Vaaf (2, y" () = Vi, foe(x, y* ()| + p |y () — vb, (2)]])
dy*(x)  Oy*(a')
2t H or  ox ||

where the first inequality is due to the triangle inequality and the Cauchy-Schwarz inequality

and the last step uses Assumption 3 as well as Proposition 33. Furthermore, we bound

Ay*(z) 8y*DG(I)
or ox

as

Hﬁy*(az) _ Oyp, (@)
O oz

=||V2,9(z,y"(x)) - V%jyg(ﬂmy*(ﬂe))‘1 — V2,906 (2, YD, () - Vi, gpe (2, yp, () 7]
<||Vi,9(z,y* (@) - Vo, g(z, y*(x) " V2yg(ﬂf y*(2)) - Vi,906 (2, yp, () 7|
+ |V2,9(z, v () - Vi,906 (2, yp, (€)' = V2,00 (@, yp,, (2 ))-Vyygvc(w,ypc(x))‘lH

< 2 (17290057 (0)) = Tygmg (.7 (@) | + plly* @) = b, (@]
42 (1720057 @) = Thgoao” @) + ol @) ~ v, @)]).

(D.32)
where the first equality is by (1.4) and the last step follows the fact that || X—1 — Y 71| <

I X=X — Y||IY !, Assumption 3 and Proposition 33. Combining (D.31) and (D.32),
we get

(II <7 Hv mf T,y ( )) ymeF(x y H +7 Hvyyg T,y ( )) _vzygDG(l‘ay*(x))H

2
+ 2092, 96057 (2)) — Vgm0 ()] + (‘ff <2 ) ol (@) — v, @)
(D.33)
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The third term (/1) can be written as

2, % T 62 * T
(111 - ‘ P 9ty @) - 22 g, <x,y;sc,<w>>H
2 xr
< |Z 2 190t @) = o i, )

0%y* () B azy%c (z)
0%z 0%z

(D.34)

+IVyfor (@, ypg (@) - ‘

2
<’ (1 ; ﬁ) IV f @5 (@) — V4 o (. 5, ()

i
0%y* (x) B 323%&; ()
0%z 0%x

)

+M|

o v (m) _ Pvp, (@)

where the last inequality follows (B.10) and Proposition 33. To bound ’

92z ’
we follow the computation of the second to last inequality in (B.11) and get
0%y*(z) B 622/?30 (z)
9%z 9%z
< | 219800007 (@) = Ty o, )]
+ 2 |2 o @)~ B )
k * T
1|0y*(z) o3 N dy*(z) " Oypy(2) g \ I, (x)
+p ox : Vyyyg(x7 Yy (JI)) ’ or - 82;5 ’ vyyygDG (3:7 yDG (ZE)) ’ 82
1 e 2 V2 * —1 v2 * —1
+p +; H yyg(x7y (.ﬁU)) - yygDG(xayDg(w)) H
(D.35)

*(z . oyp, ., (@) N
To bound the term Hayai )szyg(m,y (z)) — —¢2 ngygpg (2, Ypg (7))

, we follow the

computation of (/1) and get

yp,, ()

Hay*( V(e (@) - 2 g (x,y;sc @)
<7 Hvymyg T,y ( )) vyzygDG(m y H + Hvyyg T,y ( )) _vzygDG(l‘ay*(x))H
200 20 2
292 " @) — Vgm0 @) + (M #2200 1) - i o))

(D.36)
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For the third term, we follow similar computation in (B.13) and give the following bound

* *(x T oYy (x oyp,.,(x ’
W) Gty @) 2D y@;( e . ) y%m()
3 5 (x
H ygc;c( ) ‘+ <€> V(@ 4" (%)) = V906 (2, ¥, (2)]|
gij’ﬁ [9,(e,5" @) = V49059 @)

2pt . *

2 Hvyyyg z,y" (z)) —ngyng(x,y*(:U))H

20202 2p%( €2V>
+ + —5 + — | v () = yp, (@),
< 5t T ) @) = yps @)l

(D.37)
where the last inequality is by (D.32), Assumption 3 and Proposition 33. Combining (D.35)
- (D.37) together yields

0?y* (x) B 5293% (z)
0%x 0%x

!\Vx:cyg(fc v (z)) = V906 (2, v ()| + Hvyg;yg 2,y () = Viuy9e (@, 4% (2))|]
e Hvyyg 2,y (%)) — V2,96 (2,7 ( H + V2,00, y7 (@) = V2,90, (2, 5" (@)
201192, 00,47 () — 92,00 (057 2)) | + Qf 192,95 (@) — V2,906 (2,5 (@)
Hvyyyg 2,y (x)) — Vi, 906 (2, y"(x))|]

¢
+ % <1+ ) Vo, 9(z,y*(z)) — Vi,9p6 (2,57 (2))]

2 2 2 2 2 22
p E) v Mv+4pc  6lpT + (v 14 .
+=({1+—-) +—+ + + Y yp,.(2)|,
(MQ( 1 1 Mg Mg H H () Dg( )H

(D.38)
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where the last inequality uses the fact that || X' — Y71 < [| X Y| X = Y)Y Y. Plug
(D.38) into (D.34) leads to

p 0\ * *
UU)SM(1+M)W@ﬂ%y(@)—vwa%y(@W

M " *
+ 7Hvimyg(x7y (.CL‘)) - VixygDG(:U?y ((E))H
4€M

yeyd (2,57 (%)) = Vi 906 (2,57 ()|

ﬁ M
Hvyyyg z,y"(x)) —ngygpc(x,y*(x))u

A0pM  2p02M ,oM \? . .
+ g+ o (1+ ) ) [Vie(e,y (@) — Viygne (,y" ()]
2 Iz p? p
4pM  2ptM .
(50 4 200 192, 07 0) ~ P20
ol p?M (N? UM AWM +4p°M  6p>M + (2uM
(=) 1+ ) +—+ 5 + 3
pol I I Iz I

2£2
) 1@ - v @
(D.39)
Finally, similar to the computation in (D.37), we bound the last term as
* * T
W (r) oo 5 dy*(z) " Oypy () _, ] p, (7)
(IV) = O : vyyf(xvy (1:)) ’ ox - 8?1) ’ vynyF(J:a yDG(x)) ’ TCJE

2 202
<F HVyyg z,y"(x)) — Vi,9p6 (2, y"(x))]| + 2 |V3,9(z,y*(z)) — V2,96 (2,5* (2)) |

Hv w%%mmwmwﬂﬂhyﬂum v (@)

w3
(D.40)
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Combining terms (I) — (IV') together, we have
V2@ (z) — V2op(z)|
<|| V2. f (5" (2) — Vi, foe (2, y"(2))|] ;2 Hv z,y" () = Vi, fop(z,y"(x))]]
62
te V2, f(z,y*(2) — Vi, fo (@, y*(:v))H
2
+2 (1 T ﬁ) 19,7 (e, " (&) — Yy fon (5" (@))]

(%2 A0pM + 203 . 2p°M  pM

p 3 pt I

20 4pM + 202 2p£M
+ =+ — +

u I 3

<1+ i) ) V59 (2, 5™ () = Vim0 (2, (2))

) 12,9z, 3" () —viyg%(x,y*(x))u
9965 (@) = Vgm0 @ @) M98 (@) — VEy0m6 (2" (@)
1011 A\ Gs o,y (@) — vgmyg%(x,y*(xm!

¢ p2M IN%2 UM +40p  AuM 4 4p> M + 502
+<p+</;+p ><1+) + Py P &

I I I I
6Lp> M + 2 M + 203p 2p2€2M .
+ 3 + ly*(z) — yp,, (@)]-

(D.41)
To deal with the last term [[y*(x) — yp_(2)|, we utilize the strongly convexity of g(z,y)
and gp, (x,y) with respect to y and have

0> (Vyg(z,yp, () — Vyg(z,y"(2)),y* () — yp, (2)) + plly*(x) — yp,, ()|,

)
0 > (V4006 (5, ¥ (1)) — V4906 (47 (2)), 57 (2) — 45 (@) + 1™ () — v (w)H(Q- |
D.42
Note that the optimality conditions are Vyg(z,y*(z)) = 0, Vygp, (z,yp.(z)) = 0, which
combining with (D.42), yields

0> (Vy9(2,ypg () = Vygpe (2,57 (2)), y" () = yp (x)) + 2ully* () = yp,, (2)[. (D.43)

Therefore, we can bound ||y*(z) — yp ()| as

1y"(2) = ypg (@)l

1 * *
<2, IVu9(2, 40 () = Vygpe (@, 5™ (2))

1 . 1 x
Sﬂ\lvyg(%ypc(x))\l + 5, 1Vugps @y (@)l

S@\\Vyg(m, Y6 () = Vygpe (x, yp, ()| + 21MHVyg(w, y"(x)) = Vygpg (z,y" ()|,
(D.44)
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where the first inequality is obtained from (D.43) and the last inequality is due to the
optimality conditions. Plugging (D.44) into (D.41), we get 11 different terms in (D.41) and
the major parts of them are

Vo, f 2,y () — nyp(%y*(ﬂ«“)) o IVy Sy (I)) Vyfpp(z,y ( ))II
IVoy9(z, y* (2)) = Viygne (9" (@), |Va9(z,y* (@) = Vi,gpe (2, y* ()],

I (D.45)
IV 2ey9(2, 5" () = Vigygpe (4 (@) [Vyay9(@,y* (2)) = Vigygpe (2,47 ()],
)

Y
IVouy9(@,y* (@) = V906 (@, 5" (@), IVy9(2, yn, (2)) = Vygne (2, ypg (),
IVyg(z,y™(x)) = Vygpe (2,57 ()]

Note that each of the above terms is the difference between the empirical and population
derivative. Therefore, each of them can be bounded by one of Lemmas 38 - 40. For example,
we consider the term with the largest coefficient, e.g.

O(K) [ Vyg(z,y"(2)) = Vygpe (2, 3™ (@) (D.46)

-0 <ﬁ10 _ log(2d/6")

Poe
bounded by ﬁ1 /Ppy€ with probability 1 — ¢’. For other terms, we can apply the similar
techniques, and select batch sizes Dy = O (/4;6 . %) Dy =0 (/-@10 . %) such
that each term can be bounded by ﬁ, /Pp€ with probability 1 — ¢’. This completes the
proof of (D.28) with probability 1 —§ = (1 — §")!L. O

By Lemma 38, we can choose D, ) so that the above term can be

Lemma 42 Suppose Assumptions 28 and 29 hold. Set batch sizes Dy = (’)(566*2),Df =
O(k?e2), with probability at least 1 — &, we have the following inequality holds:

[V@p(z) = V()] < *6 (D.47)
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Proof. The gradient estimate error between V®(x) and V®p(x) can be computed as
IV®(z) — VOp(a)]
<|IVaf(2,5* (@) = Vafr (@, yp, (2))]|

“(z Qg (@
DG, oy @) - y’””vnyF<way%G<w>>\’

< 92 f e @) = Tabop @Dl + | 22| 19,00 @) = oo @

*(p 8
WA D6 19, oy o )

SHfo(fv,y*(l“))— Ve fpp (@, 5" (@)l + ly* (z) — ypg ()]
2

L Hvyf@c,y*(x)) Y, foe (@ (@) + ﬂny*(z) (@)

_l’_

(Hvyyg 2, y* () = Vi,906 (@, v ()] + plly* () — yp (2)])
(Hvxyg z, " () — V2,906 (2, 4" ()| + plly*(2) — yh. (@)]])
< Hfo(% y*(z)) = Vafpp (@, y*(2))|| + ﬁ IVyf(x,y*(z)) = Vyf(z,y"(2))]l

Hvyyg z,y*(z)) — Vi,9p6(2,y* (2))|| + — HV;cyg z,y*(2)) — Va,9p6 (@, v (@)

1 2+ Mp (Mp .
" (£+ 0 B2 (19,960 >>—vygoc<x,yp(,.<m>>u

+IVyg(z, y*(2)) = Vygpe (2, 5" (@)I]) ,

(D.48)
where the first inequality is obtained by (1.2) and the triangle inequality, the third inequality
is due to (D.32), Assumption 3 and Proposition 33. The last inequality is by (D.44). Nota
that there are 6 different terms in the above gradient estimate error and they are

Ve f(z,y" (7)) = Vafpp(x,y" (@), Vyf(,y"(2) = Vyfop(z,y" (),
1Va,9(z, v (2) = Vi,906 (@, v ()], [|Va,9(z,y*(2) = Va,906 (2, y" ()], (D.49)
IVyg(z,yp, (%)) = Vygpe (=, yp, (@), (Vyg(@, y*(2)) — Vygps (2, 3" (2))]]-

For every term, we can apply one of Lemma 38 - Lemma 40 and set batch sizes

Df:O<KQ-W>7Dg:O<%6.bg(2m>

€ €2

such that each term can be bounded by 6—106 with probability 1 — ¢’. This completes the
proof of (D.47) with probability 1 — & = (1 — §)S. O

For the StocBiO algorithm (Algorithm 3), we have the following descent lemma.
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Lemma 43 Suppose Assumption 28 holds. We have with high probability the update xy11 =

Ty — 8% u in Algorithm 3 yields

1 €3

(D.50)

Proof. Combining Lemma 26 and Lemma 41, we have

ujutv%(a:k)um <uoTutV2¢p(a:k)uOut uOTutV2<I>p(a:k)uout qutVZQD(a:k)uOut

[ tout || B [[tout|? [[tout||? - [ tout ||
“"T“N;ijt(””;’f)“(’“t + || V2@ (ar) = V2(a)
< (_ 1 1 )\/PT
400 80¢
- %W. (D.51)

By Xu et al. (2018)[Lemma 1], we have

Ed(2p41) <ED(ay) — @ - ;Z. (D.52)
g
Lemma 44 Suppose Assumptions 28 and 29 hold. Set parameters as
S =0(k"¢?),B=0(r*?),D; = O(k* ?),D g = O(k%?),
Q:O(ﬁlog%),D:O(nlog%), €+M,ﬂ— 1¢
With high probability, the update Ty 1 = T — %@(mk) in Algorithm 8 yields
B (i) = B(e)] <~ BIVR@) | + 5= (D.53)

To prove Lemma 44, we borrow the following two useful lemmas for stocBiO from Ji
et al. (2021).

Lemma 45 Ji et al. (2021)[Lemma 7] Suppose Assumptions 28 and 29 hold. Denote the
Ey as the conditional expectation conditioning on xy and yP, i.e., Ex[-] = E[- | 2k, yP]. We
have

? Mp LMp
7

2+ 202M%(1 — )%

HIEkﬁfb(xk) — V@(xk)HQ < 2(€ + /ﬂ

Y P v ()
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Lemma 46 Ji et al. (2021)[Lemma 8] Suppose Assumptions 28 and 29 hold. Then, we
have

~ 40202 /802 M?  16n20*M? 1 1602M?*(1 —x~1)*@
E|[V®(z) — V()| S—p— + (S5 +2) 5+ —+
Dy \ p? Dy w B w?

2 Mp (Mp\2 N
+ (04 =+ =L+ =PRI -y @)
wooopwoop

We now prove Lemma 44.
Proof. By Assumptions 28, ®(x) is Ly smooth, which yields
L
®(wr41) SB(ar) + (VR(ar), wpr — ai) + o [wrsr — ol
<O(ax) — BV (xr), V() + 2L | V(i) |* + B2 Lo | VO (wx) — V() |,

where the second inequality is by Young’s inequality. Taking expectation over the above
inequality, we have

E® (1)
<E®(xy,) — BE(VO(zx), BtV (wr)) + BALE|VD(24)|* + B2LE[VE(2r) — VE(wp)]?
<E®(xy) + SEIEB(a) — V() [P~ SB[V + DB V() Teb(a)

207201 _ —112Q
<Ea(ry) ~ JB| Va2 + S0

©2
402 M?% /802 M?  16n20*M? 1 1602M?(1 — k1)@
é 2 (72""2)7"" 772 BT (QH )
4 \ p2Dy I Dy p* B I
53 L?* Mt  (Mp\2_. p . 2
+Z@+f+?4qum%—ymw. (D.54)

The second inequality is by Young’s inequality and 8 = ﬁ. The last inequality is by
Lemmas 45 and 46. Further note that for an integer t < D

t+1

[yt — y* () |2

=yttt — g 4+ 20— yh uk — vt () + Yk — vt ()]

=0®||Vy G (@r, yjs SOI® = 20(Vy Gan, Yk S vk — v (an)

+ gk, — v ()| (D.55)
Conditioning on zy,y; and taking expectation in (D.55), we have
E[llyitt — v (ep)l* |2k, v
02 * *
<a?( % + IVy9(, y)II?) — 2049, g, vh). vk — v @) + vk — v (@) P
a0 m IVyg(r, yp) |1
<— v ) = 20 [ ——||yh — v 2 V9 Tk, Yp)ll.
< Vgl I = 20 (2 ) P
+ gk, — v ()|
a’o? 2 2al1
= - - v Y Y| (it I | Y 2 D.56
7o (- o) It P+ (1= 258 ) - v @l (050)
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where the first inequality is by Assumption 29 and the second inequality follows from the
strong-convexity (with respect to y) and smoothness of the function g. Since o = ﬁ, we
obtain from (D.56) that

40
(04 p)2S

Unconditioning on zy, y; in (D.57) and telescoping (D.57) over ¢ from 0 to D — 1 yield

* l— 2 *
Ellyl* -y (a0) |2lee, o] < <“> R (D.57)

L+

2

* E — K 2P * g
Ellyg — y* () |I” < (fw) Elly? — y* (a1 + s (D.58)

2D
By setting D > 1/2log(1/4)/ log (H){) = O(k), we get (%) < 1/4. Therefore, we

have
Ellyy — v (@i)I” <2E|lyi 1 — v* (@r—1)|1? + 2E|ly* (zx) — v* (2e—1)|?

<2 (Y T By — g )+ 267 — a4 25
< ﬁ—l—u Yp—1 — Y Tk-1 R T — Tk—1 g 5
1 (M 202
<*]E 0 ok B 2 2 2 n2 M e v
<3 lye_1 — ¥ (xr—1)|" + B + m +€M5
<1IE 2k11j222MﬂM 252
S =, 1Yo — v (o) | +Z K°p +7 +€M75
‘M 402
<E|lyd — 24 4k?8% (M + — —
19 — v* (@) + 4528 ( TR
‘M 402
=A +4k%B% (M + — -+JL,
L pnS
(D.59)

where we denoted A = |y — y*(w0)]|?, the second inequality is true as y*(x) is x-Lipschitz
continuous and (D.58), the third inequality is by the fact that ||[V®(z)|| can be bounded by
M + 8L, Plug (D.58) and (D.59) into (D.54) yields

E®(zy41)
P2M2(1 — x—1)2Q
<Bo(n) - BV | + S
g 4£2M2 862 8 2) M? 1692 M2 1 1602 M3(1 — k1)@
4 Dy 12 B 12
56 £2 Mt  (Mp\2 9 2< EM) 402 (f—,u)zD o?
+—(l+—+—+— A+4 M+—) +—=|l+—] +5=<]-
4( T ;ﬂ) v B 1 S ) \ i+ p (1S
(D.60)
Therefore, it suffices to choose the parameters as
S = O0(k°¢?),Df = O(k*¢ ?),D, = O(rk*?),
(D.61)

B =0(k%?),Q = O(klog 1),D = O(klog 1),
€ €
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such that the following inequality holds,

BEM*(1—k~1)2@ B (4?M? /81 M? 16n2£4M2 16€2M2( K1)
2 4 2 (7 + 2)
I 4 \ p*Dy p? Df u
58 2 Mt (Mp\2 ~ 9 02
B C MmN (R g (a4 2
+ (+u+u+u2 + 4k L ms Hu * 0.5
1 2
< D.62
= 400L, (D.62)
Finally, combining the above two inequalities yields
E [ (a1) — B(e0)] < —DE| V()2 + (D.63)
=4 400L,
O

D.3 Proof of Theorem 30 and Corollary 31
Proof. We consider the following two possible cases

e Case 1: E[|V®(xy)||z] > 2e. Unconditioning on z, we have E[|[V®(zy)|| > 2e. In
this case, Lemma 44 yields

1 1
9 2+ 2 — 2

E[® - < - " 50L,
[D(Tki1) (z1)] < 400L 400L 50L¢€

and the total iteration number of Case 1 can be bounded by

50Ly(®(z0) — D)
g .

: (D.64)

o Case 2: E[|V®(xy)|||x] < 2¢, which indicates
3
IVO@e)]| = [EV®(@e)|zlll < E[IVE(@r)llee] < e
Unconditioning on @, we have E[|V®(z)|| < 2e. In this case we run AID in line 12 of
Algorithm 3 such that ||V®p(2x) — V@p(zi)|| < f5e. According to Lemma 35, it only
requires us to set D = O(kloge™!) and N = O(y/kloge!) in the AID. Moreover,
combining with Lemma 42, we have
IVOp(24)|| <V (2h)[| + [VEp(wr) — VOp(a1)]|
<[IVe (i)l + (Ve (k) = VO (k)| + VD (2k) — VO (k)| (D.65)
4
<-—e.
—5
Therefore, Algorithm 2 is called with high probability. When the if condition in line

13 of Algorithm 3 is satisfied, we can guarantee

IV® ()| <|[VOp(ar)]| + [VEp(wr) — VO(ap)|| + [VEp(ar) — VEp(zi)]| < e
(D.66)
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Moreover, when Algorithm 2 is called and it returns a nonzero vector wyy¢, combining
Lemmas 26 and 43 yields

1 €3

Ed CE®(p) < ———— - 4|
(@) (1) < =3 55m,3 P

So the total iteration number in this case is bounded by

3 80%3(@(zp) — B(a*)) 7

NG

If Algorithm 2 returns a zero vector uqy:, then with high probability we find an e-local
minimum.

(D.67)

Therefore, combining (D.64) and (D.67) we know that the total iteration number before we
visit an e-local minimum can be bounded by

3. 803:3(® () — ®(2%)).T | 50Lg(2(x0) — B(a7))

Ve po €

We then prove Corollary 31. Note that we require the sample batch sizes to be

K =

=0 (H3€_2) .

Dy =0 (k*?), Dy=0 (k%?), (D.68)
so that Lemma 42 and Lemma 41 hold, and

S = O(x*c2), Dy = O(k%2), Dy = O(s*2),

B B (D.69)
Q = O(kloge 1),D:O(/<aloge 1), B = 0(k%¢?),

so that Lemma 44 holds. Combining (D.68) and (D.69), we have for the iNEON calls in
Algorithm 3 (Line 12 - 21), the gradient, Jacobian- and Hessian-vector product complexities
are

G(f,e) =

(%), Glg,e) = O(k"e™), (D.70)
JV(g,€) = @( ), HVe(g,e) = '

( 9.5 —4)

For those stocBiO iterations in Algorithm 3 (Line 3-11), the gradient, Jacobian- and
Hessian-vector product complexities are

G(fae): D

( —4)’ G( ) @( 9 —4)’
JV(g.€) = O(k*c "), HVe(g,e) = (D.71)

O(k%1).

We take the maximum between (D.70) and (D.71), which completes the proof of Corollary
31. g
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