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Abstract

Recommendation systems (RS) are an increasingly relevant area

for both academic and industry researchers, given their widespread

impact on the daily online experiences of billions of users. In real

applications, one common challenge is recommending new users

and items unseen (out-of-vocabulary, or OOV) at training time, i.e.

the inductive setting. Additionally, modern RS also faces challenges

in ID embedding table size. To handle large cardinality user/item

embeddings, memory intensive embedding tables are required. The

size of OOV user/item IDs are often large and varies. As a result of

both issues, existing solutions applied in practice are often naïve,

such as assigning OOV or hashed users/items to a �x set of ran-

dom buckets. In this work, we tackle the cold-start OOV and ID

embedding memory problem and propose approaches that better

leverage available user/item features and memory-e�cient hashing

at the embedding table level. We discuss plug-and-play approaches

that are easily applicable to RS models and improve inductive per-

formance without negatively impacting transductive performance.

Through our extensive evaluation, we �nd that proposed methods

that exploit feature similarity using LSH consistently outperform

alternatives on a majority of model-dataset combinations, with the

best one showing a mean improvement of 3.74% over the industry

standard baseline in recommendation performance. We release our

code and hope our work helps practitioners makemore informed de-

cisions for e�ciently hashing OOV in their RS and further inspires

academic research into improving OOV support in RS.

CCS Concepts

• Information systems→ Recommender systems.
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Figure 1: Comparison between transductive (left) and induc-

tive (right) settings. In the transductive setting, RS are evalu-

ated on interactions between users and items observed during

training time (i.e., bold links). Whereas in the inductive set-

ting, besides transductive interactions, RS are also evaluated

on interactions related to users and items unseen during the

training (i.e., both bold and dash links).

1 Introduction

Recommendation systems (RS) suggest items to users and have

found wide adoption across a variety of domains. For example, they

have been used to recommend advertisements [52, 53], movies [14],

friends [40, 44], and products [7, 28] to users. These methods are

studied in both academia and industry, but many aspects often di�er

between academic and industrial recommendation systems [42].

One such di�erence is their evaluation methodology.

RS research in academia primarily focuses on the transductive

setting [45, 50], where a portion of interactions are masked out

for validation and testing. Such a setting assumes that all users

and items in the dataset are seen during training. However, in

industrial RS environments, there is often a constant in�ux of new,

or out-of-vocabulary (OOV), users and items that were not seen at

training time, i.e., the inductive setting which correspond to new

users and/or items showing up at validation and testing. Almost

all production models are deployed to be utilized in an (at least

partially) inductive setting, but a recent survey [42] found that

*Work done during �rst author’s internship at Snap Inc.
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Machine (xDeepFM) [26], and Deep & Cross Networks V2 (DCN-

V2) [53]. We focus on these models as they are three of the most

popular context-aware models in practice. The models are often

used during the ranking or re-ranking stage in production pipelines.

Hence, we evaluate them using ranking metrics in our experiments.

The features used in context-aware models are typically cate-

gorized into two categories: sparse and dense. Sparse features are

categorical features that are typically one-hot or multi-hot encoded.

Dense features are continuous features. For example, in the case of

social media content recommendation, a user’s country could be

a sparse feature, and their mean daily app usage could be a dense

feature. Sparse features are typically embedded using an embedding

table where each row represents the embedding for that feature’s

ID. These tables are typically randomly initialized and gradually

updated during training. Dense features are typically either un-

modi�ed or passed through neural network layers. In this work,

we focus primarily on handling OOV values in sparse features-

speci�cally, the user/item IDs, which are most likely to be OOV in

production settings.

3 Towards a General OOV Embedder

The motivation for this work stems from how OOV users/items

are typically handled in real-world production settings. In practice,

OOV users/items are often assigned to a random bucket within

which all values share the same embedding or are simply assigned

completely random embeddings2. This clearly results in poor per-

formance for any pure ID-based models (e.g., factorization-based)

that rely on stored embeddings for users/items seen at training time.

However, even for models that use features, this can still result in

poor performance since poorly-assigned embeddings simply add

additional noise. For example, random bucket assignment for OOV

users means that two OOV users have the same chance to share an

embedding, regardless of how similar/di�erent they are.

Since our goal is to improve OOV support for most general

recommendation systems, regardless of speci�c model architecture,

we limit the scope of our modi�cations to a component that is used

in almost all production recommendation systems: the embedding

table. In this work, we focus primarily on OOV support for unseen

user/item IDs, but the same ideas can also be easily extended to

improve support for unseen categorical values in other features.

This leads to the following formal de�nition of an OOV embedder:

OOV Embedders. A user OOV embedder 5user : U\Utrain → R3

maps an OOV user to a real-valued embedding. An item OOV

embedder does the same: 5item : I \ Itrain → R3 .

For the sake of simplicity, we describe all the following OOV

embedders in terms of OOV users, but we use them for both OOV

users and items during evaluation. They can be easily converted to

item OOV embedders by substituting the appropriate variables.

3.1 Heuristic-based Embedders

In this work, we �rst introduce several heuristic-based OOV em-

bedding models that do not require additional trainable parameters.

These are straightforward to apply in practice due to their speed

and ease of implementation.

In-Vocabulary

User

Embedding Table

m

d

user ID user features

Check if 

user ID is OOV

OOV Embedding

Model

IV ID

OOV ID & features

OOV

embedding

IV embedding

If OOVIf OOV

If not OOV

output embedding

Figure 4: How IV/OOV user IDs are handled under our frame-

work. Item IDs are handled the same way.

Zero Embedder. zero simply uses the zero vector for all OOV in-

puts. This is a simple solution sometimes used in Natural Language

Processing (NLP) for OOV words [31, 34]. Formally, 5zero (·) = {0}3 .

For context-free models, all new users will randomly select items

(we ensure that items with the same score will be randomly se-

lected without bias towards their ID). For context-aware models,

all predictions will depend entirely on a user’s/item’s contextual

information.

Mean Embedder. mean uses the column-wise mean of the embed-

ding matrix for all OOV IDs. Note that users and items use their

respective means. Formally, for users, 5mean (·) = cmean([ ). For

context-free models, this means that the RS model will recommend

the same popular items to all new users and that all new items will

have the same probability of being recommended.

Fixed Random Embedder. rand returns a random �oating point

vector for all OOV IDs. There are1 �xed random vectors for each ID

type (e.g., user ID, item ID). This ensures that the model’s output is

deterministic for users/items. Formally, for a set of random vectors

V = {v ∈ R3 }, we have 5rand (·) = V6 (D ) where 6 is a random hash

function5 Z→ {1, 2, . . . 1}. This approach is similar to generating

a random vector, except that (a) the output for a given ID is deter-

ministic, and (b) the maximum amount of memory used is bounded

by 1.

KNN Embedder. knn returns the mean of the : nearest neighbors

of a given point, as measured by the inner product of the features.

Formally, for a user D, we have 5knn (D) =
1
:

∑
0∈K-Nearest(D ) [0 .

With : = 2, this is similar to the double-hashing performed by

Zhang et al. [60], except that we use feature similarity instead of

5We use the three-round integer hash function from [56].



Improving Out-of-Vocabulary Hashing in Recommendation Systems Preprint, 2025, Bellevue, US

Table 1: Comparison of the di�erent OOV embedders evaluated in this work. For applicable methods, \ refers to the number of

parameters in the neural network, 1 refers to the number of buckets, and = is the number of input items. Features refer to

non-ID features. We assume the embedding dimensionality is constant for the complexity analysis.

Embedder zero mean rand r-bucket knn dhe fdhe dnn m-lsh s-lsh

Requires training ✗ ✗ ✗ ✓ ✗ ✓ ✓ ✓ ✓ ✓

Uses user/item ID ✗ ✗ ✓ ✓ ✗ ✓ ✓ ✗ ✗ ✗

Uses trainble OOV buckets ✗ ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✓ ✓

Uses features ✗ ✗ ✗ ✗ ✓ ✗ ✓ ✓ ✓ ✓

Same features→ same embedding ✗ ✓ ✗ ✗ ✓ ✗ ✗ ✓ ✓ ✓

Requires pre-processing ✗ ✓ ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✗

Complexity $ (1) $ (1) $ (1) $ (1) <$ (=)4 $ (\ ) $ (\ ) $ (\ ) $ (1) $ (1)

Potential unique embeddings 1 1 1 1 > = > = > = > = > = 1

random hashing to select rows. In order to meet the e�ciency cri-

teria mentioned in Section 1, we use approximate nearest neighbor

search through libraries like FAISS [19] and SCaNN [12]. Each train-

ing ID’s :-nearest neighbors can optionally be pre-computed and

stored to prevent additional overhead during training.

3.2 Learning-based Embedders

We also consider a set of trained embedders that are optimized

during the training of the base model. As mentioned in Section 3.3,

we freeze the non-OOV parameters of the base model to avoid

a�ecting its transductive performance. Some of these methods use

an embedding table with 1 rows, where each row corresponds to

an OOV bucket. This value can be tuned depending on the expected

number of OOV values. In the following paragraphs, we introduce

several di�erent learning-based OOV embedders. We describe how

these embedders are optimized in Section 3.3.

Random Buckets. r-bucket randomly assigns an embedding (de-

noted as a bucket) to a given OOV ID. This mapping is done with a

deterministic hash function5 to ensure that the bucket mappings re-

main consistent. The chance of any bucket being selected is uniform.

Given > OOV IDs and 1 buckets, each bucket’s expected number

of OOV IDs is >/1. This is similar to rand, except that the values in

each bucket are optimized during training. This is TensorFlow’s [1]

default approach for handling OOV values.

DHE. Deep Hash Embedding (DHE) [21] substitutes a deep neu-

ral network for the embedding table. To ensure determinism for a

given ID, they �rst compute many hashes on that ID and use those

as inputs to the neural network. We use SipHash [2] with di�erent

key values as the hash functions for our implementation. DHE was

originally created as a drop-in replacement for the main embedding

table in context-free methods, but we use it as an OOV embedded

(only on OOV IDs) since it naturally works in this case.

F-DHE. Kang et al. [21] mentions that DHE can also incorpo-

rate user features. fdhe uses the concatenation of the user/item

feature vector with the hash inputs (as with DHE) for the input to

a deep neural network. This incorporates user/item features into

the OOV embedding. However, compared to dnn, it also assigns

a unique embedding for each user/item ID, even if they share the

same features.

Algorithm 1: PyTorch-style pseudocode for the m-lsh

OOV embedder.

1 # row_features: vector of the user/item features.

2 # oov_table: OOV embedding table.

3 # Each row of the table is an OOV bucket

4 def lsh_embed(row_features, oov_table):

5 # lsh_hash is a binary vector

6 lsh_hash = random_projection(row_features)

7 # get col-wise mean of rows where vec is 1

8 return oov_table[lsh_hash].mean(axis=1)

9 # oov_table is updated via backpropagation

DNN. dnn is a simple feed-forward deep neural network that

takes in the user/item features as input and outputs a real-valued

vector. This embedder can be viewed as a modi�cation to fdhe that

omits the hash-related features. As a result, users/items with the

same features will share the same embedding.

Mean LSH. m-lsh is a locality-sensitive hashing (LSH) [6] based

OOV embedder. It uses a randomprojectionmatrix tomap a user/item

ID to a binary vector. It then uses this binary vector to index into

the OOV embedding table and returns the column-wise mean of

the rows where the binary vector is 1. This helps ensure that simi-

lar users/items have similar embeddings, even if their LSH vector

is not exactly the same. The projection matrix remains constant,

but the OOV embedding table values are updated during training.

PyTorch-style pseudocode for this embedder can be found below

in Algorithm 1.

Single LSH. s-lsh is similar to m-lsh but instead treats the bi-

nary vector as a single index into the OOV embedding table. This

means similar users/items with the same LSH vector will have

the same embedding. Conversely, users/items with di�erent LSH

hashes will have completely di�erent embeddings. As with m-lsh,

the projection matrix remains constant, but the OOV embedding

table values are updated during training.

For all of the embedders, we implement per-feature normalization

— we normalize each feature vector individually before concatenat-

ing them together. This is done to ensure that the distance between

two users/items is not dominated by a single feature. Otherwise,

long, dense features (like content embeddings) or lists of categorical
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features (like watch history) could dominate the similarity compu-

tations for OOV embedding methods like KNN.

3.3 OOV Embedder Training

The training procedure does not need to be modi�ed for the un-

trained OOV embedders (Section 3.1) — they can be applied to a

pre-trainedmodel. However, trained embedders (Section 3.2) add ad-

ditional parameters that need to be optimized over OOV users/items.

With a time-based inductive dataset split (details in Section 4), our

training set contains only IV values, and the test set contains OOV

values. OOV embedders are only used on OOV values so there is

no training data for their parameters if only use the training set.

As such, there are two main ways to generate OOV data in training

for optimizing our OOV embedders: (1) withhold training data and

use it as OOV samples or (2) generate synthetic OOV samples from

the training data.

Withholding Data. Withholding training data to use as OOV

samples is the simplest method, but it also reduces the amount of

data available for training. This also complicates evaluation when

benchmarking trained embedders against untrained embedders

since the untrained embedders do not have access to the withheld

data. Reducing the amount of data available for transductive train-

ing worsens transductive performance, violating the criteria de�ned

in Section 1. For this reason, we choose to use synthetic OOV sam-

ples. However, the withholding data approach may be useful in

production settings where we often cannot a�ord to maintain a

unique embedding table entry for every user/item and may treat

low-frequency IDs as OOV values.

Synthetic Data. A simple way to train OOV embedders with-

out a�ecting existing performance is to generate synthetic OOV

samples. For each user/item, we create an OOV version of it that

has the same interactions. We then select a subset with ratio U of

the OOV samples each epoch to use for training. We then perform

feature masking, a common augmentation for self-supervised learn-

ing [47, 66], with mask rate V on the features of the OOV samples.

This ensures that generated samples do not have the exact same

features as the input samples. There are three types of OOV interac-

tions: (IV user) → (OOV item), (OOV user) → (IV item), and (OOV

user)→ (OOV item). We generate each type with equal probability

— although, in practice, this can be tuned to match the expected

distribution of OOV interactions in production.

Maintaining Transductive Performance. When training our OOV

embedder, our aim is to maintain the performance of the trans-

ductive portion of the model. For example, with synthetic training,

interactions that only involve one OOV user/item will result in

undesirable updates to the main embedding table. To avoid this, we

split each epoch into two training steps. In the �rst step, we train

the model on the original training data — as we normally would in

transductive training. There are no OOV values at this point, so it

does not a�ect any trainable parameters in the OOV embedder. In

the second step, we freeze the main embedding table weights and

train the model on the synthetic OOV samples. The only parame-

ters that can be updated at this step are those of the OOV embedder.

We also checkpoint and restore the optimizer state before and after

the second step. This ensures that the OOV training does not a�ect

the transductive portion of the model.

4 Datasets

As mentioned in Section 2, following suggestions from recent

works [18, 46], we split the datasets based on a time C . We select C for

each dataset by computing the �rst time each user/item appeared.

We then select a time C such that 20% of the users/items are OOV.

Formally, select C such that |Utrain | + |Itrain | ≈ 0.8(= +<). This

results in a naturally di�erent distribution of OOV users compared

to OOV items for each of the four datasets. Plots of the relative

user/item distributions can be seen in Figure 5. These dataset splits

will help facilitate future benchmarking in the inductive setting.

We benchmark various transductive recommendation system

methods across four di�erent datasets. Below, we brie�y describe

how we processed each of the datasets. Representative statistics for

each dataset can be found in Table 2.

Yelp. The Yelp-2018 dataset consists of user reviews of busi-

nesses on Yelp from the 2018 Yelp Dataset Challenge6. We start

with the version of the dataset provided by RecBole [64]. We then

sample 75% of the users/items and perform 5-core �ltering. We also

clean up each feature by removing invalid values, normalizing �oat-

ing point values, and imputing missing values with scikit-learn [36].

We also remove low-frequency values in categorical features and

normalize all strings. Finally, we add text vectors for each business

name. We use 300-dimensional GloVe [37] vectors for this purpose.

LastFM. The LastFM-artists dataset [41] consists of user/artist

interactions on LastFM gathered in 2014. We start with the LastFM-

1b version of the dataset provided by RecBole [64] and sample 10%

of the users and items. We perform the feature cleaning as with the

Yelp-2018 dataset and add GloVe vectors for each artist’s name.

H&M. The H&M dataset consists of user/item purchases on the

H&M website. The raw dataset is taken from the H&M Kaggle

competition7 and we sample 30% of the users/items. We compute

GloVe vectors for each item’s name and use a pre-trained Vision

Transformer [8] to extract features from each item’s image. We also

perform the same feature cleaning as with the Yelp-2018 dataset.

Content. The Content dataset is a proprietary user-item inter-

action dataset from a large social platform serving hundreds of

millions of daily active users. The data is gathered from 5 days of

production tra�c over users sampled from a single country. We

only collect users who are 18 years old and above. The Content

dataset has rich user/item features as with many production rec-

ommendation systems. Unfortunately, due to the large number of

features, we were unable to train any context-aware models with

our RecBole-based [64] evaluation framework.
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method is m-lsh and the worst is fdhe. Unfortunately, we were

unable to train context-aware models on Content (even in the

transductive setting) using our RecBole-based framework due to

the large number of features and resulting stability issues. We make

the following observations:

Table 4: OOV user NDCG@20 of context-free methods with

di�erent OOV embedding methods. Higher is better. The

best-performing method in each column is bolded and the

second-best is underlined.

Dataset Yelp-2018 LastFM-artists H&M Content

Method BPR DAU BPR DAU BPR DAU BPR

zero 0.79 0.79 0.93 0.93 1.15 1.15 0.71

fdhe 0.99 1.06 0.34 0.35 1.97 2.02 1.32

dhe 1.12 1.11 0.59 0.40 2.09 1.96 1.39

rand 4.05 0.83 15.09 0.71 2.80 1.89 0.94

s-lsh 9.13 1.05 46.92 0.79 6.19 2.02 1.05

r-bucket 9.33 1.22 41.78 0.76 6.02 1.38 1.38

dnn 2.94 4.43 0.38 0.44 2.94 3.36 1.87

mean 9.40 2.89 48.38 0.12 6.15 1.94 3.74

m-lsh 9.49 1.49 47.85 1.13 6.16 2.15 2.02

knn 6.95 1.58 45.69 4.86 5.23 1.67 6.00

Context helps OOV embeddings. From Table 3, we can see that

incorporating contextual information generally helps OOV em-

beddings. 3/4 of the best-performing OOV embedding models uti-

lize context information. This aligns with our intuition: similar

users/items should have similar embeddings. This is true for both

context-free and context-aware models. In some cases, like with

xDeepFM on Yelp-2018, the gap in AU-ROC on OOV users is as

large as 6 points — showing that incorporating feature informa-

tion in OOV handling can drastically improve an RS’s ability to

generalize to OOV users/items.

LSH-based solutions perform well. Both m-lsh and s-lsh work

well for the context-aware models, with one of the two methods

performing the best on 6/9 model/dataset combinations, as shown

in Table 3. Across the context-aware model experiments, m-lsh

and s-lsh show a mean improvement of 3.74% and 2.58% over

r-bucket (a common industry standard2), respectively. They also

perform well compared to the next-best method, mean, showing

respective average improvements of 3.45% and 2.25%.

DHE-based solutions perform poorly. dhe and fdhe are the meth-

ods with the lowest average rank across the model/dataset combi-

nations shown in Table 3. Surprisingly, we �nd that zero generally

outperforms both dhe and fdhe. This is likely due to the additional

noise the multiple hash inputs introduce to DHE-style models — a

di�erent ID results in a completely di�erent embedding.

5.3 Context-Free Results

Table 4 shows the NDCG@20 for OOV users of BPR and DirectAU.

m-lsh has the highest mean rank of the di�erent OOV embedding

methods. Unlike in the context-aware setting, a relatively large gap

7The exact complexity here is di�cult to compute since we rely on approximate nearest
neighbor search [12, 19].

exists between di�erent base models on the same dataset. Surpris-

ingly, BPR outperforms DirectAU on OOV users across all three

datasets. We make the following observations about OOV embed-

ding methods on the context-free models:

Improving context-free OOV performance is di�cult. Both BPR

and DirectAU exhibit poor performance on most datasets, regard-

less of OOV embedder choice. This shows that it is di�cult to

encode feature information from OOV IDs in a useful manner for

context-free models.

OOV embedder choice is extremely important. From Table 4, we

can observe a large gap between the best-performing models on

each dataset and the worst-performing models for context-free

models. This is especially true for BPR on LastFM-artists, where

there is a 48.04 gap between the best-performing mean embedder

and the worst-performing fdhe embedder. fdhe and dhe exhibit

similarly poor performance across the four datasets.

5.4 Recommendations for Practitioners

Since the performance of each OOV embedder greatly depends on

the dataset and method, there is no silver bullet method. However,

based on the results of our experiments in Tables 3 and 4, we make

the following recommendations for practitioners aiming to improve

their performance on OOV users/items:

(1) If contextual information (features) is available, try

using m-lsh. Across our experiments, m-lsh generally performs

the best. An advantage of m-lsh over s-lsh is that it results in fewer

collisions (see Table 1). It can also be trivially computed directly on

the GPU and e�ciently implemented through data structures like

PyTorch’s [35] EmbeddingBag.

(2) If no features are available and collisions are not im-

portant, consider using mean. It is extremely cheap to compute

and, based on our experiments, is the best-performing untrained

OOV embedder. However, all IDs will receive the same embedding,

making it particularly problematic for context-free models.

(3) If only users or items have features, OOV embedding

methods can be mixed. For example, in a dataset with user fea-

tures but no item features, m-lsh could be used for users and mean

for items. This approach can also be used in any case where the

user/item ID distributions are signi�cantly di�erent.

6 Related Work

Cold-Start RS Methods. A known issue in recommendation sys-

tems is the cold-start problem [27], which is when low-degree users

and items receive poorer quality recommendations. In this work,

we look speci�cally at the problem of OOV users/items, which

means they occur exactly zero times in the training examples. How-

ever, cold-start methods often focus on the transductive setting

where all the users/items appear at train time (although some may

have very few interactions). Vartak et al. [48] focuses on the case

of OOV items and proposes a meta-learning approach that uses a

classi�er based on user history to adjust model parameters. Wang

et al. [51] extends Model-Agnostic Meta-Learning (MAML) [9] for

improving cold-start recommendation performance. The Aligning

Distillation (ALDI) framework [16] applies knowledge distillation

by treating warm items as teachers and cold items as students. Zhu
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et al. [67] applies a transformation function consisting of a mixture-

of-experts model to transform feature information to collaborative

�ltering representations. DropoutNet [49] uses input dropout dur-

ing RS model training to improve the model’s generalization to

missing features. Lam et al. [24] proposes a probabilistic atpproach

to handling OOV users on MovieLens [14].

Cold-Start Graph Methods. Recommendation systems can be for-

mulated as a link prediction problem on a bipartite graph [32, 55],

where edges represent interactions between users and items. As

such, we also brie�y discuss existing literature focused on improv-

ing cold-start performance on graph-related tasks. These include

both training-based [15, 20, 33, 65] and augmentation-based [13,

39, 55, 62] approaches. However, due to model architecture and

training di�erences, they are not straightforward to apply to RS.

7 Conclusion

In this work, we explored the inductive setting in recommendation

systems, where we focused on �nding the best method to han-

dle previously unseen (OOV) values. We evaluated nine di�erent

OOV embedder methods that are e�cient, model-agnostic, and

guaranteed to maintain transductive performance. To the best of

our knowledge, this is the �rst comprehensive empirical study of

the performance of various OOV methods for recommendation

systems. Our results show that, of the nine methods, the locality-

sensitive-hashing-based methods tend to be the most e�ective in

improving inductive performance. Additionally, we augment and

re-release three inductive datasets to facilitate future study of in-

ductive performance and OOVmethods in recommendation system

problems. Furthermore, we derive a set of four recommendations

for industrial practitioners to improve their inductive recommenda-

tion systems performance and alleviate pain points in dealing with

OOV values. We hope this work encourages both academic and

industrial researchers to further explore the inductive and OOV

settings, considering their immediate practical impact in real-world,

production-scale recommendation systems.
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