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Abstract

Motivated by engineering applications such
as resource allocation in networks and inven-
tory systems, we consider average-reward Re-
inforcement Learning with unbounded state
space and reward function. Recent work
Murthy et al. (2024) studied this problem
in the actor-critic framework and established
finite sample bounds assuming access to a
critic with certain error guarantees. We com-
plement their work by studying Temporal
Difference (TD) learning with linear func-
tion approximation and establishing finite-
time bounds with the optimal sample com-
plexity. These results are obtained using the
following general-purpose theorem for non-
linear Stochastic Approximation (SA).

Suppose that one constructs a Lyapunov
function for a non-linear SA with certain drift
condition. Then, our theorem establishes
finite-time bounds when this SA is driven
by unbounded Markovian noise under suit-
able conditions. It serves as a black box tool
to generalize sample guarantees on SA from
i.i.d. or martingale difference case to poten-
tially unbounded Markovian noise. The gen-
erality and the mild assumptions of the setup
enables broad applicability of our theorem.
We illustrate its power by studying two more
systems: (i) We improve upon the finite-time
bounds of Q-learning in Chen et al. (2024) by
tightening the error bounds and also allowing
for a larger class of behavior policies. (ii) We
establish the first ever finite-time bounds for
distributed stochastic optimization of high-
dimensional smooth strongly convex function
using cyclic block coordinate descent.
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1 INTRODUCTION

Reinforcement Learning (RL) is an important
paradigm in machine learning that provides a pow-
erful framework for learning optimal decision-making
strategies in uncertain environments (Sutton, 2018;
Szepesvári, 2022). Since its inception, it has been em-
ployed in a variety of practical problems such as health
care (Dann et al., 2019), robotics (Kober et al., 2013),
autonomous vehicles (Aradi, 2020), and stochastic net-
works (Liu et al., 2019). This remarkable success has
led to an extensive study of its convergence behavior
both asymptotically (Bertsekas, 1996; Tsitsiklis, 1994;
Sutton, 1988) and in finite-time (Beck and Srikant,
2012; Bhandari et al., 2018; Srikant and Ying, 2019;
Qu and Wierman, 2020; Chandak et al., 2022; Chen
et al., 2024; Zhang and Xie, 2024).

The underlying problem structure in RL is typically
modeled by a Markov Decision Process (MDP) (Put-
erman, 2014) whose transition dynamics are unknown.
Several real-world problems such as inventory man-
agement systems or queueing models of resource al-
location in stochastic networks involve infinite state
spaces, and moreover rewards or costs usually go to
infinity with the state. Despite these challenges, RL
algorithms have shown promising empirical results in
these extreme settings (Liu et al., 2019; Cuartas and
Aguilar, 2023; Wei et al., 2024; Bharti et al., 2020).
In contrast, there is little analytical understanding of
their performance in the unbounded setting. In partic-
ular, their finite time/sample performance is not well
understood. Most of the literature focusing on the
finite-time analysis of RL algorithms either assumes fi-
nite state space for the underlying MDP (Chen et al.,
2024; Khodadadian et al., 2023; Qiu et al., 2021; Chen
et al., 2022) or bounded rewards (Wu et al., 2020; Yang
et al., 2018; Wang et al., 2017). Furthermore, these as-
sumptions are crucial to their analysis, and thus, their
results cannot be easily extended.

One of the widely adopted approaches to find the op-
timal policy is the actor-critic (AC) framework (Barto
et al., 1983). In this method, the actor improves the
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current policy by updating it in a direction that maxi-
mizes the expected long-term rewards, while the critic
evaluates the performance of the policy based on the
data samples from the MDP. A recent prior work that
analytically studied infinite state MDPs in this con-
text is Murthy et al. (2024), where the authors focus
on the actor phase and established finite-time conver-
gence bounds of policy optimization algorithms assum-
ing that the critic evaluates a given policy with certain
error guarantees. In this paper, we complement their
work by providing finite sample guarantees of such a
critic. In particular, we analyze Temporal Difference
(TD) learning, a popular algorithm for policy evalua-
tion in critic, and establish finite-time bounds on the
mean square error.

The main contributions of the paper are as follows.

Performance of TD-Learning in Unbounded
State Space and Rewards: In the policy evaluation
problem, the infiniteness of the state space manifests
itself through unbounded feature vectors and rewards
in the algorithm. We analyze average-reward TD(λ)
with linear function approximation (LFA) under asyn-
chronous updates, a popular algorithm for policy eval-
uation in RL. We establish the first known finite-time
convergence bounds for this setting, and show an opti-
mal O(1/k) convergence rate under appropriate choice
of step sizes. Due to the challenges in the average-
reward setting, to the best of our knowledge, even the
asymptotic convergence has not been formally estab-
lished in the literature. By a careful projection of the
iterates to an appropriate subspace, we also establish
its almost-sure (a.s.) convergence.

Finite-Time Convergence Guarantees for SA
with Unbounded Markov noise: TD learning is
based on using SA to solve the underlying Bellman
equation of the MDP. The aforementioned results on
TD learning is obtained by studying a general class
of non-linear SA corrupted by unbounded Markovian
noise, and establishing the following general-purpose
result.

Informal Theorem. Consider a nonlinear SA, and
suppose that a Lyapunov function satisfying certain
drift condition is constructed in the setting when the
noise is i.i.d. or martingale difference. Then, we
establish finite sample bounds when the same SA is
driven by Markovian noise with unbounded state space
under appropriate assumptions.

In other words, we decouple the challenge of handling
Markovian noise from the issue of analyzing the SA
itself. Our result complements the existing literature
by enabling one to generalize any SA result to the case
of unbounded Markovian noise. Therefore, we believe
that this powerful result is of independent interest due

to its applicability in a wide variety of settings.

Methodological Contribution: The key technique
that enables us to establish these results is the use of
the solution of the Poisson equation to analyze Markov
noise. Recent works control Markov noise by exploit-
ing the geometric mixing properties of Markov chains
(Bhandari et al., 2018; Srikant and Ying, 2019; Qu
and Wierman, 2020; Mou et al., 2021; Xu and Liang,
2021; Khodadadian et al., 2022; Chen et al., 2024).
However, it is unclear if this approach enables one
to analyze unbounded Markovian noise. We instead
adopt the use of Poisson equation, which has been used
to study asymptotic convergence and statistics of SA
(Harold et al., 1997; Benveniste et al., 2012; Borkar
et al., 2024; Lauand and Meyn, 2024; Allmeier and
Gast, 2024). Although this approach has also been re-
cently used to study linear SA under bounded Marko-
vian noise in Kaledin et al. (2020); Haque et al. (2023);
Agrawal et al. (2024), we use it to obtain finite sam-
ple bounds for nonlinear SA under unbounded noise
settings. Compared to the mixing-time approach, this
approach is not only more elegant but also has the
added advantage of giving tighter bounds (in terms
of log factors) and allows for a larger class of Markov
chains (such as periodic chains). The next two contri-
butions focus on exploiting these improvements.

Performance of Q-learning Algorithm: As an il-
lustrative application in the case of finite-state Marko-
vian noise, we consider Q-learning in the discounted
setting. Using our black box, we immediately ob-
tain finite-sample bounds for Q-learning using the Lya-
punov function constructed in Chen et al. (2024). Our
result improves Chen et al. (2024) by (i) shaving off
additional O(log(k)), and O (log (1/1− γ)) factors in
the convergence bounds and (ii) allowing for a larger
class of behavior policies, including those that may not
have geometric mixing or lead to periodic behavior.

Performance of Stochastic Cyclic Block Coordi-
nate Descent: The general setup of our theorem also
allows us to consider settings beyond RL. We study the
stochastic optimization of a high-dimensional smooth
strongly convex function, where one is only allowed
to update a subset of components at each time. This
is commonly done using a variant of stochastic gra-
dient descent called cyclic block coordinate descent
(CBCD). While other versions of block coordinate de-
scent were studied in the literature (Nesterov, 2012;
Diakonikolas and Orecchia, 2018; Lan, 2020), finite
sample bounds of CBCD in the stochastic setting were
not known. We provide a new perspective to handle
the cyclic nature of updates by viewing each block as
the states of a periodic Markov chain. This outlook
in conjunction with our black box immediately gives
optimal O (1/k) convergence rate.



Shaan Ul Haque, Siva Theja Maguluri

We have provided a detailed comparison with the re-
lated literature in Appendix A.

2 PROBLEM SETTING AND MAIN
RESULT

Consider a non-linear operator F̄ : Rd → Rd. Our
objective is to find the solution x∗ to the following
equation:

F̄ (x) = EY∼µ[F (x, Y )] = 0, (1)

where Y represents random noise sampled from a
Markov chain with a unique stationary distribution
µ, and F is a general non-linear operator. The state
space of the Markov chain is denoted by Y.

Suppose F̄ (·) is known, then Eq. (1) can be solved
using the simple fixed-point iteration xk+1 = F̄ (xk).
The convergence of this iteration is guaranteed if one
can construct a potential function—also known as Lya-
punov function in stochastic approximation theory—
that strictly decreases over time. However, when the
distribution µ is unknown, and thus F̄ (x) is unknown,
we consider solving Eq. (1) using the stochastic ap-
proximation iteration proposed as follows.

Let {Yk}k≥0 be a Markov process with stationary dis-
tribution µ. Then, the algorithm iteratively updates
the estimate xk by:

xk+1 = ΠX (xk + αk(F (xk, Yk) +Mk)) , (2)

where {αk}k≥0 is a sequence of step-sizes, {Mk}k≥0

is a random process representing the additive external
noise, and ΠX (·) is ℓ2-norm projection of the iterates
to set X . The projection on the set X is included for
generality, where X can be either a compact set or the
entire space Rd, depending on the context. We em-
phasize the importance of projection operator ΠX to
get meaningful mean square bounds here. In a recent
study Borkar et al. (2024), the authors constructed an
SA with unbounded noise that operates without any
projection step. It is shown that such an algorithm
will converge to the stationary point a.s., however, the
mean square error diverges (Proposition 4, Section 3.3,
(Borkar et al., 2024)). Thus, projecting the iterates to
a bounded set is not a proof artifact, but rather a
technical necessity.

We begin by outlining the set of assumptions for Algo-
rithm 2. These assumptions are motivated by practi-
cal applications of SA algorithms, such as those in RL
and optimization algorithms, which will be studied in
Sections 3 and 4. Let ∥ · ∥c be an arbitrary norm in
Rd.
Assumption 2.1. There exist functions
A1(y), B1(y) : Y → [0,∞) such that for all x ∈ X and

y ∈ Y the operator F satisfies the following:

∥F (x, y)∥c ≤ A1(y)∥x− x∗∥c +B1(y).

Remark. Prior works such as Srikant and Ying (2019);
Mou et al. (2021); Chen et al. (2024) assumed that
the state space of the Markov chain is bounded, thus
could replace the functions A1(y) and B1(y) by their
upper bounds. However, in contrast, we consider the
case of unbounded state space where these functions
can possibly be unbounded as well.

Next, we state the assumptions about the Markov
process. Let P : Y × Y → [0, 1] be the transition
kernel, and let us denote the one-step expectation of
any measurable function G conditioned on z ∈ Y as
Ez[G(Y1)] =

∫
Y G(y)P (z, dy). Note that if Y is count-

able, then Ez[G(Y1)] =
∑
j∈Y G(j)P (j|z).

Assumption 2.2. We assume the following proper-
ties on the Markov process:

(a) The Markov process has a unique stationary dis-
tribution denoted by µ. Moreover, EY∼µ[F (x, Y )]
exists for all x ∈ Rd and is denoted by F̄ (x).

(b) There exists a function Vx(z) for all z ∈ Y and
x ∈ Rd which satisfies the Poisson equation:

Vx(z) = F (x, z) + Ez[Vx(Y1)]− F̄ (x). (3)

(c) There exist functions A2(y), B2(y) : Y → [0,∞)
such that for all x1, x2 ∈ X and y ∈ Y, the solution
Vx satisfies the following:

∥Vx2
(y)− Vx1

(y)∥c ≤ A2(y)∥x2 − x1∥c,
∥Vx∗(y)∥c ≤ B2(y).

(4)

(d) Let {Yk}k≥0 be a sample path starting with an
arbitrary initial state Y0 = y0, then for all k ≥ 0
we have the following:

(1) Starting from any initial state y0, second mo-
ment of the functions A1(·), A2(·), B1(·), and
B2(·) are finite and given as follows:

max{Ey0 [A2
1(Yk)], 1} = Â2

1(y0),

max{Ey0 [A2
2(Yk)], 1} = Â2

2(y0),

Ey0 [B2
1(Yk)] = B̂2

1(y0), Ey0 [B2
2(Yk)] = B̂2

2(y0),

where Ey0 [·] = E[·|Y0 = y0].

(2) If the state space is bounded then we denote
the upper bound on these functions as follows:

max{|max
y∈Y

A1(y)|, 1} = A1,

max{|max
y∈Y

A2(y)|, 1} = A2,

|max
y∈Y

B1(y)| = B1, |max
y∈Y

B2(y)| = B2.
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Remark. This set of assumptions is inspired by the
asymptotic analysis of SA in Benveniste et al. (2012).
Implicit in them is the fact that the Markov process
exhibits a certain degree of stability. It is important
to note that these assumptions are always satisfied for
bounded state space Markov chains under fairly gen-
eral conditions. Additionally, they also hold in many
scenarios of practical interest when the state space Y
is unbounded, as will be demonstrated in Section 3.

Remark. There is a parallel line of research that stud-
ies the a.s. convergence of SA under even more general
setting where the Poisson’s equation may not have a
solution Yu (2012, 2017, 2018); Liu et al. (2025). This
line of work relies on the ergodic theorem for Markov
chains to get a handle on the noise, and focuses on
asymptotic convergence. For a comprehensive discus-
sion, see detailed literature survey in Appendix A.

Let {Fk} be a set of increasing families of σ-fields,
where Fk = σ{x0, Y0,M0, . . . , xk−1, Yk−1,Mk−1, Yk}.
Assumption 2.3. Let A3, B3 ≥ 0. Then, pro-
cess {Mk}k≥0 satisfies the following conditions: (a)
E[Mk|Fk] = 0 for all k ≥ 0, (b) ∥Mk∥c ≤ A3∥xk −
x∗∥c +B3.

Remark. Assumption 2.3 implies that {Mk}k≥0 forms
a martingale difference sequence with respect to the
filtration Fk, and its growth is at most linear with
respect to the iterate xk.

Let ∥ · ∥s be a norm in Rd. To study the convergence
behavior of Eq. 1, we assume the existence of a smooth
Lyapunov function with respect to ∥ · ∥s that has neg-
ative drift with respect to the iterates xk. More con-
cretely, the Lyapunov function satisfies the following
assumption.

Assumption 2.4. Given a Lyapunov function Φ(x),
there exists constants η, Ls, l, u > 0, such that we have

⟨∇Φ(x− x∗), F̄ (x)⟩ ≤ −ηΦ(x− x∗), (5)

Φ(y) ≤ Φ(x) + ⟨∇Φ(x), y − x⟩+ Ls
2
∥x− y∥2s, (6)

lΦ(x) ≤ ∥x∥2c ≤ uΦ(x), (7)

Φ(ΠX (x)− x∗) ≤ Φ(x− x∗), (8)

where Eq. (5) is the negative drift condition, Eq. (6)
is smoothness with respect to ∥ · ∥s, Eq. (7) is equiv-
alence relation with the norm ∥ · ∥c, and Eq. (8) is
nonexpansivity of the Lyapunov function Φ(x). Note
that we allow ∥ · ∥c and ∥ · ∥s to be two different norms
for generality. Often, one can fine-tune the s-norm to
get tighter bounds.

Assumption 2.5. Finally, we assume that the step-
size sequence is of the following form:

αk =
α

(k +K)ξ
,

where α > 0, K ≥ 2, and ξ ∈ [0, 1].

2.1 Unbounded State Space

We will now present finite bounds for the two most
popular choices of step size, which are common in prac-
tice. Let X denote an ℓ2-ball of sufficiently large radius
chosen such that x∗ ∈ X . Then, the resulting mean-
squared error is as follows.

Theorem 2.1. Suppose that we run the Markov chain
with initial state y0. When the state space Y is un-
bounded and the set X is an ℓ2-ball, then under the As-
sumptions 2.1-2.5, {xk}k≥0 in the iterations (1) sat-
isfy the following:

(a) When αk ≡ α ≤ 1, then for all k ≥ 0:

E[∥xk+1 − x∗∥2c ] ≤ φ0 exp (−ηαk) + 3φ1Ĉ(y0)α

+
6φ1Ĉ(y0)α

η
.

(b) When ξ = 1, α > 1
η and K ≥ max{α, 2}, then for

all k ≥ 0:

E[∥xk+1 − x∗∥2c ] ≤ φ0

(
K

k +K

)ηα
+
φ1Ĉ(y0)α

k +K

+
4(6 + 4η)φ1Ĉ(y0)eα

2

(ηα− 1) (k +K)
.

The rate of convergence under other choices of step-
size and the constants {φi}i and Ĉ(y0) are defined in
Appendix C.

Remark. In part (a), the error never converges to 0 due
to noise variance, however, the expected error of the
iterates converges to a ball around x∗ at an exponen-
tial rate. In part (b), using a decreasing step size with
appropriately chosen α, we obtain the O (1/k) conver-
gence rate, which leads to the sample complexity of
O
(
1/ϵ2

)
to achieve E[∥xk+1 − x∗∥c] ≤ ϵ.

Remark. Note that ΠX (x) = argminx′∈X ∥x − x′∥2.
Thus, from a computational standpoint, this only in-
volves rescaling the iterates, as the projection operator

ΠX (x) reduces to ∥x∥2

radius(X )x if ∥x∥2 ≥ radius(X ) and

is x otherwise.

We introduce the projection onto the ball X for ana-
lytical tractability 1. The interplay of the unbounded
state space Y and the iterate space Rd makes the anal-
ysis significantly challenging. Prior works assume that
the set Y is bounded and thus do not need projec-
tion. In contexts like queueing systems, truncating

1One way to bypass projection is if one can show by
other means that the iterates remain bounded, such as in
discounted bounded rewards settings (Chapter 1, (Bert-
sekas et al., 2011))
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the state space would change the stationary distribu-
tion, thereby altering the optimal policy. However,
projecting the iterates is a more realistic solution in
such cases, as it does not change the solution provided
that the projecting set is taken to be large enough.
Nonetheless, it is worth noting that even after projec-
tion, handling the noise is substantially challenging,
and no previous work handles this.

2.2 Bounded State Space

Now we state the sample complexity when Y is
bounded and X ≡ Rd which implies no projection is
required.

Theorem 2.2. When the state space Y is bounded and
the set X ≡ Rd, then under the Assumptions 2.1-2.5,
{xk}k≥0 in the iterations (1) satisfy the following:

(a) When αk ≡ α ≤ min
{
1, η

A(5+2η)ϱ1

}
, then for all

k ≥ 0:

E[∥xk+1 − x∗∥2c ] ≤ ϱ0 exp

(
−ηαk

2

)
+ 18Bϱ1α

+
40Bϱ1α

η
.

(b) When ξ = 1, α > 2
η and K ≥ max{Aα(5α +

8)ϱ1, 2}, then for all k ≥ 0:

E[∥xk+1 − x∗∥2c ] ≤ ϱ0

(
K

k +K

) ηα
2

+
2Bϱ1α

k +K

+
8B(5 + 4η)ϱ1eα

2(
ηα
2 − 1

)
(k +K)

.

Please refer to Appendix C for error bounds under
other choices of step-sizes and the constants {ϱi}i, A,
and B.

Remark. Compared to the existing literature with fi-
nite state Markov chains, such as Chen et al. (2024),
we do not need any mixing property of the Markov
chain to establish the bounds. We instead assume
that the solution to the Poisson equation exists, which
is true in finite state Markov chains even when there
is no mixing (such as under periodic behavior). This
also has an additional benefit of eliminating the poly-
logarithmic factors from the bounds.

3 APPLICATION IN
REINFORCEMENT LEARNING:
POLICY EVALUATION

In this section, we consider the infinite-horizon
average-reward MDP which is specified by the tuple

(S,A,R, P ). Here, S is the state space which may
be countably infinite, A is the finite action space,
R : S × A → R is the reward function, and P :
S×S×A → [0, 1] is the transition kernel. At each time
step k = 0, 1, 2, . . . , the agent in state Sk ∈ S selects
an action Ak ∈ A sampled from a policy π(·|Sk), re-
ceives a reward R(Sk, Ak), and transitions to the next
state Sk+1 sampled from P (·|Sk, Ak).

Consider the problem of evaluating the perfor-
mance of a policy π from data generated by ap-
plying π to the MDP. Let us denote Pπ(s

′|s) =∑
a∈S P (s

′|s, a)π(a|s) as the transition probabilities,
and Rπ(s) =

∑
a∈A R(s, a)π(a|s) as the average re-

ward for each state. For clarity, we will drop the sub-
script π from the notation wherever it is evident. We
assume that the policy π has the following property:

Assumption 3.1. The Markov chain generated by
policy π is irreducible, aperiodic and has a unique sta-
tionary distribution given by µ. Furthermore, the re-
wards have a finite fourth moment under µ.

Eµ[R4(Sk, Ak)] = r̂2 <∞,

where Eµ[·] denotes the stationary expectation. Let
r̄ =

∑
s∈S µ(s)Rπ(s). Then, Assumption 3.1 is suffi-

cient for the existence of a differential value function
V ∗ : S → R that satisfies the Bellman/Poisson equa-
tion BπV ∗ = V ∗ (Derman and Veinott, 1967). Here B
is defined as:

BπV (s) = Rπ(s) +
∑
s′∈S

P (s′|s)V (s′)− r̄, ∀s ∈ S.

It should be noted that the average-reward Bellman
equation has a unique solution only up to the addi-
tive constant. Thus, if there exists a c ∈ R such that
V ′(s) = V ∗(s) + c, for all s ∈ S, then V ′ is also a
solution to the Bellman equation.

Since the state space is infinite, directly estimating V ∗

from data samples is intractable. Hence, we will use
linear function approximation (LFA) to approximate
V ∗. Denote ψ(s) = (ψ1(s), ψ2(s), . . . , ψd(s))

T ∈ Rd
as the feature vector for state s. Consider an arbi-
trary indexing of the state space S = {s1, s2, s3, . . . }
such that P (si+1|si) > 0 for all i ≥ 1. For notational
ease, we will concatenate the feature vectors ψ(si) into
a feature matrix Ψ which has d columns and infinite
rows such that the i-th row of Ψ corresponds to si.
Let Λ be a diagonal matrix (infinite dimensional) with
diagonal entries as µ(s). Then, we have the following
assumption on Ψ.

Assumption 3.2. (a) The columns of matrix Ψ are
linearly independent. More explicitly,

d∑
j=1

ajψj(s) = 0, ∀s ∈ S =⇒ aj = 0, 1 ≤ j ≤ d.
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(b) The columns ψj of Ψ satisfy:

∥ψj∥2Λ :=
∞∑
i=1

µ(si)ψ
2
j (si) ≤ ψ̂2 <∞, 1 ≤ j ≤ d.

Remark. The assumption of linear independence holds
without loss of generality. If any columns of the ma-
trix are linearly dependent, they can be removed with-
out affecting the approximation accuracy. Part (b)
states that the µ-weighted ℓ2 norm of columns of Ψ are
bounded. Note that due to Assumption 3.1, µ(s) > 0
for all s ∈ S, hence ∥ · ∥Λ is a valid norm.

Assumption 3.3. For any initial state s0 ∈ S and
m ≥ 0, there exist functions f1, f2, f3 : S → [0,∞)
and a constant ρ ∈ (0, 1) satisfying the following:

|Es0 [R(Sk, Ak)]− r̄| ≤ ρkf1(s0),

∥Es0 [ψ(Sk)]− Eµ[ψ(Sk)]∥2 ≤ ρkf1(s0),

∥Es0 [ψ(Sk)ψ(Sk+m)T ]− Eµ[ψ(Sk)ψ(Sk+m)T ]∥2
≤ ρkf1(s0),

∥Es0 [ψ(Sk)R(Sk+m, Ak+m)]− Eµ[ψ(Sk)Rπ(Sk+m)]∥2
≤ ρkf1(s0),

where for all k ≥ 0, f1(·) satisfies: Es0 [f41 (Sk)] ≤
f2(s0). Furthermore, for all k ≥ 0, we have

Es0 [∥ψ(Sk)∥42] ≤ f3(s0); Es0 [R4(Sk, Ak)] ≤ f3(s0).

Remark. Note that these assumptions are always true
for finite state space. For infinite-state space, they
quantify the stability of the Markov chain. Overall,
while these assumptions are technical, they are fairly
mild in many practical applications of interest. For
example, in stable queueing systems with downward
drift, the stationary distribution is light-tailed and
decreases geometrically fast with queue length which
forms the state space of the Markov chain. Moreover,
one can show rapid convergence of Pm(·|s0) → µ for
these Markov chains (Stamoulis and Tsitsiklis, 1990;
Meyn and Tweedie, 1994; Lund and Tweedie, 1996).
Thus, for rewards and feature vectors with polynomial
growth with the queue length, these assumptions are
readily satisfied.

Remark. Although, these assumptions imply certain
level of mixing in the Markov chain, it remains unclear
if one can use the techniques in the existing literature
for this setting. This is because these works use the
finiteness of the noise to control the growth rate of the
iterate by picking small enough step-size. However,
this is not possible in the case of unbounded space
since the noise can be arbitrarily large.

3.1 Average-Reward TD(λ)

We now define a modified version of the Bell-
man operator which is essential for understanding

TD(λ). For any λ ∈ [0, 1), define B(λ)
π (V ) = (1 −

λ) (
∑∞
m=0 λ

mBmπ (V )), where Bmπ (·) is the m-step Bell-

man operator. It is easy to verify that B(λ)
π and Bπ

have the same set of fixed points. Since we are restrict-
ing our search for the value function in the subspace
spanned by Ψ, we instead solve the corresponding pro-
jected Bellman equation:

Ψθ = ΠΛ,Ψ

(
B(λ)
π Ψθ

)
, (9)

where θ ∈ Rd is the parameter variable and ΠD,Ψ =
Ψ(ΨTΛΨ)−1ΨTΛ ((ΨTΛΨ)−1 is a d× d matrix which
well defined due to Assumption 3.2) is the projection
operator onto the column space of Ψ with respect to
∥ · ∥Λ. Let EΨ be a subspace defined as follows:

EΨ = span{θ|ψ(si)T θ = 1, ∀i}

=

{
{cθe|c ∈ R}, if ∃θe ∈ Rd and ψ(si)

T θe = 1, ∀i
{0}, otherwise

Observe that if EΨ ̸= {0}, then Eq. 9 has infinitely
many solutions of the form {θ∗ + cθe|c ∈ R}, where
θ∗ is the solution in the orthogonal complement of EΨ

denoted by E⊥
Ψ . As shown in Part (b) of Proposition

E.1, this solution is unique in the subspace E⊥
Ψ . Let

Π2,E⊥
Ψ
(θ) = θ − ⟨θ, θe⟩/(∥θe∥22)θe, which is the pro-

jection operator onto the subspace E⊥
Ψ

2 and X be an
ℓ2-ball in Rd+1 such that [r̄, θ∗T ]T ∈ X . Then, we have
Algorithm 1 to estimate r̄ and θ∗.

Algorithm 1: Average-reward TD(λ) with LFA

Input : λ ∈ [0, 1), cα > 0, basis functions
{ψi}di=1, step-size sequence {αk}k≥0.

Initialize z−1 = 0, r̄0 ∈ R and θ0 ∈ E⊥
Ψ arbitrarily.

for k = 0, 1, . . . do
Observe (Sk,R(Sk, Ak), Sk+1)
δk = R(Sk, Ak)− r̄k +ψ(Sk+1)

T θk −ψ(Sk)
T θk

zk = λzk−1 + ψ(Sk)
r̃k+1 = r̄k + cααk(R(Sk, Ak)− r̄k)
θ̃k+1 = θk + αkδkΠ2,E⊥

Ψ
zk

[r̄k+1, θ
T
k+1] = ΠX ([r̃k+1, θ̃

T
k+1])

end

The algorithm is essentially equivalent to TD(λ) for
average-reward setting, however one difference lies in
the update of the parameter θk. Specifically, we
project the eligibility trace vector zk onto E⊥

Ψ which
restricts the iterates {θk}k≥0 to the subspace E

⊥
Ψ . This

ensures that the convergent point of the algorithm
unique. Finally, we use projection onto X to control
the growth of the concatenated vector [r̄k+1, θ

T
k+1].

2This should not be confused with ΠX (·) which is pro-
jection onto the compact set X .
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3.1.1 Properties of TD(λ) algorithm

To transform Algorithm 1 in the form of iteration (2),
we construct a process Yk = (Sk, Ak, Sk+1, zk) tak-
ing values in the space Y := S × A × S × Rd. It
is easy to verify that Yk forms a Markov process in
the continuous unbounded state space3. Let us define
xk := [r̄k, θ

T
k ]
T , then the iterations can be compactly

written as:

xk+1 = ΠX (xk + αkF (xk, Yk)) , (10)

where F (xk, Yk) = T (Yk)xk + b(Yk) and

T (Yk) =

[
−cα 0

−Π2,E⊥
Ψ
zk Π2,E⊥

Ψ
zk
(
ψ(Sk+1)

T − ψ(Sk)
T
)] ;

b(Yk) =

[
cαR(Sk, Ak)

Π2,E⊥
Ψ
R(Sk, Ak)zk

]
.

To consider the stationary behavior of Yk, let
{S̃k, Ak}k≥0 denote the stationary process. Then,

z̃k :=
∑k
ℓ=−∞ λk−ℓψ(S̃ℓ) and Ỹk = (S̃k, Ak, S̃k+1, z̃k)

are the stationary analogs of zk and Yk, respectively.
Let the stationary expectation of the matrices T (Ỹk)
and b(Ỹk) be denoted by T̄ and b̄. Then, we have the
following lemma for T̄ and b̄ whose proof is given in
Appendix E.1.

Lemma 3.1. Under Assumption 3.1 and 3.2, the sta-
tionary expectations T̄ and b̄ are finite and given by

T̄ =

[
−cα 0

1
(λ−1)Π2,E⊥

Ψ
ΨTµ Π2,E⊥

Ψ
(ΨTΛP (λ)Ψ−ΨTΛΨ)

]
b̄ =

[
cαr̄

Π2,E⊥
Ψ
ΨTΛR(λ)

]
,

where P (λ) = (1−λ)
∑∞
m=0 λ

mPm+1 and R(λ) = (1−
λ)
∑∞
m=0 λ

m
∑m
l=0 P

lRπ.

Using Lemma 3.1 and Assumptions 3.1-3.3 one can
verify with some algebra that TD(λ) satisfies all the
Assumptions 2.1-2.2. We present the proof of this in
Appendix E.2.

3.1.2 Finite Sample Bounds for TD(λ)

We pick Φ(xk−x∗) = (r̄k− r̄)2+∥θk−θ∗∥22 as our Lya-
punov function. A key insight in Zhang et al. (2021)
that established the negative drift was the observa-
tion that for any function in the set {V |

∑
s∈S V (s) =

0,
∑
s∈S V

2(s) = 1}, there exists a ∆ > 0 such that

V TΛV − V TΛP (λ)V ≥ ∆.

3We would like to highlight the distinction between in-
finite and unbounded state space here. In the analysis of
TD(λ) for finite MDPs, the process Yk also has infinite
state space, but it is bounded.

However, in general, such an inequality is not true for
infinite state space, as explained in Appendix E.5.

To establish a similar drift condition in our setting, we
leverage the fact that the matrix Ψ has a finite num-
ber of linearly independent columns. This effectively
restricts the value function to a finite-dimensional sub-
space, allowing us to prove the following lemma. For
proof, please refer to Appendix E.3.

Lemma 3.2. Under Assumption 3.1 and 3.2, we have

∆ := min
θ∈E⊥

Ψ

∥θ∥2=1

θTΠ2,E⊥
Ψ

(
ΨTΛΨ−ΨTΛP (λ)Ψ

)
θ > 0.

Furthermore, when cα ≥ ∆+
√

d2ψ̂4

∆2(1−λ)4 − dψ̂2

(1−λ)2 , we

have −xT T̄ x ≥ ∆
2 ∥x∥

2
2 for all x ∈ R× E⊥

Ψ .

Since Φ(x) is ℓ2-norm squared and has a negative drift,
Assumption 2.4 is also verified. With all the assump-
tions now satisfied, we can apply Theorem 2.1 to get
the following sample complexity for TD(λ).

Theorem 3.1. Consider the iterates {θk, r̄k}k≥0 gen-
erated by Algorithm 1 under Assumption 3.1-3.3 and
cα be chosen as in Lemma 3.2. When ξ = 1, α > 1

∆
and K ≥ max{α, 2}, then for all k ≥ 0:

E[(r̄k − r̄)2 + ∥θk − θ∗∥22] ≤ φV,0

(
K

k +K

)∆α
2

+
ĈV (s0, s1)α

k +K
+

4(6 + 2∆)ĈV (s0, s1)eα
2(

∆α
2 − 1

)
(k +K)

.

Refer to Appendix E.4 for rate of convergence for con-
stant step-size and the constants φV,0 and ĈV (s0, s1).

Remark. It is evident from the above bound that
to find a pair (r, θ) such that E[|r − r̄|] ≤ ϵ and
E[∥θ − θ∗∥] ≤ ϵ, one needs at most O

(
1/ϵ2

)
number

of samples.

Remarkably, one can show the a.s. convergence of Al-
gorithm 1 even without using ΠX (·) in the final step.
Recall that due to the projection of the iterates on E⊥

Ψ ,
the fixed point θ∗ is unique. Thus, with an additional
assumption on Markov chain, we can apply the general
result on SA from Benveniste et al. (2012) (Theorem
17, Page 239) to show a.s. convergence.

Theorem 3.2. Suppose that in addition to Assump-
tions 3.1-3.3, we have Es0 [f

q
1 (Sk)] ≤ fq1 (s0) for all

q > 0. Then, the Algorithm 1 a.s. converges to (r̄, θ∗).

Remark. Previous works showed a.s. convergence
when EΨ = {0} since the limit point is unique in this
case. However, by utilizing the uniqueness of solution
in E⊥

Ψ and the ease of projection in such a space, we
eliminate any such assumptions on Ψ. As highlighted
before, one does not need the final projection onto the
bounded set for asymptotic convergence.
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3.2 Q-learning for Discounted-Reward
Setting in Finite State Space

As discussed in Section 2.2, our bounds are applicable
for finite state Markov chains which do not mix and
hence removing the requirement on the behavior policy
to induce an aperiodic chain. Due to this flexibility,
often one can design more effective behavior policies
from a wider class of distributions to balance the trade-
off between exploration and exploitation. Due to space
constraints, we present the details in Appendix B.

4 APPLICATION IN
OPTIMIZATION: CYCLIC
BLOCK COORDINATE
DESCENT

Consider an optimization problem minx∈Rd f(x) where
the objective function f(x) is µ-strongly convex and L-
smooth. Denote x∗ as the unique minimizer of f(x).
We assume that any vector x can be partitioned into
p blocks as follows:

x = (x(1), x(2), . . . , x(p)),

where x(i) ∈ Rdi with di ≥ 1 for all 1 ≤ i ≤ p and
satisfying

∑p
i=1 di = d. Furthermore, ∇if(x) denotes

the partial derivatives with respect to the i-th block.
Suppose that we have access to the partial gradients
only through a noisy oracle which for any x ∈ Rd and
block i returns ∇if(x) + w. Here w represents the
noise with appropriate dimension which satisfies the
following assumption.

Assumption 4.1. Let Fk be the σ-field generated by
{xi, wi}0≤i≤k−1 ∪ {xk}. Then, there exists constants
C1, C2 ≥ 0 such that for all k ≥ 0: (a) E[wk|Fk] = 0,
(b) ∥wk∥2 ≤ C1∥xk − x∗∥2 + C2.

Assumption 4.1 is a standard assumption in optimiza-
tion and basically implies that wk is a martingale dif-
ference sequence with respect to Fk and grows linearly
with the iterates. Then, we have the following stochas-
tic iterative algorithm to estimate x∗:

Algorithm 2: Stochastic Cyclic Block Coordinate
Descent (SCBCD)

Initialize x0 ∈ Rd, and step-size {αk}k≥0.
for k = 0, 1, . . . do

Set i(k) = k mod p+ 1
xk+1(j) ={

xk(j) + αk(−∇jf(xk) + wk), if j = i(k)

xk(j), otherwise

end

Without loss of generality, we assume that at k = 0
we update the first block. At each time step k, we
cyclically update a block, where the block index i(k) is
determined through the modulo function. The oracle
provides a noise gradient −∇jf(xk)+wk and the block
corresponding to i(k) gets updated while the rest of the
blocks remain unchanged.

4.1 Properties of SCBCD

To fit Algorithm 2 in the framework of (2), we will
set up some notation. Define the matrices Ui ∈
Rd×di , 1 ≤ i ≤ p which satisfy,

(U1, U2, . . . , Up) = Id.

Note that x(i) = UTi x for any vector x ∈ Rd and
similarly the partial derivatives with respect to the
i-th block can be written as ∇if(xk) = UTi ∇f(xk).
Thus, we rewrite the update equation as follows:

xk+1 = xk + αk(−Ui(k)∇i(k)f(xk) + Ui(k)wk)

= xk + αk(F (xk, i(k)) +Mk) (11)

where F (xk, i(k)) = −Ui(k)∇i(k)f(xk) and Mk =
Ui(k)wk. Observe that MU = {i(k)}k≥0 can be viewed
as a periodic Markov chain defined on the state space
S = {1, 2, . . . , p} with transition probabilities given
as P (i mod p + 1|i) = 1, ∀i ∈ S. Furthermore,
it is easy to verify that µ(i) = 1

p , ∀i ∈ S is the
unique stationary distribution for this Markov chain.
This implies Ei∼µ [Ui∇if(x)] =

1
p∇f(x). Thus, solv-

ing for ∇f(x) = 0 is equivalent to finding the root of
Ei∼µ [Ui∇if(x)] = 0. It is now easy to verify from Eq.
(11) that all the Assumptions 2.1-2.2 are satisfied. For
completeness, we provide the proof for the verification
in Appendix F.1.

4.2 Finite Sample Bounds for SCBCD

We choose Φ(x − x∗) = 1
2∥x − x∗∥22 as our Lyapunov

function. This immediately implies the properties of
Φ(x − x∗) in Assumption 2.4. In addition, η = µ

p
and Ls = 1 by smoothness and strong convexity of
f(x). We apply Theorem 2.2 to SCBCD to obtain the
following finite-time sample complexity.

Theorem 4.1. Consider the iterates {xk}k≥0 gener-
ated by Algorithm 2 under Assumption 4.1.

(a) When αk ≡ α ≤ min
{
1, µ

AG(5p+2µ)ϱG,1

}
, then for

all k ≥ 0:

E[∥xk+1 − x∗∥22] ≤ ϱG,0 exp

(
−µαk
2p

)
+ 18BGϱG,1α

+
40pBGϱG,1α

µ
.
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(b) When ξ = 1, α > 2p
µ and K ≥ max{AGα(5α +

8)ϱG,1, 2}, then for all k ≥ 0:

E[∥xk+1 − x∗∥22] ≤ ϱG,0

(
K

k +K

)µα
p

+
2BGϱG,1α

k +K

+
16BG (5p+ 4µ) ϱG,1eα

2

(µα− 2p)(k +K)
.

For the constants {ϱG,i}i AG, and BG refer to Ap-
pendix F.2.

Remark. In the noisy case, we obtain the O (1/k) rate
of convergence similar to the randomized BCD in Lan
(2020). Moreover, setting BG = 0 in the noiseless
case, one obtains a geometric rate of convergence with
a sample complexity of O

(
(p2L3/µ2) log (1/ϵ)

)
. In the

most general setting, our bound is optimal with re-
spect to p as shown in Sun and Ye (2021). However,
we remark that the dependence on the condition num-
ber Lµ is sub-optimal due to universal framework of our
theorem. Nevertheless, one can improve upon the con-
stants by using f(x)−f(x∗) as the Lyapunov function
and refining our analysis with the additional structure.

Some interesting future directions are extending our
analysis to non-smooth functions, analyzing SCBCD
with block dependent step-size, and reducing p depen-
dence in specialized cases.
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Supplementary Materials

A DETAILED LITERATURE SURVEY

Reinforcement Learning: RL has been extensively studied in the literature, starting with asymptotic con-
vergence which was established in Tsitsiklis (1994); Tsitsiklis and Van Roy (1997); Bertsekas (1996). Off late,
there has been a growing interest in obtaining finite sample complexity of these algorithms as established in Beck
and Srikant (2012); Bhandari et al. (2018); Srikant and Ying (2019); Qu and Wierman (2020); Li et al. (2020);
Pananjady and Wainwright (2020); Chen et al. (2024); Zhang and Xie (2024). AC algorithms were initially
proposed and studied in Barto et al. (1983); Konda and Tsitsiklis (1999) with their finite time performance
analyzed in Kumar et al. (2023); Qiu et al. (2021); Wang et al. (2019); Chen et al. (2022). However, these finite
time studies are primarily focused on finite state space settings. Some notable exceptions include recent works
such as Shah et al. (2020); Murthy et al. (2024). In Shah et al. (2020), the authors focus on designing RL policies
that ensure stable behavior in queueing systems without emphasizing optimality. On the other hand, Murthy
et al. (2024) establishes finite time bounds for policy optimization using natural policy gradient in infinite state
settings under an oracular critic having guaranteed error margins. We focus on constructing such a critic based
on TD learning and characterizing its performance.

TD Learning: TD Learning is one of the most common algorithms for the critic phase, i.e., policy evaluation,
and has been extensively studied both in discounted and average reward settings. The asymptotic behavior of TD
learning in these regimes was characterized in Tsitsiklis and Van Roy (1997, 1999). Finite-sample complexity
of TD has been established in Bhandari et al. (2018); Srikant and Ying (2019); Pananjady and Wainwright
(2020) in the discounted reward setting and in Zhang et al. (2021) in the average-reward setting. However, most
of the prior work on finite-sample guarantees considers only finite state MDPs. Motivated by applications in
engineering systems, we study infinite state MDPs in the average reward setting, and establish finite sample
guarantees.

Asymptotic Analysis of Stochastic Approximation: SA was first proposed by Robbins and Monro (1951)
as a family of iterative algorithms to find the roots of an operator and has been extensively studied since then.
Asymptotic convergence of SA was studied in Borkar (2008); Benveniste et al. (2012); Kushner and Yin (1997).
More recent work including Borkar et al. (2024); Lauand and Meyn (2024); Allmeier and Gast (2024) studies
SA with unbounded Markovian noise using the Poisson’s equation, as we do in this paper. However, their focus

is on establishing a central limit theorem, i.e., an asymptotic result of the form (xk − x∗)/
√
αk

d→ N (0,Σ), for
appropriate choice of Σ. In contrast, the focus of our work is on establishing a finite-time bound. Another line
of work, inspired by off-policy algorithms in RL studies the asymptotic convergence of SA under more general
setup where the solution to Poisson’s equation may not exist. This approach, as seen in works by Yu (2012, 2017,
2018); Liu et al. (2025) only assumes the ergodic theorem for Markov chains, which is arguably the most general
framework for controlling the noise in the algorithm (Kushner and Yin, 1997). Note that even when one has a
finite-state MDP, off-policy RL algorithms such as Least Squares TD, Emphatic TD, and Gradient TD(λ) lead to
SA with unbounded Markovian noise due to the product of importance sampling ratios. In some cases, such noise
can even have infinite variance (Glynn and Iglehart, 1989). While we make a more restrictive assumption on the
existence and moments of the solution of the Poisson’s equation, we obtain finite-time mean-square bounds.

Finite Time Bounds for Stochastic Approximation: Finite time analysis has gained significant attraction
in recent works such as Chen et al. (2020); Srikant and Ying (2019); Chen et al. (2024); Mou et al. (2021).
In particular, these works demonstrate that finite-time bounds on general SA algorithms immediately imply
performance guarantees of a large class of RL algorithms including V-Trace, Q-learning, n-step TD, etc. We
contribute to this line of work by providing a general-purpose theorem for SA with unbounded Markovian noise
which furnishes finite-sample bounds on various RL algorithms for infinite state MDPs, and we illustrate such
use in the context of TD learning.
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Poisson Equation for Markov Chains: Recent works on finite sample bounds of SA such as Bhandari et al.
(2018); Srikant and Ying (2019); Mou et al. (2021); Qu and Wierman (2020); Xu and Liang (2021); Chen et al.
(2024) have exploited geometric mixing of the underlying Markov chain. It is unclear if this approach generalizes
to the case of unbounded setting. In this paper, we adopt the use of Poisson equation to analyze Markov noise
which has been extensively used for this purpose in classical work on asymptotic convergence of SA, such as
Benveniste et al. (2012); Harold et al. (1997), and also in other domains such as queueing theory in Grosof et al.
(2023); Falin and Falin (1999). More recently, while this approach has recently been used to study linear SA in
Chandak et al. (2022); Kaledin et al. (2020); Agrawal et al. (2024); Haque et al. (2023), their analysis is restricted
to finite state space.

Block Coordinate Descent: Block coordinate descent (BCD) methods have been widely explored due to
their effectiveness in large-scale distributed optimization (Fercoq and Richtárik, 2015; Richtárik and Takáč,
2016) for machine learning, such as in L1-regularized least squares (LASSO) (Fu, 1998; Sardy et al., 2000) and
support vector machines (SVMs) (Joachims, 1998; Chang and Lin, 2011; Chou et al., 2020). While a substantial
number of studies have investigated the Randomized and Greedy variants of BCD (Nesterov, 2012; Nutini et al.,
2015; Nesterov and Stich, 2017; Diakonikolas and Orecchia, 2018; Lan, 2020), the literature on CBCD is not as
rich. Some of the works that have analyzed it in deterministic settings include Beck and Tetruashvili (2013);
Gurbuzbalaban et al. (2017); Song and Diakonikolas (2023) but to the best of our knowledge, no prior work has
explored the stochastic version of CBCD.

B Q-LEARNING FOR DISCOUNTED-REWARD RL IN FINITE-STATE
MDPs

In this section, we will consider the control problem in discounted-reward RL. In this setting, the goal is to
maximize the expected cumulative discounted-reward. More formally, let γ ∈ (0, 1) be the discount factor and π
be a policy, define the state value function Vπ : S → R as:

Vπ(s) = Eπ

[ ∞∑
k=0

γkR(Sk, Ak)|S0 = s

]

Then the objective of the control problem is to directly find an optimal policy π∗ such that Vπ∗(s) ≥ Vπ(s), ∀s ∈ S
and any policy π. It can be shown that, under mild conditions, such a policy always exists (Puterman, 2014).

Q-learning (Watkins and Dayan, 1992) is one of the most popular algorithms for finding the optimal policy by
running the following iteration

Qk+1(s, a) = Qk(s, a) + αk1{Sk = s,Ak = a} ×
(
R(s, a) + γmax

a′∈A
Qk(Sk+1, a

′)−Qk(s, a)

)
(12)

where {(Sk, Ak)}k≥0 is a sample trajectory collected using a suitable behavior policy πb and 1{·} is the indicator
function. It can be shown that the Algorithm (12) converges to Q∗ which is the unique fixed point of the Bellman
optimality operator B(Q) defined by

B(Q) = R(s, a) + γ
∑
s′∈S

P (s′|s, a)max
a′∈A

Q(s′, a′)

Since Q∗ and the optimal policy π∗ satisfy the following relation: π∗(·|s) ∈ argmaxa∈AQ
∗(s, a) (Bertsekas,

1996), estimation of Q∗ directly related to finding the optimal policy.

We make the following standard assumption on the Markov chain generated by πb.

Assumption B.1. The behavior policy πb satisfies πb(a|s) > 0 for all (s, a) and the Markov chain Mπb

S = {Sk}
induced by πb is irreducible.

Remark. The condition that π(a|s) > 0 for all (s, a) and the irreducibility of the induced Markov chain Mπb

S

is a standard assumption which ensures that all state action pairs are visited infinitely often Bertsekas (1996).
Moreover, since the MDP is finite, Assumption B.1 implies that there exists a unique stationary distribution,
which we denote as µb ∈ ∆|S|.
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Remark. Recent works on the finite-time analysis of Q-learning often leverage the geometric mixing of Markov
chain to handle Markovian noise (Li et al., 2020; Qu and Wierman, 2020; Chen et al., 2024; Zhang and Xie,
2024). To ensure geometric mixing, these works commonly assume that Mπb

S is also aperiodic, which is crucial
to achieving this property. However, in our case, we do not require the aperiodicity assumption, since we utilize
the solution to the Poisson equation, which exists under Assumption B.1. This flexibility is significant; often, one
can design more effective behavior policies from a wider class of distributions to balance the trade-off between
exploration and exploitation.

B.1 Properties of the Q-learning Algorithm

To apply Theorem 2.2 to Q-learning we first rearrange the iteration (12) in the form of (1) and verify the
assumptions.

Qk+1(s, a) = Qk(s, a) + αk1{Sk = s,Ak = a} ×
(
R(s, a) + γmax

a′∈A
Qk(Sk+1, a

′)−Qk(s, a)

)
= Qk(s, a) + αk

(
F (Qk, (Sk, Ak))(s, a) +Mk(Qk)(s, a)

)
(13)

where

F (Q, (S,A))(s, a) = 1{S = s,A = a} ×

(
R(s, a) + γ

∑
s′∈S

P (s′|s, a)max
a′∈A

Q(s′, a′)−Q(s, a)

)
,

and

Mk(Q)(s, a) = γ1{Sk = s,Ak = a} ×

(
max
a′∈A

Q(Sk+1, a
′)−

∑
s′∈S

P (s′|Sk, Ak)max
a′∈A

Q(s′, a′)

)
.

Furthermore, denote Yk = (Sk, Ak). It is easy to verify that the process MQ = {Yk} is a Markov chain whose
state space Y := S ×A is finite. Then, Q-learning algorithm can be written as

Qk+1 = Qk + αk(F (Qk, Yk) +Mk(Qk))

Note that by Assumption B.1, the Markov chain MQ is irreducible and therefore it has a unique stationary
distribution given by µQ(s, a) = µb(s)πb(a|s) for all (s, a) ∈ S × A. Let y0 be some arbitrary state in Y.
For any y ∈ Y/{y0}, define τyy0 as the expected hitting time of state y0 starting from state y. Let τy0 denote
maxy∈Y τ

y
y0 , which is a well-defined quantity in finite state space (Meyn and Tweedie, 2012). Furthermore, let

Λ ∈ R|S||A|×|S||A| be diagonal matrix with {µQ(s, a)} as diagonal entries. Then, we have the following proposition
whose proof can be found in Appendix G.1.

Proposition B.1. Under Assumption B.1, the Q-learning algorithm satisfies the following:

(a) For any Q,Q1, Q2 ∈ R|S||A| and y ∈ Y, the operator F (Q, y) has the following properties:

(1) The operator F (Q, y) satisfies: ∥F (Q, y)∥∞ ≤ 2∥Q − Q∗∥∞ + ∥Q∗∥∞ and ∥F (Q1, y) − F (Q2, y)∥∞ ≤
2∥Q−Q∗∥∞.

(2) Define F̄ (Q) = EY∼µQ
[F (Q,Y )]. Then, F̄ (Q) = Λ(B(Q) − Q), where B(Q) is the Bellman optimality

operator.

(3) The solution to Bellman equation, i.e., Q∗ is also the unique root of equation F̄ (Q) = 0.

(b) There exists a solution to the Poisson equation (3) for the Markov chain MQ which satisfies Assumption
2.2 with A2 = 4τy0 and B2 = 0.

(c) The noise sequence Mk(Qk) is a martingale difference sequence and satisfies Assumption 2.3 with constants
A3 = 2 and B3 = 2∥Q∗∥∞.

Finally, we highlight the construction of a suitable Lyapunov function to study the convergence properties of the
Q-learning algorithm.
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B.2 Finite Sample Bounds for Q-Learning

The authors in Chen et al. (2020) showed that the Generalized Moreau Envelope can serve as a Lyapunov
function for any operator which has the contraction property under a non-smooth norm. Specifically, consider
the function Φ(x) = minu∈Rd

{
1
2∥u∥

2
c +

1
2ω∥x− u∥2p

}
where ω > 0 and p ≥ 2. The function Φ(·) is known to

be a smooth approximation of the function 1
2∥x∥

2
c , with the smoothness parameter p−1

ω . Further details on the
properties of Φ(·) can be found in Beck (2017).

For Q-learning ∥ · ∥c = ∥ · ∥∞, which by the properties of ℓp norms implies that lcs = 1 and ucs = (|S||A|)1/p. To
verify Assumptions 2.4 in the context of Q-learning, we will need the following lemma whose proof can be found
in Chen et al. (2020).

Lemma B.1. Assign p = 2 log(|S||A|) and ω =
(

1
2 + 1

2(1−(1−γ)Λmin)

)2
− 1, where Λmin =

min(s,a){µb(s)πb(a|s)} > 0 due to Assumption B.1. Then, the function Φ(x) satisfies the following properties:

(a) For all Q ∈ R|S||A| we have ⟨∇Φ(Q−Q∗), F̄ (Q)⟩ ≤ −(1− γ)ΛminΦ(Q−Q∗).

(b) Φ(x) is convex, and p−1
ω -smooth with respect to ∥ · ∥p. That is Φ(y) ≤ Φ(s) + ⟨∇Φ(x), y − x⟩+ p−1

2ω ∥x− y∥2p
for all x, y ∈ Rd.

(c) Let l = 2(1 + ω/
√
e) and u = 2(1 + ω). Then, we have lΦ(x) ≤ ∥x∥2c ≤ uΦ(x).

With all the assumptions satisfied, we can apply Theorem 2.2 to Q-learning. The exact characterization of the
constants can be found in Appendix G.2.

Theorem B.1. Consider the iterates {Qk}k≥0 generated by iteration (12) under Assumption B.1.

(a) When αk ≡ α ≤ min
{
1,

ηQ
AQ(5+2ηQ)ϱQ,1

}
, then for all k ≥ 0:

E[∥Qk+1 −Q∗∥2∞] ≤ ϱQ,0 exp

(
−ηQαk

2

)
+

58BQϱQ,1α

ηQ
.

(b) When ξ = 1, α > 2
ηQ

and K ≥ max{AQα(5α+ 8)ϱQ,1, 2}, then for all k ≥ 0:

E[∥Qk+1 −Q∗∥2∞] ≤ ϱQ,0

(
K

k +K

) ηQα

2

+
2BQϱQ,1α

k +K
+

72BQϱQ,1eα
2(ηQα

2 − 1
)
(k +K)

.

Remark. Note that for the case of constant step size, the above sample complexity immediately implies

O
(

log(1/ϵ)
ϵ2

)
O
(

1
(1−γ)5

)
O
(
Λ−3
min

)
, Corollary G.3. Compared to Chen et al. (2024), we do not have any poly-

logarithmic factors and our bounds hold for a broader class of Markov chains (periodic or non-mixing). However,
we note that our bounds are sub-optimal with respect to Λmin and 1/(1 − γ) as compared to Li et al. (2021).
It is possible to improve the bounds by exploiting the specific nature of updates in Q-Learning instead of using
our general-purpose theorem. Nevertheless, we include Q-learning as an illustrative application of our theorem
and show that one can also get reasonable bounds for finite-state MDPs.

C PROOF OF MAIN THEOREMS 2.1 AND 2.2

Before presenting the proof of the main theorems, we will set up some notations for ease of exposition.

Common Notation: Since we are working with finite-dimensional space Rd, there exists positive constants
such that lcs∥x∥c ≤ ∥x∥s ≤ ucs∥x∥c and l2s∥x∥2 ≤ ∥x∥s ≤ u2s∥x∥2. Denote ∥ · ∥s∗ as the dual norm of ∥ · ∥s and
κ :=

(
ξ
α + η

)
.

Notation for Theorem 2.1: Let maxx∈X ∥x∥c = M/2, when X is an ℓ2 ball such that x∗ ∈ X . Then, we
define the following constants for Theorem 2.1.

Â(y0) = Â2
1(y0) + Â2

2(y0) +A2
3; B̂(y0) = B̂2

1(y0) + B̂2
2(y0) +B2

3 ; Ĉ(y0) = Â(y0)M
2 + B̂(y0);
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φ1 =
uLsu2su

2
cs

l2s
; φ0 =

u

l
∥x0 − x∗∥2c + 2φ1Ĉ(y0).

Notation for Theorem 2.2: When the state space Y is bounded, the we define the following constants for
Theorem 2.2.

A = (A1 +A3 + 1)2; B =

(
B1 +B3 +

B2

A2

)2

;

ϱ1 = uLsu
2
csA2; ϱ0 =

2u(1 + 2Aϱ1)

l
∥x0 − x∗∥2c + 4Bϱ1.

Theorem C.1. Suppose that we run the Markov chain with initial state y0. When the state space Y is unbounded
and the set X is an ℓ2-ball of radius R/2, then under the Assumptions 2.1-2.5, {xk}k≥0 in the iterations (1)
satisfy the following:

(a) When αk ≡ α ≤ 1, then for all k ≥ 0:

E[∥xk+1 − x∗∥2c ] ≤ φ0 exp (−ηαk) + 3φ1Ĉ(y0)α+
6φ1Ĉ(y0)α

η
.

(b) When ξ = 1, α > 1
η and K ≥ max{α, 2}, then for all k ≥ 0:

E[∥xk+1 − x∗∥2c ] ≤ φ0

(
K

k +K

)ηα
+
φ1Ĉ(y0)α

k +K
+

4(6 + 4η)φ1Ĉ(y0)eα
2(

ηα
2 − 1

)
(k +K)

.

(c) When ξ < 1, α > 0 and K ≥ max{α1/ξ, 2}, then for all k ≥ 0:

E[∥xk+1 − x∗∥2c ] ≤ φ0 exp

(
−ηα

(1− ξ)

[
(k +K)1−ξ −K1−ξ])+

φ1Ĉ(y0)α

(k +K)ξ
+

2(6 + 4κ)φ1Ĉ(y0)α

η(k +K)ξ
.

Theorem C.2. When the state space Y is compact and the set X ≡ Rd, then under the Assumptions 2.1-2.5,
{xk}k≥0 in the iterations (1) satisfy the following:

(a) When αk ≡ α ≤ min
{
1, η

A(5+2η)ϱ1

}
, then for all k ≥ 0:

E[∥xk+1 − x∗∥2c ] ≤ ϱ0 exp

(
−ηαk

2

)
+ 18Bϱ1α+

40Bϱ1α

η
.

(b) When ξ = 1, α > 2
η and K ≥ max{Aα(5α+ 8)ϱ1, 2}, then for all k ≥ 0:

E[∥xk+1 − x∗∥2c ] ≤ ϱ0

(
K

k +K

) ηα
2

+
2Bϱ1α

k +K
+

8B(5 + 4η)ϱ1eα
2(

ηα
2 − 1

)
(k +K)

.

(c) When ξ < 1, α > 0 and K ≥ max

{(
2Aα(5+2κ)ϱ1

η

)1/ξ
, 2

}
, then for all k ≥ 0:

E[∥xk+1 − x∗∥2c ] ≤ ϱ0 exp

(
−ηα

2(1− ξ)

[
(k +K)1−ξ −K1−ξ

])
+

2Bϱ1α

(k +K)ξ
+

8B(5 + 2κ)ϱ1α

η(k +K)ξ
.

Before starting the proof of the theorems, we have the following lemma which decomposes the Lyapunov function
at time k+1 using its properties in Assumption 2.4 and the recursion (2), thereby establishing a one-step recursive
relation. Define the following terms:

T1,1 = αk⟨∇Φ(xk+1 − x∗)−∇Φ(xk − x∗), Vxk
(Yk+1))⟩,

T1,2 = αk⟨∇Φ(xk+1 − x∗), Vxk+1
(Yk+1)− Vxk

(Yk+1))⟩,

T2 =
Lsα

2
k

2
∥F (xk, Yk) +Mk∥2s,

dk = ⟨∇Φ(xk − x∗), Vxk
(Yk)⟩.
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Lemma C.1. Under the Assumptions 2.1-2.5, we have the following one-step recursive relation:

E[Φ(xk+1 − x∗)] ≤ (1− ηαk)E[Φ(xk − x∗)] + αk(E[dk]− E[dk+1]) + E[T1,1] + E[T1,2] + E[T2]. (14)

Proof. Using the property (8) of the Lyapunov function and the iteration (1), we have

Φ(xk+1 − x∗) =Φ(ΠX (xk + αk(F (xk, Yk) +Mk))− x∗)

≤Φ(xk + αk(F (xk, Yk) +Mk)− x∗)

≤Φ(xk − x∗) + ⟨∇Φ(xk − x∗), αk(F (xk, Yk) +Mk)⟩+
Ls
2
∥αk(F (xk, Yk) +Mk)∥2s

=Φ(xk − x∗) + αk⟨∇Φ(xk − x∗), F̄ (xk)⟩+ αk⟨∇Φ(xk − x∗), F (xk, Yk)− F̄ (x) +Mk⟩︸ ︷︷ ︸
T1

+
Lsα

2
k

2
∥F (xk, Yk) +Mk∥2s︸ ︷︷ ︸

T2

. (15)

We begin by re-organizing T1 with the help of solution to the Poisson’s equation as follows:

T1 = αk⟨∇Φ(xk − x∗), Vxk
(Yk)− EYk

[Vxk
(Yk+1)] +Mk⟩

= αk⟨∇Φ(xk − x∗), Vxk
(Yk+1)− EYk

[Vxk
(Yk+1)] +Mk⟩+ αk⟨∇Φ(xk − x∗), Vxk

(Yk)− Vxk
(Yk+1)⟩.

Observe that the first term is a martingale difference sequence with respect to the σ-field Fk. We rewrite the
second term as follows:

αk⟨∇Φ(xk − x∗), Vxk
(Yk)− Vxk

(Yk+1)⟩ = αk(dk − dk+1) + αk⟨∇Φ(xk+1 − x∗)−∇Φ(xk − x∗), Vxk
(Yk+1))⟩︸ ︷︷ ︸

T1,1

+ αk⟨∇Φ(xk+1 − x∗), Vxk+1
(Yk+1)− Vxk

(Yk+1))⟩︸ ︷︷ ︸
T1,2

.

Taking expectation conditioned on Fk on both sides of Eq. (15), we get

E[Φ(xk+1 − x∗)|Fk] ≤ Φ(xk − x∗) + αk⟨∇Φ(xk − x∗), F̄ (xk)⟩+ αkE[(dk − dk+1)|Fk]
+ E[T1,1|Fk] + E[T1,2|Fk] + E[T2|Fk].

Using Tower property and Eq. (5), we have

E[Φ(xk+1 − x∗)] ≤ (1− ηαk)E[Φ(xk − x∗)] + αk(E[dk]− E[dk+1]) + E[T1,1] + E[T1,2] + E[T2].

Now we can proceed by bounding each of the terms in accordance with the specific settings.

Proof for Theorem 2.1. Using Eq. (16) in Lemma D.1 and Eq. (18) in Lemma (D.2) for E[T1,1] and E[T1,2]
respectively, we get

E[T1] ≤
4α2

kφ1

u
.

We use Eq. (21) in Lemma D.3 to get a bound on E[T2],

E[T2] ≤
2α2

kφ1

u

Furthermore, to upper bound the second term in Eq. (14), we use Eq. (26) in Lemma D.5. Combining all the
bounds, we get

E[Φ(xk+1 − x∗)] ≤ (1− ηαk)E[Φ(xk − x∗)] + (1− ηαk)αk−1E[dk]− αkE[dk+1] +
α2
k(6 + 2κ)φ1Ĉ(y0)

u
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≤ E[Φ(x0 − x∗)]
k∏

n=0

(1− ηαn) + α−1E[d0]
k∏

n=0

(1− ηαn)− αkE[dk+1]

+
(6 + 2κ)φ1Ĉ(y0)

u

k∑
n=0

α2
n

k∏
ℓ=n+1

(1− ηαℓ)

Since K ≥ 2, α−1 is well-defined and is bounded above as α−1 ≤ 2α0 ≤ 2. Furthermore, using Eq. (23) in
Lemma D.4 for second and third term, we have

E[Φ(xk+1 − x∗)] ≤
(
E[Φ(x0 − x∗)] +

2φ1

u

) k∏
n=0

(1− ηαn) +
αkφ1

u
+

(6 + 2κ)φ1Ĉ(y0)

u

k∑
n=0

α2
n

k∏
ℓ=n+1

(1− ηαℓ)

Using Eq. (7) in Assumption 2.4, we get

E[∥xk+1 − x∗∥2c ] ≤
(u
l
∥x0 − x∗∥2c + 2φ1

) k∏
n=0

(1− ηαn) + αkφ1 + (6 + 2κ)φ1Ĉ(y0)
k∑

n=0

α2
n

k∏
ℓ=n+1

(1− ηαℓ)

The finite time bounds for all the choices of step sizes can be obtained using the above bound by a straightforward
application of Corollary 2.1.1 and Corollary 2.1.2 in Chen et al. (2020).

Proof for Theorem 2.2. Using Eq. (17) Lemma D.1 and Eq. in (19) in Lemma D.2 for E[T1,1] and E[T1,2]
respectively, we get

E[T1] ≤
4α2

kϱ1
u

(uAE[Φ(xk − x∗)] +B) .

For E[T2], we use (21) in Lemma D.3 to get,

E[T2] ≤
α2
kϱ1
u

(uAE[Φ(xk − x∗)] +B)

Furthermore, to upper bound the second term in Eq. (14), we use Eq. (26) in Lemma D.5. Using all the bounds,
we get

E[Φ(xk+1 − x∗)] ≤ (1− ηαk)E[Φ(xk − x∗)] +
(
1− ηαk

2

)
αk−1E[dk]− αkE[dk+1]

+
α2
k(5 + 2κ)ϱ1

u
(uAE[Φ(xk − x∗)] +B) .

Assume that αk is small enough such that we have

ηαk
2

≥ A(5 + 2κ)ϱ1α
2
k.

Using the above condition, we get

E[Φ(xk+1 − x∗)] ≤
(
1− ηαk

2

)
E[Φ(xk − x∗)] +

(
1− ηαk

2

)
αk−1E[dk]− αkE[dk+1] + α2

k

B(5 + 2κ)ϱ1
u

.

Recursively writing the above inequality, we get

E[Φ(xk+1 − x∗)] ≤ E[Φ(x0 − x∗)]

k∏
n=0

(
1− ηαn

2

)
+ α−1E[d0]

k∏
n=0

(
1− ηαn

2

)
− αkE[dk+1]

+
B(5 + 2κ)ϱ1

u

k∑
n=0

α2
n

k∏
ℓ=n+1

(
1− ηαℓ

2

)
.
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Again, since K ≥ 2, α−1 is well-defined and is bounded above as α−1 ≤ 2α0 ≤ 2. Furthermore, using Eq. (24)
in Lemma D.4 for the second and the third term, we have

E[Φ(xk+1 − x∗)] ≤
(
E[Φ(x0 − x∗)] +

2ϱ1
u

(uAE[Φ(x0 − x∗)] +B)

) k∏
n=0

(
1− ηαn

2

)
+
αkϱ1
u

(uAE[Φ(xk+1 − x∗)] +B) +
B(5 + 2κ)ϱ1

u

k∑
n=0

α2
n

k∏
ℓ=n+1

(
1− ηαℓ

2

)
Note that 5 + 2κ > η. Thus, αk ≤ η

2A(5+2κ)ϱ1
implies that αkAϱ1 ≤ 0.5, ∀k ≥ 0. Thus, we have

E[Φ(xk+1 − x∗)] ≤
(
2 (1 + 2Aϱ1)E[Φ(x0 − x∗)] +

4Bϱ1
u

) k∏
n=0

(
1− ηαn

2

)
+

2αkBϱ1
u

++
2B(5 + 2κ)ϱ1

u

k∑
n=0

α2
n

k∏
ℓ=n+1

(
1− ηαℓ

2

)

Using Eq. (7) in Assumption 2.4, we get

E[∥xk+1 − x∗∥2c ] ≤
(
2u(1 + 2Aϱ1)

l
∥x0 − x∗∥2c + 4Bϱ1

) k∏
n=0

(
1− ηαn

2

)
+ 2αkBϱ1 + 2B(5 + 2κ)ϱ1

k∑
n=0

α2
n

k∏
ℓ=n+1

(
1− ηαℓ

2

)

Again, the above bound immediately implies finite time bounds for various choices of step sizes by applying
Corollary 2.1.1 and Corollary 2.1.2 in Chen et al. (2020).

D PROOF OF THE MAIN LEMMAS USED IN THEOREMS 2.1 AND 2.2

Lemma D.1. Under the Assumptions 2.1-2.5, we have the following:

(a) When the set X is an ℓ2-ball of sufficiently large such that x∗ ∈ X , then

E[T1,1] ≤
2α2

kφ1Ĉ(y0)

u
. (16)

(b) When Y is bounded and X ≡ Rd, then

E[T1,1] ≤
2α2

kϱ1
u

(uAE[Φ(xk − x∗)] +B) . (17)

Proof. To handle E[T1,1], we use Holder’s inequality and the smoothness of Φ(·) to get

E[T1,1] ≤ αkE[∥∇Φ(xk+1 − x∗)−∇Φ(xk − x∗)∥s∗∥Vxk
(Yk+1)∥s]

≤ αkLsE[∥xk+1 − xk∥s∥Vxk
(Yk+1)∥s]

≤ αkLsu
2
csE[∥xk+1 − xk∥c∥Vxk

(Yk+1)∥c]
≤ αkLsu

2
csE[∥xk+1 − xk∥c(A2(Yk+1)∥xk − x∗∥c +B2(Yk+1))]. (Eq. (4) in Assumption 2.2)

(a) Using Eq. (27) in Lemma D.6 and ∥xk − x∗∥c ≤M , we get

E[T1,1] ≤ α2
k

Lsu2su
2
cs

l2s
E[(A1(Yk)M +B1(Yk) +A3M +B3)(A2(Yk+1)M +B2(Yk+1))]
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≤ α2
k

φ1

2u
E[(A1(Yk)M +B1(Yk) +A3M +B3)

2 + (A2(Yk+1)M +B2(Yk+1))
2] (ab ≤ a2+b2

2 )

≤ α2
k

2φ1

u

(
E[A2

1(Yk)M
2 +B2

1(Yk) +A2
3M

2 +B2
3 +A2

2(Yk+1)M
2 +B2

2(Yk+1)
)
.

( (
∑n
i=1 ai)

2 ≤ n
(∑n

i=1 a
2
i

)
)

Finally, using part (d) in Assumption 2.2, we get

E[T1,1] ≤
2φ1α

2
k

u
Ĉ(y0).

(b) From part (d) in Assumption 2.2, we get

E[T1,1] ≤ α2
kLsu

2
csE[((A1 +A3)∥xk − x∗∥c +B1 +B3)(A2∥xk − x∗∥c +B2)]

≤ α2
kLsu

2
csA2E

[
((A1 +A3)∥xk − x∗∥c +B1 +B3)

(
∥xk − x∗∥c +

B2

A2

)]
≤ α2

k

ϱ1
u
E

[(
(A1 +A3 + 1)∥xk − x∗∥c +B1 +B3 +

B2

A2

)2
]

(A1, A3 ≥ 0, A1 +A3 + 1 ≥ 1)

≤ 2α2
kϱ1
u

E
[
(A∥xk − x∗∥2c +B

]
((a1 + a2)

2 ≤ 2
(
a21 + a22

)
)

≤ 2α2
kϱ1
u

(uAE[Φ(xk − x∗)] +B) . (Eq. (7) in Assumptions (2.4))

Lemma D.2. Under the Assumptions 2.1-2.5, we have the following:

(a) When the set X is an ℓ2-ball of sufficiently large such that x∗ ∈ X , then

E[T1,2] ≤
2α2

kφ1Ĉ(y0)

u
. (18)

(b) When Y is bounded and X ≡ Rd, then

E[T1,2] ≤
2α2

kϱ1
u

(uAE[Φ(xk − x∗)] +B) . (19)

Proof. Denote s∗ as the dual norm of s. To handle T1,2 we use Holder’s inequality to get

E[T1,2] ≤ αkE
[
∥∇Φ(xk+1 − x∗)∥s∗∥Vxk+1

(Yk+1)− Vxk
(Yk+1))∥s

]
≤ αkE [A2(Yk+1)∥∇Φ(xk+1 − x∗)∥s∗∥xk+1 − xk∥s] . (Eq. (4) in Assumption 2.2)

Since Φ(·) is convex-differentiable and achieves its minima at 0, ∇Φ(0) = 0. Along with smoothness of the
function, we get

∥∇Φ(xk+1 − x∗)−∇Φ(0)∥s∗ ≤ Ls∥xk+1 − x∗∥s
=⇒ ∥∇Φ(xk+1 − x∗)∥s∗ ≤ Ls∥xk+1 − x∗∥s (20)

E[T1,2] ≤ αkLsE [A2(Yk+1)∥xk+1 − x∗∥s∥xk+1 − xk∥s]
≤ αkLsucsE [A2(Yk+1)∥xk+1 − x∗∥s∥xk+1 − xk∥c]

(a) Using Eq. (27) in Lemma D.6 and the fact that ∥x− x∗∥c ≤M, ∀ x ∈ X , we get

E[T1,2] ≤ α2
kLs

u2su
2
cs

l2s
E[A2(Yk+1)M(A1(Yk)M +B1(Yk) +A3M +B3)] (∥xk+1 − x∗∥s ≤ ucsM)
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≤ α2
k

φ1

2u
E[A2

2(Yk+1)M
2 + (A1(Yk)M +B1(Yk) +A3M +B3)

2] (ab ≤ a2+b2

2 )

≤ 2α2
kφ1

u

(
E[A2

1(Yk)M
2 +B2

1(Yk) +A2
3M

2 +B2
3 +A2

2(Yk+1)M
2
)
. ((

∑n
i=1 ai)

2 ≤ n
(∑n

i=1 a
2
i

)
)

Finally, using part (d) in Assumption 2.2, we get

E[T1,2] ≤
2α2

kφ1

u

((
Â2

1(y0) + Â2
2(y0) +A2

3

)
M2 + B̂2

1(y0) +B2
3

)
=

2α2
kφ1Ĉ(y0)

u
.

(b) Since in this case X ≡ Rd, we use Eq. (1), to get

∥xk+1 − x∗∥s ≤ ∥xk − x∗∥s + ∥xk+1 − xk∥s
≤ ∥xk − x∗∥s + αkucs((A1 +A3)∥xk − x∗∥c +B1 +B3) (Eq. (28) in Lemma D.6)

≤ ucs ((A1 +A3 + 1)∥xk − x∗∥c +B1 +B3)) . (Assuming αk ≤ 1)

Furthermore, from part (d) and Eq. (28) in Lemma D.6, we get

E[T1,2] ≤ α2
ku

2
csLsA2E [((A1 +A3 + 1)∥xk − x∗∥c +B1 +B3)) ((A1 +A3)∥xk − x∗∥c +B1 +B3)]

≤ ϱ1α
2
k

u
E
[
(A1 +A3 + 1)∥xk − x∗∥c +B1 +B3)

2
]

≤ 2ϱ1α
2
k

u
E
[
(A1 +A3 + 1)2∥xk − x∗∥2c + (B1 +B3)

2
]

((a1 + a2)
2 ≤ 2

(
a21 + a22

)
)

≤ 2ϱ1α
2
k

u
(uAE[Φ(xk − x∗)] +B) . (Eq. (7) in Assumptions (2.4))

Lemma D.3. Under the Assumptions 2.1-2.5, we have the following:

(a) When the set X is an ℓ2-ball of sufficiently large such that x∗ ∈ X , then

E[T2] ≤
2α2

kφ1Ĉ(y0)

u
. (21)

(b) When Y is bounded and X ≡ Rd, then

E[T2] ≤
α2
kϱ1
u

(uAE[Φ(xk − x∗)] +B) . (22)

Proof. (a)

E[T2] ≤
α2
kLsu

2
cs

2
E[(∥F (xk, Yk)∥c + ∥Mk∥c)2]

≤ α2
kLsu

2
cs

2
E[(A1(Y )∥xk − x∗∥c +B1(Yk) +A3∥xk − x∗∥c +B3)

2] (Assumptions 2.1 and 2.3)

≤ α2
kLsu

2
cs

2
E[(A1(Y )M +B1(Yk) +A3M +B3)

2] (∥x− x∗∥c ≤M, ∀x ∈ X )

≤ 2α2
kLsu

2
csE[A2

1(Y )M2 +B2
1(Yk) +A2

3M
2 +B2

3 ] ((
∑n
i=1 ai)

2 ≤ n
(∑n

i=1 a
2
i

)
)

≤ 2α2
kLsu

2
cs

(
(Â2

1(y0) +A2
3)M

2 + B̂2
1(y0) +B2

3

)
(Part (d) in Assumption 2.2)

≤ 2α2
kφ1Ĉ(y0)

u
. (u2s

l2s
≥ 1 and Â2

2(y0), B̂
2
2(y0) ≥ 0)
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(b)

E[T2] ≤
α2
kLsu

2
cs

2
E[(∥F (xk, Yk)∥c + ∥Mk∥c)2]

≤ α2
kLsu

2
cs

2
E[(A1(Y )∥xk − x∗∥c +B1(Yk) +A3∥xk − x∗∥c +B3)

2] (Assumptions 2.1 and 2.3)

≤ α2
kLsu

2
cs

2
E[(A1∥xk − x∗∥c +B1 +A3∥xk − x∗∥c +B3)

2] (Part (d) in Assumption 2.2)

≤ α2
kLsu

2
csE[(A1 +A3)

2∥xk − x∗∥2c + (B1 +B3)
2]

≤ α2
kϱ1
u

(uAE[Φ(xk − x∗)] +B) . (A2 ≥ 1 and Eq. (7) in Assumptions (2.4))

Lemma D.4. Under the Assumptions 2.1-2.5, we have the following:

(a) When the set X is an ℓ2-ball of sufficiently large such that x∗ ∈ X , then

E[|dk|] ≤
φ1Ĉ(y0)

u
. (23)

(b) When Y is bounded and X ≡ Rd, then

E[|dk|] ≤
ϱ1
u
(uAE[Φ(xk − x∗)] +B). (24)

Proof. Using Holder’s inequality, we have

E[|dk|] ≤ E[∥∇Φ(xk − x∗)∥s∗∥Vxk
(Yk)∥s].

Using the same argument as in Eq. (20), we get

E[|dk|] ≤ LsE[∥xk − x∗∥s∥Vxk
(Yk)∥s]

≤ Lsu
2
csE[∥xk − x∗∥c∥Vxk

(Yk)∥c]
≤ Lsu

2
csE[∥xk − x∗∥c(A2(Yk)∥xk − x∗∥c +B2(Yk))]. (Using Eq. (4) in Assumption 2.2)

(a) Since ∥xk − x∗∥c ≤M , we get

E[|dk|] ≤ Lsu
2
csE[M(A2(Yk)M +B2(Yk))]

≤ Lsu
2
cs

2
E[M2 + (A2(Yk)M +B2(Yk))

2]

≤ Lsu
2
csE[M2 +A2

2(Yk)M
2 +B2

2(Yk)] ((a1 + a2)
2 ≤ 2

(
a21 + a22

)
)

≤ Lsu
2
csĈ(y0) (Part (d) in Assumption 2.2)

≤ φ1Ĉ(y0)

u
. (u2s

l2s
≥ 1)

(b) For this part, we have

E[|dk|] ≤
Lsu

2
csA2

2

(
E

[
∥xk − x∗∥2c +

(
∥xk − x∗∥c +

B2

A2

)2
])

(ab ≤ a2+b2

2 )

≤ Lsu
2
csA2

(
E[∥xk − x∗∥2c ] +

(
B2

A2

)2
)

≤ ϱ1
u
(uAE[Φ(xk − x∗)] +B). (Eq. (7) in Assumptions (2.4))
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Lemma D.5. Under the Assumptions 2.1-2.5, we have the following:

(a) When the set X is an ℓ2-ball of sufficiently large such that x∗ ∈ X , then

αk(E[dk]− E[dk+1]) ≤ (1− ηαk)αk−1E[dk]− αkE[dk+1] +
2α2

kκφ1Ĉ(y0)

u
. (25)

(b) When Y is bounded and X ≡ Rd, then

αk(E[dk]− E[dk+1]) ≤
(
1− ηαk

2

)
αk−1E[dk]− αkE[dk+1] +

2α2
kκϱ1
u

(uAE[Φ(xk − x∗)] +B) . (26)

Proof. (a) Re-writing the expression, we get

αk(E[dk]− E[dk+1]) = (1− ηαk)αk−1E[dk]− αkE[dk+1] + αkE[dk]− (1− ηαk)αk−1E[dk]
= (1− ηαk)αk−1E[dk]− αkE[dk+1] + (αk − αk−1 + ηαkαk−1)E[dk]

≤ (1− ηαk)αk−1E[dk]− αkE[dk+1] + 2α2
k

(
ξ

α
+ η

)
E[dk]. (Lemma H.1)

Using Eq. (23) in Lemma D.4, we get

αk(E[dk]− E[dk+1]) ≤ (1− ηαk)αk−1E[dk]− αkE[dk+1] +
2α2

kκφ1Ĉ(y0)

u
.

(b) For this part, we re-write the expression as follows:

αk(E[dk]− E[dk+1]) =
(
1− ηαk

2

)
αk−1E[dk]− αkE[dk+1] + αkE[dk]−

(
1− ηαk

2

)
αk−1E[dk]

=
(
1− ηαk

2

)
αk−1E[dk]− αkE[dk+1] +

(
αk − αk−1 +

ηαkαk−1

2

)
E[dk]

≤
(
1− ηαk

2

)
αk−1E[dk]− αkE[dk+1] + α2

k

(
2ξ

α
+ η

)
E[dk]. (Lemma H.1)

Using Eq. (24) in Lemma D.4 to get

αk(E[dk]− E[dk+1]) ≤
(
1− ηαk

2

)
αk−1E[dk]− αkE[dk+1]

+ α2
k

(
2ξ

α
+ η

)
ϱ1
u

(uAE[Φ(xk − x∗)] +B)

≤
(
1− ηαk

2

)
αk−1E[dk]− αkE[dk+1] +

2α2
kκϱ1
u

(uAE[Φ(xk − x∗)] +B) .

Lemma D.6. Under the Assumptions 2.1 and 2.3, ∀ k ≥ 0, we have

(a) When the set X is an ℓ2-ball of sufficiently large such that x∗ ∈ X , then

∥xk+1 − xk∥c ≤ αk
u2c
l2c

(A1(Yk)M +B1(Yk) +A3M +B3) (27)

(b) When Y is bounded and X ≡ Rd, then

∥xk+1 − xk∥c ≤ αk((A1 +A3)∥xk − x∗∥c +B1 +B3) (28)
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Proof. (a) Using the iteration (2) and the fact that xk ∈ X , we have

∥xk+1 − xk∥c ≤ u2c∥xk+1 − xk∥c
= u2c∥ΠX (xk + αk(F (xk, Yk) +Mk))−ΠX (xk)∥2
≤ αku2c∥F (xk, Yk) +Mk∥2 (Non-expansive projection)

≤ αk
u2c
l2c

∥F (xk, Yk) +Mk∥c

≤ αk
u2c
l2c

(∥F (xk, Yk)∥c + ∥Mk∥c)

≤ αk
u2c
l2c

((A1(Yk) +A3)∥xk − x∗∥c +B1(Yk) +B3) (Assumptions (2.1) and (2.3))

≤ αk
u2s
l2s

((A1(Yk) +A3)M +B1(Yk) +B3). (∥xk − x∗∥c ≤M)

(b) Using the iteration (2) and the fact that X ≡ Rd, we have

∥xk+1 − xk∥c = αk∥F (xk, Yk) +Mk∥c
≤ αk(∥F (xk, Yk)∥c + ∥Mk∥c)
≤ αk(∥F (xk, Yk)∥c + ∥Mk∥c)
≤ αk((A1(Yk) +A3)∥xk − x∗∥c +B1(Yk) +B3) (Assumptions (2.1) and (2.3))

≤ αk((A1 +A3)∥xk − x∗∥c +B1 +B3). (Part (d) in Assumption 2.2)

E PROOF OF THE TECHNICAL RESULTS IN SECTION 3

Before beginning the proofs of the lemmas and propositions in this section, we need Lemma 7 from Tsitsiklis
and Van Roy (1997) in order to prove Lemma 3.1. We state it here for completeness, but we omit the proof as
it is essentially repeating the same arguments with the contraction factor being 1.

Lemma E.1. Under Assumptions 3.1 and 3.2, the following relations hold in the steady state of the Markov
process Yk.

(a) Eµ[ψ(S̃k)ψ(S̃k+m)T ] = ΨTΛPmΨ, for all m ≥ 0.

(b) ∥Eµ[ψ(S̃k)ψ(S̃k+m)T ]∥2 = ψ′ <∞, for all m ≥ 0.

(c) Eµ[z̃kψ(S̃k)
T ] = ΨTΛ (

∑∞
m=0 λ

mPm)Ψ.

(d) Eµ[z̃kψ(S̃k+1)
T ] = ΨTΛ

(∑∞
m=0 λ

mPm+1
)
Ψ.

(e) Eµ[z̃kR(S̃k, Ak)] = ΨTΛ (
∑∞
m=0 λ

mPm)Rπ.

E.1 Proof of Lemma 3.1

Proof. Using Lemma E.1, we have

Eµ[T (Ỹk)] =

[
−cα 0

−Π2,E⊥
Ψ
Eµ[z̃k] Π2,E⊥

Ψ
Eµ
[
z̃k

(
ψ(S̃k+1)

T θk − ψ(S̃k)
T
)]]

=

[
−cα 0

− 1
(1−λ)Π2,E⊥

Ψ
ΨTµ Π2,E⊥

Ψ

(∑∞
m=0 λ

mΨTΛPm+1Ψ−ΨTΛPmΨ
)] .

Note that for any λ ∈ [0, 1), we can rewrite λm = (1− λ)
∑∞
l=m λ

l. Then, it follows that for any j ≥ 0, we have

∞∑
m=0

λmPm+j = (1− λ)
∞∑
m=0

Pm+j
∞∑
l=m

λl



Stochastic Approximation with Unbounded Markovian Noise: A General-Purpose Theorem

= (1− λ)
∞∑
l=0

λl
l+j∑
m=j

Pm.

Using the above relation for j = 0 and j = 1, we get

∞∑
m=0

λmΨTΛPm+1Ψ−ΨTΛPmΨ = (1− λ)
∞∑
l=0

λlΨTΛ

(
l+1∑
m=1

Pm −
l∑

m=0

Pm

)
Ψ

= (1− λ)
∞∑
l=0

λl
(
ΨTΛP l+1Ψ−ΨTΛΨ

)
= ΨTΛP (λ)Ψ−ΨTΛΨ.

Thus, we have

Eµ[T (Ỹk)] =
[

−cα 0
1

(λ−1)Π2,E⊥
Ψ
ΨTµ Π2,E⊥

Ψ

(
ΨTΛP (λ)Ψ−ΨTΛΨ

)] = T̄ .

Similarly, using Lemma E.1 the steady-state expectation of b(Yk) is given by

Eµ[b(Ỹk)] =

[
cαEµ[R(S̃k, Ak)]

Π2,E⊥
Ψ
Eµ[R(S̃k, Ak)z̃k]

]

=

[
cαr̄

Π2,E⊥
Ψ
ΨTΛ

(
(1− λ)

∑∞
l=0 λ

l
∑l
m=0 P

mRπ

)]

=

[
cαr̄

Π2,E⊥
Ψ
ΨTΛR(λ)

]
= b̄.

E.2 Properties of TD(λ)

Next, we state the following lemma which will be crucial for proving desired properties of TD(λ). Define

Yk = (Sk, Ak, Sk+1, zk) and g(Yk) =
f1(Sk+1)

(1−λ)(1−ρ) +
∥zk∥2ρ

−1(f1(Sk)+f1(Sk+1))
(1−λρ) +

∥zk∥2(1+r̂+ψ̂
√
d)

(1−λ) + ψ̂+ψ′+ψ̂r̂
√
d

(1−λ)2 . Let

Y0 = y0 = (s0, a0, s1, z0).

Lemma E.2. Assume that the eligibility trace vector zk was initialized from z0. Then, the following relations
hold, for all y0 ∈ Y:

(a) Eµ[z̃k] = 1
(1−λ)Ψ

Tµ. Furthermore,
∑∞
k=0 ∥Ey0 [zk]− Eµ[z̃k]∥2 ≤ g(y0).

(b)
∑∞
k=0 ∥Ey0 [zkψ(Sk)T ]− Eµ[z̃kψ(S̃k)T ]∥2 ≤ g(y0).

(c)
∑∞
k=0 ∥Ey0 [zkψ(Sk+1)

T ]− Eµ[z̃kψ(S̃k+1)
T ]∥2 ≤ g(y0).

(d) ∥ΨTΛPmRπ∥2 ≤ ψ̂r̂
√
d. Furthermore,

∑∞
k=0 ∥Ey0 [zkR(Sk, Ak)]− Eµ[z̃kR(S̃k, Ak)]∥2 ≤ g(y0).

(e) Ey0 [∥zk∥42] ≤
∥z0∥4

2+f3(s1)
(1−λ)4 .

(f) Ey0 [g2(Yk)] ≤
4
√
f2(s1)

(1−λ)2(1−ρ)2 +
16ρ−2

√
∥z0∥4

2+f3(s1)
√
f2(s0)+f2(s1)

(1−λρ)2(1−λ)2 +
4(1+r̂+ψ̂

√
d)

2√∥z0∥4
2+f3(s1)

(1−λ)4 + 4(ψ̂+ψ′+ψ̂r̂
√
d)2

(1−λ)4 .

Proof. (a) From the definition of z̃k, we have

Eµ[z̃k] = Eµ

[
k∑

m=−∞
λk−mψ(S̃k)

]
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=
k∑

m=−∞
λk−mEµ[ψ(S̃k)] (Assumption 3.2 and Dominated Convergence Theorem)

=
k∑

m=−∞
λk−m

(∑
s∈S

µ(s)ψ(s)

)

=
1

1− λ

(∑
s∈S

µ(s)ψ(s)

)
=

1

1− λ
ΨTµ.

Recall that zk = λkz0 +
∑k
j=1 λ

k−jψ(Sk). Using Assumption 3.3 and the above relation, we have

Ey0 [zk]− Eµ[z̃k] = λkz0 + Ey0

k−1∑
j=0

λjψ(Sk−j)

−
∞∑
j=0

λj
∑
s∈S

µ(s)ψ(s)

= λkz0 + Ey0

k−1∑
j=0

λj

(
ψ(Sk−j)−

∑
s∈S

µ(s)ψ(s)

)−
∞∑
j=k

λj
∑
s∈S

µ(s)ψ(s)

Taking norm both sides and using triangle inequality, we get

∥Ey0 [zk]− Eµ[z̃k]∥2 ≤ λk∥z0∥2 +

∥∥∥∥∥∥Ey0
k−1∑
j=0

λj(ψ(Sk−j)−
∑
s∈S

µ(s)ψ(s)

∥∥∥∥∥∥
2

+ ∥
∑
s∈S

µ(s)ψ(s)∥2
∞∑
j=k

λj

≤ λk∥z0∥2 +
k−1∑
j=0

λj
∥∥∥Ey0 [(ψ(Sk−j)− Eµ[ψ(S̃k)]

]∥∥∥
2
+

λkψ̂

1− λ

(Jensen’s inequality and Assumption 3.2)

≤
k−1∑
j=0

λjf1(s1)ρ
k−j−1 + λk∥z0∥2 +

λkψ̂

1− λ
(Assumption 3.3)

≤ f1(s1)ρ
−1

k−1∑
j=0

λjρk−j + λk∥z0∥2 +
λkψ̂

1− λ
.

Summing over all k, we get

∞∑
k=0

∥Ey0 [zk]− Eµ[z̃k]∥2 ≤
∞∑
k=0

f1(s1)ρ−1
k−1∑
j=0

λjρk−j + λk∥z0∥2 +
λkψ̂

1− λ


= f1(s1)ρ

−1
∞∑
k=0

k−1∑
j=0

λjρk−j

+
∥z0∥2
1− λ

+
ψ̂

(1− λ)2

=
f1(s1)

(1− λ)(1− ρ)
+

∥z0∥2
1− λ

+
ψ̂

(1− λ)2
(Fubini-Tonelli Theorem)

≤ g(y0).

(b) Using the formula for zk and part (c) of Lemma E.1, we have

Ey0 [zkψ(Sk)T ]− Eµ[z̃kψ(S̃k)T ] = λkz0Ey0 [ψ(Sk)T ] + Ey0

k−1∑
j=0

λjψ(Sk−j)ψ(Sk)
T

−
∞∑
j=0

λjEµ[ψ(S̃k−j)ψ(S̃k)T ]

= λkz0Ey0 [ψ(Sk)T ] + Ey0

k−1∑
j=0

λj
(
ψ(Sk−j)ψ(Sk)

T − Eµ[ψ(S̃k−j)ψ(S̃k)T ]
)



Stochastic Approximation with Unbounded Markovian Noise: A General-Purpose Theorem

−
∞∑
j=k

λjEµ[ψ(S̃k−j)ψ(S̃k)T ]

Taking norm both sides and using triangle inequality, we get

∥Ey0 [zkψ(Sk)T ]− Eµ[z̃kψ(S̃k)T ]∥2 ≤ λk∥z0∥2∥Ey0 [ψ(Sk)T ]∥2

+

∥∥∥∥∥∥Ey0
k−1∑
j=0

λj
(
ψ(Sk−j)ψ(Sk)

T − Eµ[ψ(S̃k−j)ψ(S̃k)T ]
)∥∥∥∥∥∥

2

+
∞∑
j=k

λj∥Eµ[ψ(S̃k−j)ψ(S̃k)T ]∥2

To bound the first term, we use Assumption 3.3 to get

∥Ey0 [ψ(Sk)T ]∥2 ≤ ∥Ey0 [ψ(Sk)T ]− Eµ[ψ(S̃k)]∥2 + ∥Eµ[ψ(S̃k)]∥2
≤ ρk−1(f1(s0) + f1(s1)) + ∥Eµ[ψ(S̃k)]∥2
≤ ρk−1(f1(s0) + f1(s1)) + ψ̂

√
d (Jensen’s inequality and Assumption 3.2)

With the above bound, we have

∥Ey0 [zkψ(Sk)T ]− Eµ[z̃kψ(S̃k)T ]∥2 ≤
k−1∑
j=0

λj
∥∥∥Ey0 [ψ(Sk−j)ψ(Sk)T ]− Eµ[ψ(S̃k−j)ψ(S̃k)T ]

∥∥∥
2

+ λk∥z0∥2
(
ρk−1(f1(s0) + f1(s1)) + ψ̂

√
d
)
+

∞∑
j=k

λj∥Eµ[ψ(S̃k−j)ψ(S̃k)T ]∥2

≤
k−1∑
j=0

λj
∥∥∥Ey0 [ψ(Sk−j)ψ(Sk)T ]− Eµ[ψ(S̃k−j)ψ(S̃k)T ]

∥∥∥
2

+ λk∥z0∥2
(
ρk−1(f1(s0) + f1(s1)) + ψ̂

√
d
)
+
λkψ′

1− λ
(Part (b) of Lemma E.1)

≤
k−1∑
j=0

λjf1(s1)ρ
k−j−1 + λk∥z0∥2

(
ρk−1(f1(s0) + f1(s1)) + ψ̂

√
d
)
+
λkψ′

1− λ

(Assumption 3.3)

≤ f1(s1)ρ
−1

k−1∑
j=0

λjρk−j + λk∥z0∥2
(
ρk−1(f1(s0) + f1(s1)) + ψ̂

√
d
)
+
λkψ′

1− λ
.

Summing over all k, we get

∞∑
k=0

∥Ey0 [zkψ(Sk)T ]− Eµ[z̃kψ(S̃k)T ]∥2 ≤
∞∑
k=0

(
f1(s1)ρ

−1
k−1∑
j=0

λjρk−j

+ λk∥z0∥2
(
ρk−1(f1(s0) + f1(s1)) + ψ̂

√
d
)
+
λkψ′

1− λ

)

= f1(s1)ρ
−1

∞∑
k=0

k−1∑
j=0

λjρk−j

+
∥z0∥2ρ−1(f1(s0) + f1(s1))

(1− λρ)

+
∥z0∥2ψ̂

√
d

(1− λ)
+

ψ′

(1− λ)2

=
f1(s1)

(1− λ)(1− ρ)
+

∥z0∥2ρ−1(f1(s0) + f1(s1))

(1− λρ)
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+
∥z0∥2ψ̂

√
d

(1− λ)
+

ψ′

(1− λ)2
(Fubini-Tonelli Theorem)

≤ g(y0).

(c) It is easy to verify that an identical argument as in the previous part can be carried out for Ey0 [zkψ(Sk+1)
T ]−

Eµ[z̃kψ(S̃k+1)
T ]. Thus to avoid repetition, we omit the proof for this part.

(d) We bound j-th element of the vector ΨTΛPmRπ as follows:

(ΨTΛPmRπ)
2(j) =

(∑
s∈S

µ(s)ψj(s)
∑
s′∈S

Pm(s′|s)Rπ(s)

)2

≤

(∑
s∈S

µ(s)ψ2
j (s)

)∑
s∈S

µ(s)

(∑
s′∈S

Pm(s′|s)Rπ(s)

)2
 (Cauchy-Schwartz inequality)

≤

(∑
s∈S

µ(s)ψ2
j (s)

)(∑
s∈S

µ(s)
∑
s′∈S

Pm(s′|s)(Rπ(s))
2

)
(Jensen’s inequality)

≤ ψ̂2

(∑
s∈S

µ(s)(Rπ(s))
2

)
(Assumption 3.2 and Fubini-Tonelli Theorem)

≤ ψ̂2r̂2. (Assumption 3.1)

Thus, the norm can be bounded as

∥ΨTΛPmRπ∥2 ≤ ψ̂r̂
√
d.

Proceeding in a similar fashion as in part (c), we have

Ey0 [zkR(Sk, Ak)]− Eµ[z̃kR(S̃k, Ak)] = λkz0Ey0 [R(Sk, Ak)] + Ey0

k−1∑
j=0

λjψ(Sk−j)R(Sk, Ak)


−

∞∑
j=0

λjEµ[ψ(S̃k−j)R(S̃k, Ak)]

= λkz0Ey0 [R(Sk, Ak)]

+ Ey0

k−1∑
j=0

λj
(
ψ(Sk−j)R(Sk, Ak)− Eµ[ψ(S̃k−j)R(S̃k, Ak)]

)
−

∞∑
j=k

λjEµ[ψ(S̃k−j)R(S̃k, Ak)]

Taking norm both sides and using triangle inequality, we get

∥Ey0 [zkR(Sk, Ak)]− Eµ[z̃kR(S̃k, Ak)]∥2 ≤ λk∥z0∥2|Ey0 [R(Sk, Ak)]|

+

∥∥∥∥∥∥Ey0
k−1∑
j=0

λj
(
ψ(Sk−j)R(Sk, Ak)− Eµ[ψ(S̃k−j)R(S̃k, Ak)]

)∥∥∥∥∥∥
2

+

∞∑
j=k

λj∥Eµ[ψ(S̃k−j)R(S̃k, Ak)]∥2

To bound the first term, we use Assumption 3.3 to get

|Ey0 [R(Sk, Ak)]| ≤ |Ey0 [R(Sk, Ak)]− Eµ[Rπ(S̃k)]|+ |Eµ[Rπ(S̃k)]|
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≤ ρk−1(f1(s0) + f1(s1)) + |Eµ[Rπ(S̃k)]|
≤ ρk−1(f1(s0) + f1(s1)) + r̂ (Jensen’s inequality and Assumption 3.1)

With the above bound, we have

∥Ey0 [zkR(Sk, Ak)]− Eµ[z̃kR(S̃k, Ak)]∥2 ≤ λk∥z0∥2(ρk−1(f1(s0) + f1(s1)) + r̂)

+

∥∥∥∥∥∥Ey0
k−1∑
j=0

λj
(
ψ(Sk−j)R(Sk, Ak)− Eµ[ψ(S̃k−j)R(S̃k, Ak)]

)∥∥∥∥∥∥
2

+
∞∑
j=k

λj∥Eµ[ψ(S̃k−j)R(S̃k, Ak)]∥2

≤ λk∥z0∥2(ρk−1(f1(s0) + f1(s1)) + r̂)

+
k∑
j=0

λj
∥∥∥Ey0 [ψ(Sk−j)R(Sk, Ak)]− Eµ[ψ(S̃k−j)R(S̃k, Ak)]

∥∥∥
2

+
λkψ̂r̂

√
d

1− λ

≤
k−1∑
j=0

λjf1(s1)ρ
k−j−1 + λk∥z0∥2(ρk−1(f1(s0) + f1(s1)) + r̂)

+
λkψ̂r̂

√
d

1− λ
(Assumption 3.3)

≤ f1(s1)ρ
−1

k−1∑
j=0

λjρk−j + λk∥z0∥2(ρk−1(f1(s0) + f1(s1)) + r̂)

+
λkψ̂r̂

√
d

1− λ
.

Similar to part (d), summing over all k, we get

∞∑
k=0

∥Ey0 [zkR(Sk, Ak)]− Eµ[z̃kR(S̃k, Ak)]∥2 ≤ f1(s1)

(1− λ)(1− ρ)
+

∥z0∥2ρ−1(f1(s0) + f1(s1))

(1− λρ)

+
∥z0∥2r̂
(1− λ)

+
ψ̂r̂

√
d

(1− λ)2

≤ g(y0).

(e) Using triangle inequality on the formula for zk, we have

∥zk∥2 ≤ λk∥z0∥2 +
k∑
j=1

λk−j∥ψ(Sk)∥2

=
1− λk+1

(1− λ)

 (1− λ)λk

1− λk+1
∥z0∥2 +

k∑
j=1

(1− λ)λk−j

1− λk+1
∥ψ(Sj)∥2


By taking fourth power both sides, we get

∥zk∥42 ≤ (1− λk+1)4

(1− λ)4

 (1− λ)λk

1− λk+1
∥z0∥2 +

k∑
j=1

(1− λ)λk−j

1− λk+1
∥ψ(Sj)∥2

4

.
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Since the weights (1−λ)λk−j

1−λk+1 form a probability distribution, we can apply Jensen’s inequality to get

∥zk∥42 ≤ (1− λk+1)4

(1− λ)4

 (1− λ)λk

1− λk+1
∥z0∥42 +

k∑
j=1

(1− λ)λk−j

1− λk+1
∥ψ(Sj)∥42


≤ 1

(1− λ)3

λk∥z0∥42 + k∑
j=1

λk−j∥ψ(Sj)∥42

 .

Taking expectation both sides conditioned on the initial state, we have

Ey0 [∥zk∥42] ≤
1

(1− λ)3

λk∥z0∥42 + k∑
j=1

λk−jEy0 [∥ψ(Sj)∥42]


≤ 1

(1− λ)3
(∥z0∥42 + f3(s1))

 k∑
j=0

λk−j

 (Assumption 3.3)

≤ ∥z0∥42 + f3(s1)

(1− λ)4
.

(f) Recall Yk = (Sk, Ak, Sk+1, zk) ∈ Y. Then, we have

g2(Yk) ≤
4f21 (Sk+1)

(1− λ)2(1− ρ)2
+

4∥zk∥22ρ−2(f1(Sk) + f1(Sk+1))
2

(1− λρ)2

+
4∥zk∥22

(
1 + r̂ + ψ̂

√
d
)2

(1− λ)2
+

4(ψ̂ + ψ′ + ψ̂r̂
√
d)2

(1− λ)4
. (Using (

∑n
i=1 ai)

2 ≤ n
(∑n

i=1 a
2
i

)
)

Taking expectation both sides, conditioned on initial state y0,

Ey0 [g2(Yk)] ≤
4Ey0 [f21 (Sk+1)]

(1− λ)2(1− ρ)2
+

4ρ−2Ey0 [∥zk∥22(f1(Sk) + f1(Sk+1))
2]

(1− λρ)2
+

4
(
1 + r̂ + ψ̂

√
d
)2

Ey0 [∥zk∥22]

(1− λ)2

+
4(ψ̂ + ψ′ + ψ̂r̂

√
d)2

(1− λ)4
.

Using Assumption 3.3, we can bound the first term as

4Ey0 [f21 (Sk+1)]

(1− λ)2(1− ρ)2
≤

4
√
f2(s1)

(1− λ)2(1− ρ)2
. (Jensen’s inequality)

For second term, we use Cauchy-Schwartz inequality for expectations, to get

4ρ−2Ey0 [∥zk∥22(f1(Sk) + f1(Sk+1))
2]

(1− λρ)2
≤

4ρ−2
√

Ey0 [∥zk∥42]
√
Ey0 [(f1(Sk) + f1(Sk+1))4]

(1− λρ)2

≤
8ρ−2

√
Ey0 [∥zk∥42]

√
Ey0 [f41 (Sk) + f41 (Sk+1)]

(1− λρ)2
((a+ b)2 ≤ 2a2 + 2b2)

≤
16ρ−2

√
∥z0∥42 + f3(s1)

√
f2(s0) + f2(s1)

(1− λρ)2(1− λ)2
(Assumption 3.3)

For the third term, we use part (e) and Jensen’s inequality to get

4
(
1 + r̂ + ψ̂

√
d
)2

Ey0 [∥zk∥22]

(1− λ)2
≤

4
(
1 + r̂ + ψ̂

√
d
)2√

∥z0∥42 + f3(s1)

(1− λ)4
. (Jensen’s inequality)

The claim follows by combining all the bounds.
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Define T̂ (s0, s1) = c2α +

√
f3(s0)+f3(s1)

(1−λ)2 + 4(f3(s0)+f3(s1))
(1−λ)2 , b̂(s0, s1) = c2α

√
f3(s0) + f3(s1) +

f3(s0)+f3(s1)
(1−λ)2 and

ĝ(s0, s1) = Ey0 [g2(s0, a0, s1, ψ(s0))]. Furthermore, for ease of notation, we will denote I as the identity ma-
trix (infinite dimensional).

Proposition E.1. The TD(λ) algorithm satisfies the following:

(a) The operator F (xk, Yk) defined in Eq. (10) has the following properties:

(1) ∥F (xk, Yk)∥2 ≤ ∥T (Yk)∥2∥x − x∗∥2 + ∥b(Yk)∥2 + ∥T (Yk)∥2∥x∗∥2, where Ey0 [∥T (Yk)∥22] ≤ T̂ (s0, s1) and

Ey0 [(∥b(Yk)∥22] ≤ b̂(s0, s1).

(2) Define F̄ (x) = EY∼µ[F (x, Y )]. Then, under Assumptions 3.1 and 3.2, F̄ (x) exists and is given by
F̄ (x) = T̄ x+ b̄.

(3) There exists a unique θ∗ ∈ E⊥
Ψ such that x∗ = (r̄, θ∗T )T solves T̄ x + b̄ = 0. Furthermore, it is also one

of the solutions to the Projected-Bellman equation B(λ)
π (Ψθ) = Ψθ.

(b) There exists a solution to the Poisson equation (3) for the Markov chain MY which satisfies Assumption

2.2 with Â2
2(y0) = 9ĝ(s0, s1) and B̂

2
2(y0) = 2(9∥x∗∥22 + 1)ĝ(s0, s1) +

8c2α

√
f2(s0)+f2(s1)

(1−ρ)2 .

Proof. (a) (1) Since T (Yk) is partitioned in a block form, we use Lemma H.3 and the non-expansivity of the
projection operator Π2,E⊥

Ψ
to get

∥T (Yk)∥22 ≤ c2α + ∥Π2,E⊥
Ψ
zk∥22 + ∥Π2,E⊥

Ψ
zk(ψ(Sk+1)

T − ψ(Sk)
T )∥22

≤ c2α + ∥zk∥22 + ∥zk(ψ(Sk+1)
T − ψ(Sk)

T )∥22
≤ c2α + ∥zk∥22 + (∥zk∥2(∥ψ(Sk+1)∥2 + ∥ψ(Sk)∥2))2

≤ c2α + ∥zk∥22 + 2(∥zk∥22(∥ψ(Sk+1)∥22 + ∥ψ(Sk)∥22)) ((Using (a+ b)2 ≤ 2(a2 + b2))

Note that z−1 = 0 implies z0 = ψ(s0). Taking expectation both sides, we get

Ey0 [∥T (Yk)∥22] ≤ c2α + Ey0 [∥zk∥22] + 2Ey0 [∥zk∥22∥ψ(Sk+1)∥2] + 2Ey0 [∥zk∥22∥ψ(Sk)∥22]

≤ c2α + Ey0 [∥zk∥22] + 2
√
Ey0 [∥zk∥42]

√
Ey0 [∥ψ(Sk+1)∥42] + 2

√
Ey0 [∥zk∥42]

√
Ey0 [∥ψ(Sk)∥24]

(Cauchy-Schwartz for expectation)

≤ c2α +

√
∥ψ(s0)∥42 + f3(s1)

(1− λ)2
+

4
√

∥ψ(s0)∥42 + f3(s1)
√
f3(s0) + f3(s1)

(1− λ)2

(Part (e) Lemma E.2 and Assumption 3.3)

≤ c2α +

√
f3(s0) + f3(s1)

(1− λ)2
+

4(f3(s0) + f3(s1))

(1− λ)2
= T̂ (s0, s1).

Next, we bound b(Yk)

∥b(Yk)∥22 = c2αR2(Sk, Ak) +R2(Sk, Ak)∥Π2,E⊥
Ψ
zk∥22

Again using the non-expansivity of the projection operator Π2,E⊥
Ψ

and taking expectation, we get

Ey0 [∥b(Yk)∥22] = c2αEy0 [R2(Sk, Ak)] + Ey0 [R2(Sk, Ak)∥zk∥22]

≤ c2α

√
Ey0 [R4(Sk, Ak)] +

√
Ey0 [R4(Sk, Ak)]

√
Ey0 [∥zk∥24]

(Cauchy-Schwartz for expectation)

≤ c2α
√
f3(s0) + f3(s1) +

√
f3(s0) + f3(s1)

√
∥ψ(s0)∥42 + f3(s1)

(1− λ)2
.

(Part (e) Lemma E.2 and Assumption 3.3)

≤ c2α
√
f3(s0) + f3(s1) +

f3(s0) + f3(s1)

(1− λ)2
= b̂(s0, s1). (29)
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Combining both the bounds, we have

∥F (xk, Yk)∥2 ≤ ∥T (Yk)∥2∥x− x∗∥2 + ∥b(Yk)∥2 + ∥T (Yk)∥2∥x∗∥2,

where Ey0 [∥T (Yk)∥22] ≤ T̂ (s0, s1) and Ey0 [∥b(Yk)∥22] ≤ b̂(s0, s1).

(2) From Lemma 3.1, the stationary expectations of T (Yk) and b(Yk) are finite. Thus,

Eµ[F (Ỹk, x)] = T̄ x+ b̄.

(3) • ∄ θ ∈ Rd such that ψ(s)T θ = 1, ∀s ∈ S: In this case, E⊥
Ψ ≡ Rd. Lemma 3.2 implies that all the

eigenvalues of ΨTΛ(P (λ) − I)Ψ are strictly negative, immediately suggesting that ΨTΛ(P (λ) − I)Ψ
is invertible. Thus, there exists a unique solution θ∗

− r̄

(1− λ)
ΨTµ+ΨTΛ(P (λ) − I)Ψθ∗ +ΨTΛR(λ) = 0.

• ∃ θe ∈ Rd such that ψ(s)T θe = 1, ∀s ∈ S: Note that due to linear independence of columns of Ψ and
the irreducibility of P , θe is the unique left and right eigenvector of ΨTΛ(P (λ) − I)Ψ corresponding
to eigenvalue 0. This implies that all the other generalized eigenvectors of ΨTΛ(P (λ) − I)Ψ are
perpendicular to θe and hence, they span E⊥

Ψ . Furthermore, note that

θTe

(
ΨTΛR(λ) − r̄

(1− λ)
ΨTµ

)
= µTR(λ) − r̄

(1− λ)
= 0.

Thus, the vector ΨTΛR(λ) − r̄
(1−λ)Ψ

Tµ is perpendicular to θe and therefore lies in E⊥
Ψ . By the

properties of generalized eigenvectors, it is easy to verify that there exists unique θ∗ ∈ E⊥
Ψ which

satisfies

− r̄

(1− λ)
ΨTµ+ΨTΛ(P (λ) − I)Ψθ∗ +ΨTΛR(λ) = 0.

Note that Π2,E⊥
Ψ
ΨTΛ(P (λ)− I)Ψθ = ΨTΛ(P (λ)− I)Ψθ, for all θ ∈ E⊥

Ψ . Consider the expression T̄ x∗+ b̄.

Expanding the matrix T̄ , we get

T̄ x∗ + b̄ =

[
−r̄ + r̄

− r̄
(1−λ)Π2,E⊥

Ψ
ΨTµ+Π2,E⊥

Ψ
ΨTΛ(P (λ) − I)Ψθ∗ +Π2,E⊥

Ψ
ΨTΛR(λ)

]
= 0

Thus, x∗ is the unique solution to T̄ x∗ + b̄ = 0 in the subspace E⊥
Ψ . Furthermore, rearranging the terms

in T̄ x∗ + b̄ = 0, we get

ΨTΛΨθ∗ = − r̄

(1− λ)
ΨTµ+ΨTΛP (λ)Ψθ∗ +ΨTΛR(λ).

Multiplying both sides by Ψ(ΨTΛΨ)−1 (ΨTΛΨ is a d× d invertible matrix), we get

Ψθ∗ = Ψ(ΨTΛΨ)−1

(
ΨTΛR(λ) +ΨTΛP (λ)Ψθ∗ − r̄

(1− λ)
ΨTµ

)
Ψθ∗ = ΠΛ,ΨB(λ)

π (Ψθ∗).

Thus, θ∗ is also one of the solutions for the Projected-Bellman equation for TD(λ).

(b) We will use similar arguments as in Lemma 1 of Chapter 2, Part 2 from Benveniste et al. (2012) to show the
existence of a solution to the Poisson equation. Define Vx(y) for all y = (s, a, s′, z) ∈ Y as follows:

Vx(y) =

( ∞∑
k=0

(Ey[T (Yk)]− T̄ )

)
x+

∞∑
k=0

(Ey[b(Yk)]− b̄)
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Then, using Lemma E.2 we can bound each infinite summation as follows:∥∥∥∥∥
∞∑
k=0

(Ey[T (Yk)]− T̄ )

∥∥∥∥∥
2

≤
∞∑
k=0

∥∥Ey[T (Yk)]− T̄
∥∥
2

≤
∞∑
k=0

(
∥Π2,E⊥

Ψ
(Ey[zk]− Eµ[z̃k]) ∥2 +

∥∥∥Π2,E⊥
Ψ

(
Ey[zkψ(Sk)T ]− Eµ[z̃kψ(S̃k)T

)
]
∥∥∥
2

+
∥∥∥Π2,E⊥

Ψ

(
Ey[zkψ(Sk+1)

T ]− Eµ[z̃kψ(S̃k+1)
T ]
)∥∥∥

2

)
(Lemma H.3 and triangle inequality)

≤ 3g(y). (Lemma E.2)

Next, for the second summation, we have∥∥∥∥∥
∞∑
k=0

(Ey[b(Yk)]− b̄)

∥∥∥∥∥
2

≤
∞∑
k=0

∥∥Ey[b(Yk)]− b̄
∥∥
2

≤
∞∑
k=0

(
cα|Ey[R(Sk, Ak)]− Eµ[R(S̃k, Ak)]|

+
∥∥∥Π2,E⊥

Ψ

(
Ey[zkR(Sk, Ak)]− Eµ[z̃kR(S̃k, Ak)]

)∥∥∥
2

)

≤
∞∑
k=0

cαρ
k(f1(s) + f1(s

′)) + g(y) (Assumption 3.3 and Lemma E.2)

=
cα(f1(s) + f1(s

′))

1− ρ
+ g(y).

Thus, both the series are convergent. Furthermore, note that Assumption 3.3 implies that Ey[f1(Sk)] ≤
4
√
f2(s) + f2(s′), for all y ∈ Y and k ≥ 0. Thus, following dominated convergence theorem,

Ey[Vx(Y1)] = Ey

[( ∞∑
k=1

(EY1
[T (Yk)]− T̄ )

)
x+

∞∑
k=1

(EY1
[b(Yk)]− b̄)

]

=

( ∞∑
k=1

(Ey[EY1
[T (Yk)]− T̄ ])

)
x+

∞∑
k=1

(Ey[EY1
[b(Yk)]− b̄])

=

( ∞∑
k=1

(Ey[T (Yk)]− T̄ ])

)
x+

∞∑
k=1

(Ey[b(Yk)]− b̄])

= Vy(x)− ((T (y)− T̄ )x+ b(y)− b̄).

The claim follows. Now to show bounded expectations, we use part (f) of Lemma E.2 and the fact that
z0 = ψ(s0), to get

Â2
2(y0) = EY0=(s0,a0,s1,z0)

∥∥∥∥∥
∞∑
k=0

(Ey[T (Yk)]− T̄ )

∥∥∥∥∥
2

2

 ≤ 9ĝ(s0, s1),

B̂2
2(y0) = EY0=(s0,a0,s1,z0)

[
∥Vx∗(Yk)∥22

]
≤ EY0=(s0,a0,s1,z0)

[(
3g(Yk)x

∗ +
cα(f1(Sk) + f1(Sk+1))

1− ρ
+ g(Yk)

)2
]
,

≤ 2(9∥x∗∥22 + 1)ĝ(s0, s1) +
8c2α
√
f2(s0) + f2(s1)

(1− ρ)2
.
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E.3 Proof of Lemma 3.2

Proof. The proof largely involves similar arguments as in Lemma 2 in Zhang et al. (2021) but we will also need
Lemma E.3 to adapt the infinite state space. Since P (λ) is an irreducible and aperiodic Markov kernel, for any
non-zero θ ∈ E⊥

Ψ , by Lemma E.4 we have

θT (ΨTΛΨ−ΨTΛP (λ)Ψ)θ > 0.

Consider the set {θ ∈ E⊥
Ψ |∥θ∥2 = 1}. Note that this set is compact and closed, thus by the extreme value

theorem, we have

∆ := min
θ∈E⊥

Ψ ,∥θ∥2=1
θT (ΨTΛΨ−ΨTΛP (λ)Ψ)θ > 0.

By Lemma 3.1, in steady state Eµ[T (Yk)] is given by

T̄ =

[
−cα 0

− 1
(1−λ)Π2,E⊥

Ψ
ΨTµ Π2,E⊥

Ψ
(ΨTΛΨ−ΨTΛP (λ)Ψ)

]
.

Thus, the minimization problem minx∈R×E⊥
Ψ ,∥x∥2=1 −xT T̄ x can be written as

min
θ∈E⊥

Ψ ,r∈R,r2+∥θ∥2
2=1

cαr
2 +

r

1− λ
θTΠ2,E⊥

Ψ
ΨTµ+ θTΠ2,E⊥

Ψ
(ΨTΛΨ−ΨTΛP (λ)Ψ)θ.

Since θ ∈ E⊥
Ψ , θTΠ2,E⊥

Ψ
= (Π2,E⊥

Ψ
θ)T = θ, we have

min
θ∈E⊥

Ψ ,r∈R,r2+∥θ∥2
2=1

cαr
2 +

r

1− λ
θTΨTµ+ θT (ΨTΛΨ−ΨTΛP (λ)Ψ)θ.

First, we bound the second term.∣∣∣∣ r

1− λ
θTΨTµ

∣∣∣∣ = |r|
1− λ

∣∣θTΨTµ∣∣
≤ |r|

1− λ
∥θ∥2∥ΨTµ∥2. (Cauchy-Schwartz Inequality)

Since ∥ΨTµ∥22 =
∑d
i=1

(∑
s∈S µ(s)ψi(s)

)2
which by Jensen’s inequality can be bounded as

∥ΨTµ∥22 ≤
d∑
i=1

∑
s∈S

µ(s)ψ2
i (s)

≤ dψ̂2.

Thus, ∣∣∣∣ r

1− λ
θTΨTµ

∣∣∣∣ ≤ ψ̂|r|∥θ∥2
√
d

1− λ
, ∀r ∈ R, θ ∈ E⊥

Ψ .

and

θT (ΨTΛΨ−ΨTΛP (λ)Ψ)θ ≥ ∆∥θ∥22, ∀θ ∈ E⊥
Ψ .

Combining all the bounds, we get

min
θ∈E⊥

Ψ ,r∈R,r2+∥θ∥2
2=1

cαr +
r

1− λ
θTΨTµ+ θT (ΨTΛΨ−ΨTΛP (λ)Ψ)θ

≥ min
θ∈E⊥

Ψ ,r∈R,r2+∥θ∥2
2=1

cαr
2 − ψ̂|r|∥θ∥2

√
d

1− λ
+∆∥θ∥22
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= min
r∈[−1,1]

cα|r|2 −
√
dψ̂|r|

√
1− |r|2

1− λ
+∆(1− r2)

= min
z∈[0,1]

cαz −
√
dψ̂
√
z(1− z)

1− λ
+∆(1− z)

= ∆+ min
z∈[0,1]

(cα −∆)z −
√
dψ̂
√
z(1− z)

1− λ
.

When cα ≥ ∆+
√

d2ψ̂4

∆2(1−λ)4 − dψ̂2

(1−λ)2 , we have

min
z∈[0,1]

(cα −∆)z −
√
dψ̂
√
z(1− z)

1− λ
=
1

2

(cα −∆)−

√
(cα −∆)2 +

d2ψ̂2

(1− λ)2


≥ 1

2

√ d2ψ̂4

∆2(1− λ)4
− dψ̂2

(1− λ)2
− dψ̂2

∆(1− λ)2

 .

≥ −∆

2

where for the last inequality we used the following fact√
x2

∆2
− x− x

∆
≥ −∆ ∀x. (x = ∆2 is the minimizer)

Therefore, it follows that

min
x∈R×E⊥

Ψ ,∥x∥2=1
−xTTx ≥ ∆

2
.

E.4 Proof of Theorem 3.1

Theorem E.1. Consider the iterates {θk, r̄k}k≥0 generated by Algorithm 1 under Assumption 3.1-3.3 and cα ≥
∆+

√
d2ψ̂4

∆2(1−λ)4 − dψ̂2

(1−λ)2 .

(a) When αk ≡ α ≤ 1, then for all k ≥ 0:

E[(r̄k − r̄)2 + ∥θk − θ∗∥22] ≤ φV,0 exp

(
−∆αk

2

)
+ 3ĈV (s0, s1)α+

12ĈV (s0, s1)α

∆
.

(b) When ξ = 1, α > 1
∆ and K ≥ max{α, 2}, then for all k ≥ 0:

E[(r̄k − r̄)2 + ∥θk − θ∗∥22] ≤ φV,0

(
K

k +K

)∆α
2

+
ĈV (s0, s1)α

k +K
+

4(6 + 2∆)ĈV (s0, s1)eα
2(

∆α
2 − 1

)
(k +K)

.

Proof. Since there is no martingale noise in the algorithm A3 = B3 = 0. From Proposition E.1, we have
Â2

1(y0) = T̂ (s0, s1) and Â
2
2(y0) = 9ĝ(s0, s1) which gives

Â(y0) = Â2
1(y0) + Â2

2(y0) +A2
3 = T̂ (s0, s1) + 9ĝ(s0, s1).

Next, Ey0 [(∥b(Yk)∥22] ≤ b̂(s0, s1), we have

Ey0 [(∥b(Yk)∥2 + ∥T (Yk)∥2∥x∗∥2)2] ≤ 2b̂(s0, s1) + 2T̂ (s0, s1)∥x∗∥22.
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Combining above with B2
2(y0), we get

B̂(y0)
2 = B̂2

1(y0) + B̂2
2(y0) +B2

3

= 2b̂(s0, s1) + 2ĝ(s0, s1) + 2∥x∗∥22
(
9ĝ(s0, s1) + T̂ (s0, s1)

)
+

8c2α
√
f2(s0) + f2(s1)

(1− ρ)2
.

Let maxx∈X ∥x∥2 ≤M/2. Then, ĈV (s0, s1) = Ĉ(y0) = Â(y0)M
2 + B̂(y0). Since ∥ · ∥c = ∥ · ∥s = ∥ · ∥2, we have

φ1 =
uLsu2su

2
cs

l2s
= 1; φV,0 = (r̄0 − r∗)2 + ∥θ0 − θ∗∥2c + 2ĈV (s0, s1).

E.5 Challenges in the infinite state space

Consider a birth-death chain. Let the state space be given as S = {si}i≥0 with the transition kernel P (si+1|si) = p
and P (si−1|si) = 1 − p, where p < 1/2. Furthermore, P (s0|s0) = 1 − p. It is well known that for p < 1/2, this

chain is positive recurrent and the stationary distribution is given by µ(si) =
(1−2p)pi

(1−p)i+1 . For simplicity, we will

consider the setting when λ = 0, which implies P (0) = P . Consider a sequence of functions {Vj}j≥1 in the set
{V |

∑
s∈S V (s) = 0,

∑
s∈S V

2(s) = 1} that satisfy the following:

Vj(si) =


1√
2
, i = j

− 1√
2
, i = j + 1

0, otherwise.

Then, we have the following:

V Tj ΛVj − V Tj ΛPVj =
1

2
Eµ[(Vj(Sk+1)− Vj(Sk))

2]

= µ(sj−1)p

(
1√
2

)2

+ µ(sj)p
(√

2
)2

+ µ(sj+1)(1− p)
(√

2
)2

+ µ(sj+2)(1− p)

(
1√
2

)2

=
(1− 2p)pj

(1− p)j

(
1

2
+

4(1− 2p)p

(1− p)
+

(1− 2p)p2

2(1− p)2

)
.

Note that p < 1/2, therefore limj→∞ V Tj ΛVj − V Tj ΛPVj → 0. Thus,

inf
V
V Tj ΛVj − V Tj ΛPVj = 0.

Observe that in the above example the vector has infinite dimension, thus the state at which the function value
has a variation for the first time can drift to infinity. However, by using linear function approximation with
a finite number of columns, we are essentially restricting the function in a finite-dimensional setting. More
concretely, in Lemma E.3 we establish that for any function given by a linear combination of columns of Ψ, the
point of variation in the value of the function cannot drift to infinity.

E.6 Auxiliary Lemmas for TD(λ)

Lemma E.3. Let S = {s1, s2, s3, . . . } be an indexing of the state space such that ψ(si)
T is the i-th row in Ψ.

Then, under the Assumption 3.2, there exists a finite N such that for all θ ∈ E⊥
Ψ the following relation holds

d∑
j=1

θ(j)ψj(sN ) ̸=
d∑
j=1

θ(j)ψj(si), 1 ≤ i ≤ N − 1. (30)

Proof. From Lemma H.2, there exists N1 such that the span of the first N1 rows of Ψ is Rd. Therefore, there
exists a set of d vectors that are linearly independent. Denote these row vectors by {ψ(si1), ψ(si2), . . . , ψ(sid)}
and construct a matrix Ψ̂d by concatenating these row vectors. Let e ∈ Rd be the vector of all ones. Now, we
have two cases: (i) EΨ is non-empty, or (ii) EΨ is empty. We will consider these two cases separately.
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• EΨ is non-empty: Since Ψ̂d is full rank and θe is unique, Ψ̂dθ ̸= e for all θ ∈ E⊥
Ψ . The claim follows

immediately.

• EΨ is empty: In this case E⊥
Ψ ≡ Rd. Let θ′e be the vector for which we have Ψdθ

′
e = e. Then, from

Assumption 3.2, there exists a finite N2 such that
∑d
j=1 θ

′
e(j)ψj(sN2

) ̸= 1. Furthermore, Ψdθ ̸= e for any

θ ̸= θ′e. Thus, for all θ ∈ Rd ,
∑d
j=1 θ(j)ψj(sN ) ̸=

∑d
j=1 θ(j)ψj(si), where N = max{N1, N2}.

Lemma E.4. Let P be the transition kernel for an irreducible and aperiodic Markov chain. Then, for any
θ ∈ E⊥

Ψ , the following is true:

θT (ΨTΛΨ−ΨTΛPΨ)θ > 0. (31)

Proof. Let V(si) = ψ(si)
T θ be a non-constant function of the states, where ψ(si)

T is the i-th row of Ψ. Note
that due to Lemma E.3, there exists a finite N where V(sN ) ̸= V(sN−1). Since the Markov chain is irreducible
and V(·) is a non-constant function of time, we have

0 <
1

2

∞∑
i=1

µ(si)
∑
s∈S

P (s|si)(V(si)− V(s))2 (P (si+1|si) > 0 by the construction of Ψ)

=
∞∑
i=1

µ(si)

(
V2(si)− V(si)

∑
s∈S

P (s|si)V(s)

)
= θT (ΨTΛΨ−ΨTΛPΨ)θ.

F PROOF OF THE TECHNICAL RESULTS IN SECTION 4

F.1 Properties of SCBCD

Proposition F.1. The SCBCD algorithm has the following properties:

(a) The operator F (x, i), satisfies: ∥F (x, i)∥2 ≤ L∥x− x∗∥2, ∀i ∈ S.

(b) There exists a solution to the Poisson equation (3) for the Markov chain MU which satisfies Assumption
2.2 with A2 = max{L, 1} and B2 = 0.

(c) The noise sequence Mk is a martingale difference sequence and satisfies: ∥Mk∥2 ≤ C1∥x− x∗∥2 + C2.

Proof. (a) Using L-smoothness of the f(x) and the fact that ∇f(x∗) = 0, we get

∥ − Ui∇if(x)∥2 = ∥ − UiU
T
i ∇f(x)− UiU

T
i ∇f(x∗)∥2

≤ L∥UiUTi ∥2∥x− x∗∥2
= L∥x− x∗∥2. (∥UiUTi ∥2 = 1)

(b) Note that Ei[G(Y )] = G(i mod p+ 1) for any G : S → Rd. Thus, we can write Poisson equation as

Vx(i) = −UiUTi ∇f(x) + Vx(i mod p+ 1) +
1

p
∇f(x).

Set Vx(1) = 0, then we have

Vx(i) = −
p−i∑
k=0

(
Uk+1U

T
k+1∇f(x)−

1

p
∇f(x)

)
, ∀i ∈ S/{1}
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Note that UkU
T
k is a also diagonal matrix. Hence,

∑p−i
k=0

(
Uk+1U

T
k+1 − 1

pId

)
is a diagonal matrix with entries

i−1
p in the first i places and − 1

p in the remaining places. This implies that
∥∥∥∑p−i

k=0

(
Uk+1U

T
k+1 − 1

pId

)∥∥∥
2
≤

i−1
p ≤ 1 . Thus, for all i ∈ S, we have

∥Vx(i)− Vy(i)∥2 =

∥∥∥∥∥
p−i∑
k=0

Uk+1U
T
k+1∇f(x)−

1

p
∇f(x)− Uk+1U

T
k+1∇f(y) +

1

p
∇f(y)

∥∥∥∥∥
2

≤

∥∥∥∥∥
p−i∑
k=0

(
Uk+1U

T
k+1 −

1

p
Id

)∥∥∥∥∥
2

∥∇f(x)−∇f(y)∥2

≤ ∥∇f(x)−∇f(y)∥2
≤ L∥x− y∥2 (Smoothness of f(x))

Additionally, ∇f(x∗) = 0 implies Vx∗(i) = 0, ∀i ∈ S.

(c) Using Assumption 4.1, we have

E[Mk|Fk] = E[Ui(k)wk|Fk]
= Ui(k)E[wk|Fk] (Ui(k) is deterministic)

= 0.

Furthermore,

∥Mk∥2 ≤ ∥Ui(k)wk∥2
≤ ∥wk∥2 (∥Ui∥2 = 1)

≤ C1∥xk − x∗∥+ C2.

F.2 Proof of Theorem 4.1

From Proposition F.1, we have

AG = (L+ C1 + 1)2; BG = C2
2 ;

ϱG,0 = 2(1 + 2(L+ C1 + 1)2 max{L, 1})∥x0 − x∗∥2c + 4C2
2 max{L, 1}; ϱG,1 = max{L, 1}.

G PROOF OF TECHNICAL RESULTS FOR Q-LEARNING IN SECTION B

G.1 Proof of Proposition B.1

Proof. (a) (1) Recall that Q∗(s, a) = R(s, a) + γ
∑
s′∈S P (s

′|s, a)maxa′∈AQ
∗(s′, a′). Thus, we have

∥F (Q, y)∥∞ ≤

∥∥∥∥∥γ ∑
s′∈S

P (s′|s, a)
(
max
a′∈A

Q(s′, a′)−max
a′∈A

Q∗(s′, a′)

)
−Q(s, a) +Q∗(s, a)

∥∥∥∥∥
∞

+ ∥Q∗(s, a)∥∞

≤ 2∥Q−Q∗∥∞ + ∥Q∗∥∞.

Similarly, for any Q1 and Q2 and y ∈ Y we have

∥F (Q1, y)− F (Q2, y)∥∞ ≤

∥∥∥∥∥γ ∑
s′∈S

P (s′|s, a)
(
max
a′∈A

Q1(s
′, a′)−max

a′∈A
Q2(s

′, a′)

)
−Q1(s, a) +Q2(s, a)

∥∥∥∥∥
∞

≤ 2∥Q1 −Q2∥∞.
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(2) Using the Markov property, we have for any Q ∈ R|S||A| and (s, a):

ESk∼µb
[F (Q,(Sk, Ak))(s, a)]

= ESk∼µb

[
1{Sk = s,Ak = a}

(
R(s, a) + γ

∑
s′∈S

P (s′|s, a)max
a′∈A

Q(s′, a′)−Q(s, a)

)]
= µb(s)πb(a|s)(B(Q)(s, a)−Q(s, a)).

Thus, F̄ (Q) = Λ(B(Q)−Q).

(3) Since Q∗ is the solution to the Bellman equation, we have

F̄ (Q∗) = Λ(B(Q∗)−Q∗)

= 0.

Hence, Q∗ is a solution to the equation F̄ (Q∗) = 0. The uniqueness of the solution is immediate from
the fact that µb(s)πb(a|s) > 0 and Q∗ is the unique solution to B(Q)−Q = 0.

(b) Fix a state y0 = (s0, a0) ∈ Y and define τ = min{n > 0 : Yn = y0} and Ey[·] = E[·|Y0 = y], then for all y ∈ Y

VQ(y) = Ey

[
τ−1∑
n=0

(
F (Q,Yn)− F̄ (Q)

)]

is a solution to the Poisson equation (Lemma 4.2 and Theorem 4.2 of Section VI.4, pp. 85-91, of Borkar
(1991)). Thus, we have

∥VQ1(y)− VQ2(y)∥∞ =

∥∥∥∥∥Ey
[
τ−1∑
n=0

(
F (Q1, Yn)− F (Q2, Yn)− (F̄ (Q1)− F̄ (Q2))

)]∥∥∥∥∥
∞

≤ Ey

[
τ−1∑
n=0

(
∥F (Q1, Yn)− F (Q2, Yn)∥∞ + ∥F̄ (Q1)− F̄ (Q2)∥∞

)]

≤ Ey

[
τ−1∑
n=0

(2∥Q1 −Q2∥∞ + ∥Λ(B(Q1)− (B(Q2))∥∞ + ∥Λ(Q1 −Q2)∥∞)

]
(Using property 1 and 2 from part (a))

≤ 4∥Q1 −Q2∥∞Ey[τ ]
≤ 4τy∥Q1 −Q2∥∞.

Furthermore, since Q∗ solves the Bellman equation, for all y ∈ Y we have

VQ∗(y) = 0.

(c) Define Fk = {Q0, Y0, . . . , Qk−1, Yk−1, Qk, Yk}. Then due to the Markov property, we have

E[Mk(Qk)|Fk] = 0.

Furthermore,

∥Mk(Qk)∥∞ ≤ γmax
s,a

(∣∣∣∣∣max
a′∈A

Qk(Sk+1, a
′)−

∑
s′∈S

P (s′|Sk, Ak)max
a′∈A

Qk(s
′, a′)

∣∣∣∣∣
)

≤ 2∥Qk∥∞
≤ 2 (∥Qk −Q∗∥∞ + ∥Q∗∥∞) .
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G.2 Proof of Theorem B.1

Proof. To identify the constants AQ, BQ and ηQ, we use Lemma B.1 to get

AQ = (A1 +A3 + 1)2 = 25; BQ =

(
B1 +B3 +

B2

A2

)2

= 9∥Q∗∥2∞; ηQ = (1− γ)Λmin.

Since ηQ ≤ 1, we have
BQ

ηQ
≥ BQ. Furthermore, from Lemma B.1 we get ϱQ,1 as follows:

ϱQ,1 = uLsu
2
csA2 =

2(1 + ω)

ω
(p− 1) (|S||A|)2/p 4τy0

≤ (1 + ω)

ω
16eτy0 log (|S||A|)

≤ 32eτy0 log (|S||A|)
(1− γ)Λmin

.

ϱQ,0 =
2(1 + ω)(1 + 50ϱQ,1)

(1 + ω/
√
e)

∥Q0 −Q∗∥2c + 36∥Q∗∥2∞ϱQ,1

≤ 4(1 + 50ϱQ,1)∥Q0 −Q∗∥2c + 36∥Q∗∥2∞ϱQ,1.

G.3 Sample complexity for Q-Learning

To find an estimate Q, such that E[∥Q−Q∗∥∞] ≤ ϵ, we need

58BQϱQ,1α

ηQ
≤ ϵ2

2

=⇒ α ≤ O
(

ηQ
∥Q∗∥2∞ϱQ,1

)
.

Using this bound on α, we have

ϱQ,0 exp

(
−ηQαk

2

)
≤ ϵ2

2

=⇒ k ≤ O
(

1

αηQ
log(1/ϵ)

)
.

Since ϱQ,1 ≤ 32eτy0 log(|S||A|)
(1−γ)Λmin

and ∥Q∗∥2∞ ≤ O
(

1
(1−γ)2

)
, we have

k ≤ O
(
log(1/ϵ)

ϵ2

)
O
(

1

(1− γ)5

)
O
(
Λ−3
min

)
.

H AUXILIARY LEMMAS

Lemma H.1. The step-size sequence in Assumption 2.5 has following properties:

αk ≤ αk−1; αk−1 ≤ 2αk; αk−1 − αk ≤ 2ξ

α
α2
k (32)

Proof. The step-size is non-decreasing by construction. Now consider the ratio

αk−1

αk
=

(
K + k

K + k − 1

)ξ
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=

(
1 +

1

K + k − 1

)ξ
.

Since k ≥ 1 we have 1
K+k−1 ≤ 1

K ≤ 1. Putting together with the expression above, we get

αk−1

αk
≤ 2ξ ≤ 2. (ξ ≤ 1)

For the final part, consider the function f(x) = 1
(k+x)ξ

for x ∈ [0, 1] and k ≥ 1. Using Taylor’s series expansion,

there exists z ∈ [x, 1] such that we have

f(1) = f(x) + (1− x)f ′(z)

= f(x)− (1− x)ξ

(k + z)1+ξ

f(x)− f(1) =
(1− x)ξ

(k + z)1+ξ

≤ (1− x)ξ

k1+ξ
(z ≥ 0)

≤ (1− x)ξ

k2ξ
. (ξ ≤ 1)

Substituting x = 0, we have ∀ k ≥ 1

1

kξ
− 1

(k + 1)ξ
≤ ξ

k2ξ

=⇒ αk−1 − αk ≤ αξ

(k +K − 1)2ξ
≤ 2ξ

α
α2
k. (αk−1 ≤ 2αk)

Lemma H.2. Consider the following infinite set of equations:

a11x1 + a12x2 + ...+ a1dxd = 0

a21x1 + a22x2 + ...+ a2dxd = 0

...

(33)

Assume that the set of equations has a unique solution, i.e., there exists a unique x∗ which satisfies
∑d
j=1 aijx

∗
j =

0 for all i ≥ 1. Define A(i) as a row vector, A(i) = [ai1, ai2, ..., aid]. Then, there exists a finite N such that the
span of {A(i)}i≤N = Rd.

Proof. Denote Ai ∈ Ri×d as the concatenation of the row vectors {A(j)}j≤i into a matrix. Let ri = rank(Ai).
Then, ri is a non-decreasing sequence that is bounded above by d. This follows from the observation that the
span of a set of vectors is non-decreasing as new vectors are added to the set. Thus, by Monotone convergence
theorem, limi→∞ ri must exist. Let us denote the limit by r.

Now, to show that r = d, we will use the method of contradiction. Assume that r < d. Since ri ∈ Z, there exists
a finite number N such that ri = r, ∀i ≥ N . However, this implies that the null space of Ai is nonempty for all
i, further implying that the set of equations (33) has more than one solution. Hence, we have a contradiction
and r must be equal to d. Since the column rank and the row rank of a finite-dimensional matrix are equal, this
implies dim({A(i)}i≤N ) = rank(AN ) = d. The claim follows.

Lemma H.3. Let P be a square matrix with dimension d1 + d2 which partitioned as follows

P =

[
A B
C D

]
where A ∈ Rd1×d1 , B ∈ Rd1×d2 , C ∈ Rd2×d1 , and D ∈ Rd2×d2 . Then, ∥P∥2 ≤ ∥A∥2 + ∥B∥2 + ∥C∥2 + ∥D∥2.
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Proof. Using the definition of matrix norm, we have

∥P∥2 = max
∥x∥2=1

∥Px∥2

Let x =

[
y
z

]
, where y ∈ Rd1 and z ∈ Rd2 . Then, Px can be written as

Px =

[
Ay +Bz
Cy +Dz

]
=

[
Ay
0

]
+

[
Bz
0

]
+

[
0
Cy

]
+

[
0
Dz

]
Then, by triangle inequality, we have

∥Px∥2 ≤ (∥A∥2 + ∥C∥2)∥y∥2 + (∥B∥2 + ∥D∥2)∥z∥2

Note that since max{∥y∥2, ∥z∥2} ≤ ∥x∥2 ≤ 1, we have

max
∥x∥2=1

∥Px∥2 ≤ ∥A∥2 + ∥B∥2 + ∥C∥2 + ∥D∥2.
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