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Abstract

Efficiently comprehending diagnosis and treatment plans remains
a significant challenge for both medical professionals and patients,
particularly when dealing with rare or newly emerging diseases
and specific combinations of comorbidities. We present MedAs-
sist, a large language model (LLM)-empowered medical assistant
designed to support the scrutinization and comprehension of elec-
tronic health records (EHRs). MedAssist leverages two key compo-
nents: medical knowledge retrieval, which retrieves the latest and
most comprehensive medical knowledge snippets from the web,
and data retrieval, which extracts diagnosis and treatment plans for
similar patients from existing EHR databases. By integrating these
capabilities into user-friendly interfaces, MedAssist bridges critical
gaps in medical knowledge accessibility and understanding, and
advances patient care in realistic clinical scenarios.

CCS Concepts

« Computing methodologies — Natural language processing;
+ Applied computing — Life and medical sciences.
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1 Introduction

Electronic Health Records (EHRs) are systematically collected across
diverse healthcare institutions, covering comprehensive patient in-
formation such as diagnoses, medications, and laboratory results.
In clinical research and practice, clinicians utilize EHR systems to
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Figure 1: An example of MedAssist. It enables efficient inter-
actions between clinicians and EHR systems and reduce the

burden of heavy data engineering with LLMs.

access relevant cohort data, spanning detailed individual records to
population-level insights, to support clinical decision-making and
improve the quality and efficiency of healthcare delivery [2].
However, generating comprehensive diagnoses and treatment
plans remains a significant challenge due to the reliance on exten-
sive data engineering support to extract information from EHR
systems and external knowledge bases. These inefficiencies high-
light the need for an automated EHR assistant system capable of
streamlining data analysis and improving clinical accuracy, thereby
optimizing the efficiency and effectiveness of EHR workflows.
Large language models (LLMs) [5] brings us one step closer to
achieving such automated EHR assistants, as with strong text en-
coding [9, 15], instruction-following [6], and reasoning abilities [7].
These properties enable LLMs to bridge the gap between the com-
plexity of EHR data and actionable insights, facilitating tasks such
as extracting relevant information, contextualizing medical codes,
and generating personalized patient summaries. Although recent
studies have explored adapting LLMs to EHRs, they mainly focus
on target disease prediction [12], text-based question answering
[3, 13] or data analysis [10]. However, there is a notable lack of a
unified framework for systematically integrating LLMs into broader
EHR workflows to support clinical decision making.
Research Project. In this project, we develop MedAssist, a user-
guided system designed to help users scrutinize and comprehend
diagnoses and treatments, thereby improving patient care. MedAs-
sist features user-friendly interfaces tailored for both clinicians and
patients and integrates two key modules: (1) knowledge retrieval
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Figure 2: Overview of MedAssist. It incorporates retrieval to extract customized information from external medical knowledge
sources and internal health records. This customized context is then utilized to generate personalized patient summaries.

from external sources, which retrieves relevant literature and knowl-
edge bases to augment patient data. This step provides contextual
insights into medical codes. (2) data retrieval from internal records,
which effectively processes complex user queries to extract and
reason over query-specific medical information from existing EHR
databases. By integrating external knowledge with local EHR data,
MedAssist generates informative and useful summaries to improve
patient understanding as well as support clinical decision-making.
Fit with the WWW ecosystem. This demonstration is highly
relevant to researchers in Data Mining, Information Retrieval, and
Health Informatics, as it showcases the integration of advanced lan-
guage models with web-based medical data to enhance information
retrieval and comprehension. The system leverages web technolo-
gies to process and summarize extensive medical literature and
EHRs, facilitating improved understanding and decision-making in
healthcare. By addressing challenges in accessing and interpreting
web-based medical information, MedAssist aligns with the confer-
ence’s focus on innovative web applications and their societal im-
pact. The core methods of the system will be open-sourced, allowing
users to customize them within their local clinical environments.

2 The MedAssist Framework

In this section, we present a detailed description of the MedAssist
framework. As depicted in Figure 2, MedAssist encompasses several
key steps: (1) knowledge retrieval from external resources: it collects
diverse knowledge resources, converts them into text format, and
uses user input to retrieve tailored knowledge from external sources
based on specific queries. (2) data retrieval from internal records: it
decomposes complex queries into a sequence of manageable actions,
utilizing external toolsets to navigate EHRs. It facilitates seamless
clinician interaction with EHRs using natural language. (3) patient
summary generation: it integrates local EHR data with LLMs to
produce concise and informative patient summaries, combining
insights from both internal and external knowledge sources.

2.1 Knowledge Retrieval from Medical Corpora

Retrieval serves as an effective tool to inject external knowledge
to existing models without expensive parameter update, and have
been applied to health domain with success [14, 16]. To leverage the

semantic richness of medical codes for enhanced summarization,
we retrieve relevant knowledge for each medical code (e.g., diseases,
symptoms, medications) in EHRs using its surface name. Intending
to ensure comprehensive clinical knowledge coverage, we curate
a diverse external corpus comprising PubMed, DrugBank, MeSH,
Wikipedia, and MS MARCO. Each knowledge unit is represented as
raw text to enable efficient retrieval. For the retrieval process, we
employ our developed BMRetriever [15], which archives state-of-
the-art performance on a broad suite of biomedical retrieval tasks
and can follow human instructions for retrieval well.

Specifically, we first use BMRetriever R(-) to build an index for
corpus M to support retrieval. At runtime, we map each medical
code g, paired with a user-defined instruction I (e.g., specifying the
type of information required), into an embedding vector aligned
with the corpus passage embeddings. The similarity between the
query and a passage d is computed as: f(I,q,d) = R([I, q]) TR(d).
For the medical code c; with the surface name s;, we retrieve top-N
passages 7; from the corpus M as

Ti = Top-k f(I;,si,d). (1)
deM

To improve the quality of retrieval results, ranking often serves
as a intermediate step to filter out low-quality passages [17]. We
enhance this process by reranking the top-N retrieved passages
using a pre-trained cross-encoder [1]!. Specifically, for each passage
d; among retrieved k passages, we concatenate medical code ¢; and
passage p as the input of the pre-trained cross-encoder. For each
input, it will output a scalar value between 0 to 1, which is then
used as reranking scores for k passages. The top-ranked passages
are considered as the external knowledge %; for the medical code
¢i. In our system, we set N = 25, k = 5 to balance between retrieval
accuracy and inference latency.

2.2 Data Retrieval from Internal Records

To address complex user queries that require extracting information
from internal EHR databases, MedAssist leverages EHRAgent [8]
for multi-turn interactive coding with external tools, enabling multi-
hop reasoning. We incorporate query-specific medical information
for effective reasoning based on the given query, guiding MedAssist

!https://huggingface.co/BAAI/bge-reranker-v2-m3



MedAssist

to identify and retrieve the relevant tables and records with few-
shot examples. To enable LLMs in complex operations such as
calculations and information retrieval, MedAssist integrates various
external tools for EHR interaction, detailed as follows:

¢ Database Loader: It loads a specific table from the database.

¢ Data Filter: It filters the loaded table based on conditions defined
by a column name and a relational operator (e.g., "<" or ">").

o Get Value: It retrieves all values from a specific column or per-
forms basic operations (e.g., mean, max, min, sum) on those values.
¢ Calculator: It performs calculations from input strings using the
WolframAlpha API?. It supports both simple operations (e.g., ad-
dition, subtraction, multiplication) and more complex ones (e.g.,
averages, maximum values).

¢ Calendar: It computes the date based on an input and time interval.
o SQL Interpreter: It executes SQL queries generated from LLMs.

It is worth noting that our toolkits can be easily expanded through
natural language tool function definitions in a plug-and-play man-
ner. MedAssist employs LLMs as autonomous agents in a multi-turn
conversation with a code executor, iteratively refining code based
on execution feedback until reaching an optimal solution.

Clinicians often pose complex queries that require advanced
reasoning across multiple tables and access to a large number of
records within a single query. To accurately identify the necessary
tables, we first incorporate query-specific medical knowledge into
MedAssist to form a detailed understanding of the query under a
limited context length. Given a clinical question g and reference
EHRs R = {Ro, Ry, - - - }, MedAssist prompts the LLM to produce do-
main knowledge B(g) most relevant to ¢, guiding the identification
and location of useful references within R.

Following the background assimilation, MedAssist then inte-
grates LLMs and a code executor in a multi-turn conversation for
iterative debugging. Initially, MedAssist generates code C(q) that
interacts with the EHR database to extract and process relevant
data. The generation of C(g) draws upon the database introduction
7, tool function definitions 77, a set of K-shot examples E(q), the
original query g, and the contextual background knowledge B(q):

C(q) = LLM([T;T;E(q); ¢; B(g)])- (2)

The code executor subsequently extracts and executes C(q) as

O(q) = EXECUTE(C(q)). When execution errors or suboptimal

outputs occur, the executor provides error feedback, enabling MedAs-
sist to refine the code through continued conversation until achiev-

ing accurate query resolution.

2.3 Knowledge Summarization with LLMs

By combining knowledge from external sources and internal health
records, MedAssist leverages LLMs’ strengths in instruction follow-
ing [6] and summarization [4] to generate personalized, context-
aware patient diagnosis and treatment summaries.

Specifically, the summarization module in MedAssist integrates
information from both local EHR data and external medical corpora
to generate personalized summaries for each patient. The mod-
ule structures its input into three key components: (1) external
knowledge relevant to the patient’s medical codes or queries, (2)

Zhttps://products.wolframalpha.com/api
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the patient’s medical history and retrieved EHR data, and (3) user-
defined instructions specifying the focus of the summary. Using this
structured input, LLM is able to generate informative, actionable
summaries to assist in understanding diagnoses and treatment plans.
For clinicians, the summaries from MedAssist highlight diagnostic
insights, potential treatment strategies, and key clinical considera-
tions, ensuring relevance and brevity for effective decision-making.

3 Demonstration

Implementation Details. The MedAssist demo uses a modular
architecture with Python for the backend (FastAPI for APIs and
query processing) and React for a user-friendly frontend. The demo
utilizes CSV files as internal records to simulate EHRs, which, com-
bined with external knowledge sources, serve as input for the model
to generate structured insights and summaries. For deployment,
the backend is hosted on AWS Elastic Beanstalk, and the frontend
is deployed on AWS S3 with CloudFront for efficient static file
hosting and content delivery. We use the HuggingFace to host the
retrieval model and use AutoGen 0.2.0 [11] as the interface for
communication between the LLM agent and the code executor.
Case Studies. MedAssist provides an interactive system for users
to results by leveraging LLMs through the techniques described in
Sec. 2. Fig. 3 highlights the system’s three main steps, demonstrated
through the case of a 14-year-old patient with adolescent idiopathic
scoliosis and mild asthma, illustrated as follows:

¢ Knowledge Retrieval: Given a query for the treatment of with

scoliosis and mild respiratory conditions, MedAssist first searches
external knowledge sources like PubMed and bioRxiv. It identifies
key evidence supporting bracing and physiotherapy as effective
treatments without adverse respiratory effects.

¢ Data Retrieval: MedAssist queries the local EHR database to find
similar patient profiles, debugging any errors in the process, and
retrieves treatments and outcomes from 22 matching cases.

¢ Retrieval-Augmented Summary Generation: Combining this infor-
mation, MedAssist generates a concise summary emphasizing that
the proposed treatment plan aligns with established practices while
recommending specific protocol requirements (e.g., at least 16 hours
per day) and structured follow-up evaluations.

4 Conclusion

In this demonstration, we develop MedAssist, a system for clini-
cians to easily interact with EHRs. MedAssist reduce the labor of
clinicians for creating patient diagnosis and treatment summaries
and streamlines the process of integrating patient data with ex-
ternal medical knowledge. This system has the great potential for
assisting clinical decision-making by presenting clear and person-
alized insights. Future work will focus on expanding MedAssist’s
capabilities for multi-modal data, such as imaging and genomic data,
and ensuring its robustness across diverse patient populations.

5 Ethical Use of Data and Informed Consent

In compliance with the PhysioNet Credentialed Health Data Use
Agreement, we prohibit sharing confidential patient data with third
parties, including via online APIs. To align with Azure OpenAl
Service guidelines?, we opted out of the human review process by

3https://physionet.org/news/post/gpt-responsible-use
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Name: Patient Name MRN: 123456789 Age: 14 years Gender: Female Diagnosis: Adolescent idiopathic scoliosis (ICD-10: M41.1)

@ Mild asthma (ICD-10: J45.20) Past Medical History: Mild intermittent asthma diagnosed at age 10 Medications: Albuterol inhaler as needed Allergies:
No known drug allergies Family History: Mother with early-onset scoliosis Physical Exam: Musculoskeletal: Moderate spinal curvature noted on
forward bending test; Respiratory: Mild wheezing on auscultation, no distress Imaging and Diagnostics: Recent upright spinal radiograph: Cobb angle

Patient

| have a 14-year-old female patient with ... Could you retrieve recent

literature on managing adolescent idiopathic scoliosis and summarize

it, especially focusing on patients with mild respiratory conditions?

European Spine Journal (doi:10.1007/s00586-021-06743- Rank
1): bracing at least 16 hours per day in moderate cases can e
prevent curve progression ...

Publmed

Spine Deformity (doi:10.1016/j.jspd.2018.02.002): exercise-
based therapy, including supervised physiotherapy sessions,
may improve posture and help maintain spinal stability ...

Ortholnfo: The most common surgery for scoliosis is a
spinal fusion with metal rods and screws and a bone graft ...

Pediatric Pulmonology (2019; doi:10.1002/ppul.24123):
Patients with mild asthma can tolerate bracing and
physiotherapy without major respiratory complications ...

© 6 ©

The recent medical literature suggests that bracing can slow
progression ... Evidence indicates that patients with mild respiratory
conditions, such as mild asthma, can tolerate these bracing ...

Q

established practice and has been associated with stable curve outcomes and stable pulmonary function in comparable patients. Adjusting 1[3!]

measured at 35°; Pulmonary function test: Within normal limits for age and sex Proposed Treatment: bracing to prevent progression of scoliosis; ®
Physiotherapy referral for spine stabilization exercises; Low-impact aerobic activities to maintain respiratory function ...... I = I

That information is helpful. Could you check our local EHR database
and see if we have similar patient profiles? | would like to know the
outcomes for patients who had moderate scoliosis and mild asthma
and what treatments they received.

import sqlite3 // Tools

connection = sqlite3.connect('hospital_ehr.db’)

cursor = connection.cursor()

icd_code_scoliosis = 'M41.1’

icd_code_asthma = 'J45.20°

query = "SELECT patient_id, treatments, outcomes FROM
patients WHERE icd_scoliosis=? AND icd_asthma=?” // Error

a sqlite3.0OperationalError: no such column: outcomes

/!
O
... query = SELECT patient_id, treatments, notes FROM «
patients WHERE icd_scoliosis=? AND icd_asthma=? // Debugging -.

a Patient: 101 Treatments: brace, physiotherapy Notes: Patient tolerated ......

Patient: 102 Treatments: brace Notes: Patient tolerated ......

| have found 22 patients with moderate AIS and mild respiratory
conditions. Of these, 15 received a similar treatment plan of bracing
and physiotherapy, and 12 showed no significant curve progression ...

=P The proposed treatment plan of consistent brace use, structured physiotherapy, and monitored low-impact aerobic activities aligns with
/@\ the brace schedule to ensure a minimum of 16 hours per day and scheduling regular evaluations of spinal curvature and pulmonary function
Summary every three to six months may further improve the patient’s long-term management ......

Figure 3: An example of MedAssist on generating informative summaries for a given patient record.

submitting the Azure OpenAl Additional Use Case Form. MedAs-
sist currently uses online biomedical literature (e.g., PubMed) and
publicly available EHR data (e.g., MIMIC). Further adoption of data
from other resources will be proceeded with proper IRB approvals.
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