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Abstract

Multimodal Large Language Models (MLLMs)
have demonstrated impressive abilities across
various tasks, including visual question an-
swering and chart comprehension, yet existing
benchmarks for chart-related tasks fall short in
capturing the complexity of real-world multi-
chart scenarios. Current benchmarks primar-
ily focus on single-chart tasks, neglecting the
multi-hop reasoning required to extract and in-
tegrate information from multiple charts, which
is essential in practical applications. To fill
this gap, we introduce MultiChartQA, a bench-
mark that evaluates MLLMs’ capabilities in
four key areas: direct question answering, par-
allel question answering, comparative reason-
ing, and sequential reasoning. Our evalua-
tion of a wide range of MLLMs reveals sig-
nificant performance gaps compared to hu-
mans. These results highlight the challenges
in multi-chart comprehension and the potential
of MultiChartQA to drive advancements in this
field. Our code and data are available at https:
//github.com/Zivenzhu/Multi-chart-QA.

1 Introduction

Multimodal Large Language Models (MLLMs)
have received significant attention due to their im-
pressive capabilities across a broad set of vision-
language tasks, such as image captioning (Agrawal
et al., 2019; Wang et al., 2023), multimodal dia-
logue systems (Saha et al., 2018; Yin et al., 2024),
and visual question answering (VQA) (Schwenk
et al., 2022; Li et al., 2024b; Jia et al., 2024a).
Among their varied applications, the comprehen-
sion of visual chart data, such as bar and line
charts, holds particular significance (Han et al.,
2023; Zhang et al., 2024a). Such data is prevalent
in real-world scenarios, including academic papers
and analytical reports, which makes understanding
and reasoning over these charts an essential skill

“Equal contribution.

for MLLMs. As a result, several efforts have been
made in evaluating and improving model perfor-
mance on chart-related tasks (Masry et al., 2022;
Xu et al., 2023; Masry et al., 2024a).

Despite these efforts, existing chart understand-
ing benchmarks are limited to single-chart scenar-
ios (Kahou et al., 2017; Kafle et al., 2018; Methani
et al., 2020; Masry et al., 2022; Xu et al., 2023;
Wang et al., 2024c¢). This narrow focus fails to
cover evaluation settings involving multiple charts,
which are common in real-world applications such
as news articles and scientific documents. Such
cases usually require MLLMs to integrate informa-
tion from different charts and perform multi-hop
reasoning to derive the answer to the question. For
instance, Figure 1 demonstrates an example of a
multi-chart question from a research paper. To
determine whether the “Exp Avg Gap” for the op-
timizer “AdamW” exceeds that of “SGDM” under
the GPT2 setting, information from multiple charts
and sub-charts must be extracted and combined
through a three-hop reasoning process to arrive at
the correct answer. Such complex scenarios are
hardly covered by single-chart benchmarks. In fact,
solving these cases requires advanced capabilities
of MLLMs, such as multi-image encoding, precise
information localization, and multi-hop reasoning.
The absence of complex multi-chart evaluation data
hinders the further development of these advanced
MLLM capabilities.

To bridge this gap, we introduce Multi-
ChartQA, a newly collected benchmark designed
to evaluate the capabilities of MLLMs on multi-
chart scenarios. Our benchmark draws from a di-
verse set of public resources containing multi-chart
articles, including Arxiv, OECD, Our World in
Data, Pew Research Center, USAFacts, The World
Economic Forum, Data Commons, International
Energy Agency, GALLUP, and Gapminder. Using
the charts collected from these sources, we design
four different question types, each paired with mul-
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Figure 1: An illustration of a multi-chart question is presented, asking for a comparison between the performance of
two optimizers under specific conditions. The model is required to perform multi-hop reasoning across different
charts to arrive at the correct answer. This scenario is frequently encountered in real-world applications.

tiple charts from the same article as input:

* Direct Question Answering assesses whether the
model can accurately identify the specific chart
that contains the required information.

* Parallel Question Answering increases the com-
plexity by requiring the model to locate multiple
charts and answer several information-seeking
questions simultaneously.

» Comparative Reasoning focuses on comparing
different charts, requiring the model to grasp the
distinctions and similarities among them.

* Sequential Reasoning evaluates the model’s abil-
ity to perform multi-hop reasoning, interpreting
charts in a stepwise manner.

Together, these four tasks provide a comprehensive
evaluation of MLLMs’ multi-chart processing abil-
ities. All questions and answers in the benchmark
are manually annotated to ensure their high quality.

We evaluate the performance of 20 mainstream
MLLMs on MultiChartQA. The results reveal a
significant limitation in MLLMSs’ ability to process
multiple charts, with performance trailing behind
humans by a large margin. Furthermore, there is a
notable gap between the performance of proprietary
models and their open-source counterparts. Further

analysis conducted on our benchmark highlights
the benefits of using chain-of-thought reasoning, as
well as the models’ reliance on chart references for
information retrieval. An in-depth error analysis
reveals that MLLMs still struggle with visual per-
ception and multi-step reasoning, especially when
color or spatial constraints are involved. We believe
that MultiChartQA will illuminate the evaluation
of multi-chart capabilities in MLLMs and foster
advancements in this field in the near future.

2 Related Work

2.1 Chart Question Answering Benchmarks

Many chart question-answering benchmarks have
been developed over time. Early examples, such as
FigureQA (Kahou et al., 2017), DVQA (Kafle et al.,
2018), PlotQA (Methani et al., 2020), ChartBench
(Xu et al., 2023) and ChartX (Xia et al., 2024), pri-
marily utilize Python packages to produce charts,
resulting in limited diversity of chart types. More
recent benchmarks, including ChartQA (Masry
et al., 2022) and Charxiv (Wang et al., 2024c), col-
lect real-world charts and adopt human annotation
to ensure diversity in both charts and questions.
However, these studies do not address multi-chart
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Direct Questions

Question: What is the percentage of Democrats/Lean
Democrats who favor putting a maximum age limit in
place for Supreme Court justices in the first chart?
Answer: 82

Parallel Questions

Question: How many distinct bars are there in the second
chart and how many members of the U.S. House are aged
50-59 at the beginning of the 118th Congress in the third chart?

Answer: 7 and 110

Majorities in both parties support
age limits for federal elected officials,
Supreme Court justices

Older U.S. adults are/more likely to
prefer having an older president

% who say it is best for a ptesident to be in their ...

The age breakdown of-the U.S. House and Senate
at the beginning of the 118th Congress

[Number of voting members of theg8th Congress in each age group)

% who favor putting a maximum age limit in
Total
place for ... otal
Dem/ Rep/
Lean Dem Lean Rep Total | Ages1829

Elected officials in v . 30-39
Washington, D.C. 760082 7
40-49

68® @ 74 5028
60-69

| |
0 50 100%

Supreme Court
justices

70+

Source: Survey of U.S. adults conducted July 10-16, 2023.
PEW RESEARCH CENTER
Chart 1

PEW RESEARCH CENTER

Comparative Reasoning

Question: How many of the
same age groups are there in the
second chart and the third chart?

Answer: 4 Answer: 48

Note: No answer responses not shown.
Source: Survey of U.S. adults conducted June 5-11, 2023

Chart 2

PEW RESEARCH CENTER

Chart 3

Sequential Reasoning

Question: Firstly identify the age group with the largest proportion in the U.S.
House at the beginning of the 118th Congress. Then, what percentage of people
in this age group think that it is best for a president to be in their 50s?

Figure 2: Multi-ChartQA contains four types of QA tasks, covering four crucial abilities for understanding and
reasoning across multiple charts. We highlight the key information location for answering each question with boxes
and circles. The arrows represent the multi-step reasoning process across different charts.

scenarios. Although MMC-Benchmark (Liu et al.,
2023) includes a small subset of multichart data, it
comprises only 52 samples from a single source,
which is insufficient to comprehensively evaluate
models’ performance on multichart tasks.

2.2  Multi-image VQA Benchmarks

Early research concentrated on evaluating single-
image settings (Schwenk et al., 2022; Goyal
et al.,, 2017). Recently, multi-image question-
answering benchmarks like Mantis-Instruct (Jiang
et al., 2024), BLINK (Fu et al., 2024), and MUIR-
BENCH (Wang et al., 2024a) have been introduced.
However, these benchmarks assess multi-image
understanding in general domains—encompassing
natural images, remote sensing, medical imagery,
and others—but leave the chart domain unad-
dressed. Although ReMI (Kazemi et al., 2024)
includes some multi-chart scenarios, it uses syn-
thetic charts and a single type of questions, which
is insufficient for capturing the complex reason-
ing involved in practical multi-chart analyses. In
contrast, our benchmark focuses specifically on
chart-domain evaluation. We design four types of

questions aligned with real-world multi-chart sce-
narios, making MultiChartQA an effective evalua-
tion tool for those developing chart-domain expert
MLLMs.

2.3 Chart Understanding

Chart understanding is a vital task that involves
interpreting chart content to perform functions
such as data extraction (Jung et al., 2017),
summarization (Xu et al., 2018), and question-
answering (Kafle et al., 2018; Hoque et al., 2022;
Masry et al., 2022). Recent advancements can
be divided into two main categories: two-stage
methods and end-to-end methods. Two-stage meth-
ods use specialized extraction modules to gener-
ate intermediary representations of chart informa-
tion—such as tables—that serve as textual prompts
for large language models (Jia et al., 2024b; Liu
et al., 2022). End-to-end methods strive to tackle
chart reasoning challenges with unified models
by integrating multimodal large language models
to enhance understanding capabilities (Han et al.,
2023; Liu et al., 2023, 2024c; Zhang et al., 2024a).
While these end-to-end models have demonstrated
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Statistic Number
Total Questions 2,000
Category

- Direct Question 527 (26.35%)
- Parallel Questions 617 (30.85%)

- Comparative Reasoning
- Sequential Reasoning

Type

581 (29.05%)
275 (13.75%)

-Multiple-choice 247 (12.35%)
- Open-ended 1,753 (87.65%)
Unique charts 1,370
Multi-chart sets 500
Average charts 2.74
Source 10
Questions

Unique questions 1,646
Unique tokens 4,341
Maximum/Average length 162/36.4
Answers

Unique answers 1,109
Unique tokens 1,289
Maximum/Average length 55/3.1

Table 1: Statistics of MultiChartQA. We analyze the
characteristics of charts, questions, and answers. The
unique tokens and lengths of questions and answers are
measured using the GPT-40 tokenizer.

improved performance, their training resources con-
tain limited multi-chart samples, resulting in chal-
lenges in their ability to generalize to diverse or
complex multi-chart tasks.

3 MultiChartQA

MultiChartQA is an extensive and demanding
benchmark that features real-world charts and com-
plex reasoning questions. To cover charts with
various topics and a diverse range of styles, we
curate chart sets from a variety of real-world
sources (§3.1). Based on four core competencies in
chart comprehension, we design four categories of
question-answer pairs (§3.2). We detail the evalua-
tion metrics in §3.3. Ultimately, the MultiChartQA
benchmark comprises 1,370 charts and 2,000 ques-
tions.

3.1 Chart Collection

For MultiChartQA, we aim to utilize chart sets
that maintain semantic coherence and topic consis-
tency. The charts within the same article or paper
naturally fulfill this criterion. We therefore iden-
tify ten websites that provide such multi-chart con-

Struct.
8.25% Cont.
10.85%
Cont.
18.509 i
& Parallel Mlxe;j
Comp. 30.85%  11.75%
29.05%
Struct. . Seq.
Direct Cont
0, .
AL 26.35% 13.75%
Struc;. Cont.
Te=ttal N 105%

Figure 3: Detailed illustration of question categories.
MultiChartQA features four distinct types of questions,
varying in form, content, and difficulty. For brevity,
the category names are abbreviated. Struct.: Structure,
Comp.:Comparative, and Seq.: Sequential.

tent, namely ArXiv!, OECD?, Our World in Data>,
Pew Research Center*, USAFacts’, The World Eco-
nomic Forum®, Data Commons’, International En-
ergy Agency®, GALLUP?, and Gapminder!®. We
collect chart sets from these sources, covering di-
verse topics.

Next, we introduce the details of the collec-
tion of these sources. ArXiv is an open-access
repository that hosts preprints of research papers
across various scientific disciplines. We extracted
images from 1,500 publications using the arXiv
API!!. Since research papers often contain a vari-
ety of images beyond charts, such as natural images
or diagrams, we employ an off-the-shelf MLLM,
LLaVA-1.5-13B (Liu et al., 2024a), in a zero-shot
prompting approach to classify and filter out non-
chart images. We consider multiple charts from
the same paper as a chart set. To ensure the charts
in one set have strong semantic correlations, we
manually review the sets and retain those that share
one or more elements, e.g., same entities or cate-
gories. In total, we collect 129 sets of charts from
Arxiv. International Energy Agency contains a
variety of charts in different formats and on diverse
topics. We manually select charts on this website

1https://arxiv.org/
2https: //www.oecd.org/
3https: //ourworldindata.org/

*https:
Shttps:
6https:
Thttps:
Shttps:
9https:
10https:
Thttps:
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and group those with the same topic into a chart
set, resulting in the collection of 32 multi-chart sets.
Similarly, we conduct manual chart collection from
Gapminder website, generating a total of 4 chart
sets. As to OECD, Our World in Data, Pew Re-
search Center, USAFacts, The World Economic
Forum, Data Commons, and GALLUP, we resort
to python crawlers for chart downloading, followed
by human double-check. We treat the charts from
the same report as a semantically related chart set.
In total, we collected 58, 58, 56, 50, 48, 44, and 21
multi-chart sets from the aforementioned sources,
respectively. Overall, 500 multi-chart sets are col-
lected, each containing 2-3 semantically related
charts. The proportion of each source is shown
in Appendix H. Some examples of chart sets from
different sources can be found in Appendix G.

3.2 Question Design

We concentrate on four key capabilities in multi-
chart tasks and design four types of questions, i.e.,
direct questions, parallel questions, comparative
reasoning, and sequential reasoning. Example ques-
tions of each category are illustrated in Figure 2.
We manually annotate every question and answer
to ensure correctness. A quality evaluation is con-
ducted after the annotation process to double-check
all questions and fix the inaccurate ones.

Direct Questions. The direct questions evaluate
whether the model can accurately identify the rel-
evant chart to answer questions accordingly. We
present multiple charts and use terms like “In the
second chart” to explicitly specify which chart the
answer should pertain to. The design of the ques-
tions focuses on two types of chart information:
structural information and content information.
The former involves details about the chart’s struc-
ture, such as the values on the axes, the layout of
subplots, and the labels in the legend (Wang et al.,
2024c). These details are essential for comprehend-
ing the overall architecture of the chart and inter-
preting its organizational form. The latter focuses
on the chart’s content, such as extracting specific
numbers or phrases based on the given clues. This
type of task requires the model to understand the
semantics of the chart content to perform precise
reasoning and information analysis.

Parallel Questions. Unlike direct questions that
ask the model to locate and focus on one specific
chart, parallel questions examine the model’s abil-
ity to answer independent questions that span mul-

tiple charts simultaneously. Such questions often
arise in scenarios where information is gathered
across semantically related charts. These questions
are formed by querying information from multiple
charts, with each parallel question containing sev-
eral sub-questions, and each sub-answer is derived
from a different chart. Similar to direct questions,
we explicitly specify which chart the answer should
come from. Like direct questions, parallel ques-
tions also include structure questions, content
questions, as well as mixed questions that involve
both.

Comparative Reasoning. Comparison questions
assess the model’s ability to analyze and compare
information across multiple charts, requiring rea-
soning between them. For instance, in Figure 1, the
question "How many same age groups are there in
the second chart and the third chart?" requires the
model to compare the age groups in both charts and
identify the overlapping ones. Like the previous
two question types, comparison questions are di-
vided into two categories: those focus on structure
and those focus on content.

Sequential Reasoning. Sequential reasoning in-
volves complex multi-step reasoning questions
with a temporal or logical sequence. To solve such
problems, the model needs to track and analyze
different aspects of an entity from the information
dispersed in different charts. Specifically, these
questions use a single entity as a clue and, through
multi-hop reasoning, traverse several charts to ar-
rive at the final answer. The design of these ques-
tions is inspired by the human process of reason-
ing across multiple charts, where one must fol-
low an entity’s various characteristics or attributes
across charts. All sequential reasoning questions
are content-related.

3.3 Evaluation Metric

We add explicit instructions for each question to
control the output format, enabling efficient extrac-
tion of answers. The model outputs are parsed and
answers are extracted using scripts'?>. We then
evaluate numerical answers using relaxed accu-
racy (Methani et al., 2020; Masry et al., 2022) and
non-numeric answers using exact match to deter-
mine whether the extracted answer aligns with the
ground truth. For questions that consist of multiple
sub-questions, i.e., parallel questions, we calcu-

PZhttps://github.com/MMMU-Benchmark/MMMU.
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Direct Parallel Comparative Seq.
Model Overall Struct. Cont. Struct. Mixed Cont. Struct. Cont. Cont.
Human 90.11 95.49 9241 91.88 94.50 87.50 91.11 85.21 83.16
Random (GPT-40) 13.96 524  6.22 10.61 11.77 15.67 521 31.35 15.64

Closed-source Models
Claude-3.5-Sonnet 77.72 86.36 78.42 81.31 80.92 80.65 72.51 79.46 62.55
GPT-40 72.46 80.77 71.37 76.87 81.42 74.42 75.83 70.41 53.09
Gemini-1.5-Pro 66.83 77.97 71.78 73.84 73.69 6221 63.03 65.81 48.73
GPT-40-mini 59.27 72.38 60.58 61.62 6348 5691 49.76 64.59 41.45
Open-source General-purpose Models
Qwen2-VL-72B 65.67 81.47 72.61 60.61 68.87 64.98 52.13 73.11 44.36
MiniCPM-V2.6 53.13 69.93 56.85 4798 5447 48.85 29.38 66.62 37.82
LLaVA-OV-72B 53.09 67.48 62.24 52.63 62.34 55.30 28.91 58.24 32.36
InternVL2-26B 50.54 65.03 57.26 46.57 55.32 52.30 33.18 55.00 33.82
Qwen2-VL-7B 47.03 64.69 61.83 40.00 48.16 50.00 16.59 60.27 22.18
InternVL-V1.5 46.42 60.14 56.02 38.99 48.79 46.77 27.01 55.68 28.36
LLaVA-OV-7B 36.12 50.70 42.32 29.70 36.10 39.17 12.32  51.76 14.18
MiniCPM-V2.5 33.27 4545 22.82 30.10 36.10 32.03 20.38 45.81 23.27
DeepSeek-VL-7B 29.42 3427 32.78 23.23 27.87 28.57 13.27 43.11 21.09
Eagle-X5-13B 28.07 3497 38.17 20.30 2695 25.81 12.80 37.97 17.82
LLaVA-V1.6-7B 26.35 26.57 24.90 23.13 27.59 31.34 995 37.57 21.82
Idefics3-8B 13.48 11.54 12.86 9.19 1298 17.74 2.37 24.46 9.45
Idefics2-8B 11.87 7.34 14.11 8.89 1092 11.06 6.64 2243 7.64
Chart-Domain Specialized Models

ChartGemma 11.91 6.99 13.28 576 9.22 10.83 6.64 22.84 12.00
TinyChart-3B 10.17 699 747 788 979 7.83 6.16 20.68 8.36
MatCha 6.83 734 871 3.13 227 507 2.37 16.22 2.91

Table 2: Evaluation results on MultiChartQA. Bold values indicate the best performance within each category:
closed-source or open-source models. Question categories and model names are abbreviated due to space limits.
Struct.: Structure, Cont.: Content, Seq.: Sequential, LLaVA-OV-72B: LLaVA-OneVision-72B, LLaVA-OV-7B:

LLaVA-OneVision-7B

late accuracy based on the proportion of correctly
answered sub-questions, ensuring a fair and fine-
grained evaluation.

4 Experiments

4.1 Experimental Setup

Evaluated MLLLMs. We evaluate 20 mainstream
MLLMs on our benchmark, comprising 4 closed-
source models, 13 open-source general-purpose
models, and 3 chart-domain specialized mod-
els. The closed-source models include Claude-
3.5-Sonnet (Anthropic, 2024), GPT-40 (Ope-
nAl, 2024), GPT-40-mini (OpenAl, 2024), and
Gemini-1.5-Pro (Reid et al., 2024). Among
the open-source general-purpose models, we
evaluate Qwen2-VL-72B (Wang et al., 2024b),
Qwen2-VL-7B (Wang et al., 2024b), MiniCPM-
V2.6 (Yao et al., 2024), MiniCPM-V2.5 (Yao

et al., 2024), LLaVA-OneVision-72B (Li et al.,
2024a), LLaVA-OneVision-7B (Li et al., 2024a),
LLaVA-V1.6-7B (Liu et al., 2024b), InternVL2-
26B (Chen et al., 2024), InternVL-V1.5 (Chen
et al., 2024), DeepSeek-VL-7B (Lu et al., 2024),
Eagle-X5-13B (Shi et al., 2024), Idefics3-8B (Lau-
rencgon et al., 2024a), and Idefics2-8B (Laurencon
et al., 2024b). For the chart-model, we evaluate
ChartGemma (Masry et al., 2024b), TinyChart-
3B (Zhang et al., 2024b) and MatCha (Liu et al.,
2022). For reference, we include human perfor-
mance and random choice baselines. For the for-
mer, we asked 11 graduate student volunteers with
sufficient training to answer the questions. For the
latter, following (Wang et al., 2024c), we use GPT-
40 to generate random guesses without access to
the charts, with the exact prompt detailed in Ap-
pendix F.
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Figure 4: The accuracy of the 18 MLLM:s is evaluated under three settings: the original setting, merged charts, and
without Chain-of-Thought reasoning. Most models exhibit a decline in performance when processing merged charts

or when answering without conducting CoT.

4.2 Experimental Results

Table 2 demonstrates the performance of 20
MLLMs on MultiChartQA, from which we derive
the following observations. There is a notable dis-
parity between closed-source and open-source
MLLMSs. The best closed-source model, Claude-
3.5-Sonnet, achieves an overall accuracy of 77.72%.
In contrast, most open-source models fall short in
performance—except for one, namely Qwen2-VL-
72B, which attains an impressive performance of
65.67%. This accuracy gap underscores the effec-
tiveness of our benchmark in distinguishing model
capabilities through comprehensive questioning.

Models perform poorly on sequential reason-
ing among four categories. The sequential rea-
soning questions present significant challenges for
MLLMs. For example, Claude-3.5-Sonnet reaches
only 62.55% accuracy on this task, with GPT-40
following at 53.09%. The best open-source model,
Qwen2-VL-72B, achieves only 44.36%, showing a
remarkable performance gap between models and
humans.

Models exhibit performance degradation on
parallel questions compared to direct ones. Al-
though the difficulty of each sub-question in paral-
lel questions is comparable to that of direct ques-
tions, the model’s performance drops significantly
on parallel questions, especially for content-related
ones. This indicates that, beyond the challenges
posed by individual sub-questions, handling mul-
tiple charts simultaneously introduces additional
difficulties for the model.

Chart-domain specialized models exhibit
lower accuracy. All models specifically adapted
for chart-related tasks perform significantly worse
than general-purpose models. This may be at-
tributed to the smaller training scale of chart-
specific models compared to general-purpose mod-

els, as well as the lack of complex reasoning data
in their training corpus.

4.3 Impact of Chain of Thought Reasoning

Multi-chart questions typically require sophisti-
cated reasoning skills. One widely used method to
enhance reasoning ability is the Chain of Thought
(CoT) strategy. In this section, we test the im-
pact of applying the CoT strategy when evaluating
models on our benchmark. We explicitly define
the response format in the instruction to control
the model’s output. Specifically, we compare two
settings: original and w/o CoT. In the original set-
ting, we encourage models to generate intermedi-
ate calculations before providing the final answer
(the same setting as the results shown in Table 2).
As to the w/o CoT setting, results are obtained
by instructing models not to generate any explana-
tions or intermediate calculation steps. Detailed
instructions are provided in Appendix F. Compar-
ison results are illustrated in Figure 4. It shows
that 1) most MLLMs experience a significant per-
formance drop in the w/o CoT setting, especially
among closed-source models, and 2) half of the
open-source models maintain or even improve their
performance without CoT. One possible explana-
tion is that chain-of-thought, as an emergent abil-
ity (Kojima et al., 2022), does not result in perfor-
mance gains for smaller models (~ 7B parame-
ters). This comparison demonstrates that the Multi-
ChartQA benchmark demands advanced reasoning
capabilities, underscoring its inclusion of complex
reasoning scenarios.

4.4 Results under Chart Merging Setting

Some MLLMs adopt limited training data with
multiple images, which could negatively impact
their performance in multi-image evaluation (Chen
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Cross-Chart Direct
Model w/Ref.  wio Ref. Al Spec.
Claude-3.5-Sonnet  63.10  60.69 82.55 84.43
GPT-40 49.60 46.25 78.30 84.43
Gemini-1.5-Pro 42.29 38.74 69.34 72.17
GPT-40-mini 37.75 39.13 62.74 71.70
MiniCPM-V2.6 31.69 30.51 64.62 70.28
InternVL2-26B 31.69 29.72 62.26 70.75
InternVL-V1.5 27.27 27.08 54.25 65.09
Qwen2-VL-7B 29.53  28.54 59.43 63.68
LLaVA-OV-7B 24.41 24.02 48.11 56.60
MiniCPM-V2.5 27.08 26.28 38.21 58.02
DeepSeek-VL-7B 19.57 22.73 36.32 41.51
LLaVA-V1.6-7B 24.90 17.79 26.42 35.85
Idefics3-8B 11.42 11.42 11.32 20.75
Idefics2-8B 8.50 8.10 10.38 22.64

Table 3: We evaluate the performance of 14 MLLMs
under two conditions: with and without chart reference,
and with all charts or only specified charts provided.
Bold values represent the best performance across all
models. Due to space constraints, the experiment set-
tings are abbreviated as follows: w/ Ref.: With Ref-
erence, w/o Ref.: Without Reference, All: All Charts,
Spec.: Specified Chart Only.

et al., 2024). One approach to address this issue
is to preprocess multiple images into one image
by merging them horizontally before feeding them
into the model. In this section, we evaluate the
performance of different models on MultiChartQA
using two settings: original multi-image input and
merged image input. We merge all the charts in
a set into a single composite chart by sequentially
concatenating them from left to right. Performance
comparison is shown in Figure 4. Most MLLMs
exhibit a decline in accuracy when processing these
merged charts. A possible explanation is that the
merged charts lose the individual semantic distinc-
tions between separate charts, which are essential
for accurate cross-chart reasoning.

4.5 The Impact of Chart Reference

We further analyze the impact of including chart ref-
erences in the input questions. Chart references are
phrases that specify which charts the model should
focus on to facilitate information localization, such
as how many members of the U.S. House are aged
50-59 the 118th Congress in the third chart? We
conduct two sets of experiments: Remove chart
references. We sample 254 questions from span-
ning parallel question answering, comparative, and
sequential reasoning tasks. The questions are cho-
sen in a way that removing chart references would

not impair their answerability. We then remove the
chart references from the input questions and eval-
uate the model’s performance. According to the
results in Table 3, the absence of chart references
led to a performance drop in most MLLMs. The
breakdown of results by question type is detailed in
Table 7. These findings suggest that MLLMs still
face challenges with information localization in
multi-chart scenarios, often relying on chart refer-
ences to accurately locate the required information.
Only input the specified chart. Next, we sample 212
questions from the direct question-answering cate-
gory and evaluate the model using only the specific
chart that contains the required information. As
illustrated in Table 3, providing only the relevant
chart leads to accuracy improvements across all
models (see Table 8 for detailed results). Notably,
for relatively weaker models such as MiniCPM-
Llama3-V2.5, Idefics3-8B, and Idefics2-8B, the
accuracy gains are particularly substantial. The
improvements are especially pronounced for rela-
tively weaker models, such as MiniCPM-Llama3-
V2.5, Idefics3-8B, and Idefics2-8B. These findings
suggest that MLLMs are easily distracted by ir-
relevant charts and face challenges in information
localization in multi-image settings. This high-
lights the unique difficulty posed by MultiChartQA
compared to previous single-chart evaluations.

4.6 Error Analysis

We conduct a detailed error analysis on the top-
performing model, i.e., Claude-3.5-Sonnet, on Mul-
tiChartQA. We randomly select 60 error cases and
categorize them into 3 distinct types. Case demon-
stration can be found in Appendix B.

Perceptual errors (37%). This category com-
prises: (1) Compositional perception errors (18%),
where the model fails to identify key patterns, such
as overall trends or the maximum and minimum
values in the chart. (2) Color perception errors
(9%), where the model misinterprets the specified
color in the legend. (3) Spatial perception errors
(5%), where the model struggles to locate informa-
tion based on directional cues, such as "the topmost
on the left." (4) OCR errors (5%), where the model
identifies the location of the relevant information
but fails to precisely convert it into the correspond-
ing text. This type of error indicates the signif-
icant visual perception challenges that MLLMs
encounter in multi-chart scenarios.

Reasoning errors (45%). In this case, the model
accurately perceives the charts and extracts the rel-
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evant visual information. However, it fails in the
language reasoning process required to arrive at
the correct answer. These errors indicate that per-
forming precise, step-by-step reasoning using infor-
mation from multiple charts remains a significant
challenge for MLLMs.

Instruction understanding errors (18%). This
type of error occurs when the model overlooks or
misinterprets a critical constraint specified in the
question. For example, if the model is asked to
count identical tick values across all axes but only
considers those on the vertical axes, it misinterprets
which part of the chart the instruction refers to.
This demonstrates a weakness in the model’s ability
to conjunctively process both the instructions and
chart structures.

5 Conclusion

We introduce MultiChartQA, a comprehensive
benchmark for evaluating multi-chart understand-
ing using semantically related chart sets and ques-
tions spanning multiple categories. Testing 20
MLLMs reveals a significant performance gap be-
tween closed-source and open-source models. In-
corporating Chain-of-Thought reasoning notably
improves accuracy. MultiChartQA highlights cru-
cial avenues for advancing MLLMs in multi-chart
reasoning tasks.

6 Limitations

The key limitation of our dataset lies in the cost
of the collection of samples, resulting in a lim-
ited scale of MultiChartQA. This is because each
question in our multi-chart sets is carefully crafted
by human experts and the corresponding answers
are thoroughly validated to ensure their accuracy.
However, the labor-intensive nature of this process
also incurs significant costs in terms of time and
resources. As aresult, the overall scale of our multi-
chart sets is relatively limited compared to larger
datasets. We leave scaling up the sample number
using semi-automate methods as future work.
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A Examples of All Question Categories.

This section provides examples of questions from
four distinct categories. For each subcategory, a
representative example has been chosen to demon-
strate our approach to question design. The distri-
bution of questions across these subcategories is
shown in Figure 3.

B Error Analysis Example

To provide a clear demonstration, Figure 5 presents
a question from the MultichartQA dataset along
with the input given to Claude-3.5-Sonnet. This
question belongs to the parallel question category,
comprising two subquestions. In answer to the
first subquestion, due to insufficient perception ac-
curacy, the model struggles to distinguish the dif-
ference in the values of greenhouse gas emissions
from transport and agriculture in 1990, as shown
in Chart 1, leading to an incorrect answer. For the
second subquestion, the model accurately identifies
the four values representing the share of energy but
fails to correctly rank these values and reason about
the third largest share. These two errors highlight
that MultichartQA requires both perceptual and
reasoning abilities to answer questions correctly.

C Evaluation Results Without CoT.

In this section, we present the detailed evaluation
results without Chain-of-Thought (CoT) across all
categories of questions. Table 5 shows the detailed
performance across different question categories.
Most models show a notable decline in accuracy,
particularly in comparative reasoning involving
structural analysis. One likely reason is the in-
creased difficulty for MLLMs to handle numerical
calculations without CoT, especially when multi-
hop reasoning is needed. In this scenario, writing
down the intermediate reasoning steps before arriv-
ing at the final answer can facilitate the resolution
of these questions.

D Evaluation Results with Merged
Charts.

In this section, we present the evaluation results
using merged charts across all subcategories. Most
models show a decline in accuracy across the ma-
jority of subcategories. Notably, the accuracy for
comparative and sequential reasoning decreases
more significantly than for direct and parallel ques-
tions. This could be because comparative and se-
quential reasoning are inherently more complex,

making it more difficult for MLLMs to general-
ize from single-chart scenarios to multi-chart ones,
especially when faced with more challenging ques-
tions.

E Detailed Evaluation Results of Chart
Reference.

With or without chart references. We present
the accuracy results for all categories included in
the Cross-chart Reasoning set. Most MLLMs show
a slight decline in accuracy across the majority of
question categories.

Input all or the specified Chart only. We
present accuracy results for all subcategories of
the direct question set. All the MLLMs show im-
proved accuracy across most subcategories when
provided with only the specified chart.

F Instructions

We provide details about the instructions in the
prompts used in our evaluation for reproducibility.
These instructions are designed to specify the de-
sired response format of MLLMs, such as whether
Chain-of-Thought (CoT) reasoning is permitted.
For our Random (GPT-40) baseline, we adopt the
prompt head from Charxiv (Wang et al., 2024c).

G Multi-chart Examples

We demonstrate four sets of charts from 4 main
source websites.

H Chart Source

We demonstrate the proportion distribution of 10
chart sources in Figure 10.
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Chart 1

Greenhouse gas emissions by sector, World m
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Chart 2

Share of total energy used in agriculture and forestry, 1971 to 2009 M
The share of eneray consumed within the agricultural and forestry sectors, measured as the percenta
energy consumption across al sectors
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Question

Which sector, among all the labels in the legend, has the third greenhouse gas

emissions in 1990 in the first chart?

Which sector, among all the labels in the legend, has the third largest share of
total energy used in agriculture and forestry in 1980 in the second chart?

Model Output

1. For the first chart, I'll rank the sectors by their emissions in 1990:

Electricity and heat: ~9 billion t

Transport: ~5 billion t

Manufacturing and construction: ~4 billion t
Agriculture: ~5 billion t

Fugitive emissions: ~3 billion t

Industry, Buildings, Waste: ~2 billion t each

Land-use change and forestry, Aviation and shipping, Other fuel combustion:

~1 billion t or less
The third highest is Manufacturing and construction.

2. For the second chart, looking at 1980:
World + (Total): ~2%

Americas + (Total): ~1.6%

United States: ~1.1%

United Kingdom: ~1.3%

The third largest share is United States.

Answer: Manufacturing and construction; United States

Answer

Transport; United Kingdom

Chart 2

Figure 5: An example of error analysis for a chart set is illustrated, with the corresponding question, Claude-3.5-
Sonnet output, and correct answer shown on the right.

CV SWKRLS at this stage?

Figure 6: A chart set and the corresponding question from the ArXiv website.
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Main Category Subcategory

Example

Direct Questions Structure

How many subplots are there in the third chart?

Content

Which age group has the lowest usage rate of ChatGPT
in the first chart?

Parallel Questions Structure

1. What are the names of the labels in the legend of
the third chart? (from top to bottom, then left to right)
2. What is the difference between consecutive numer-
ical tick values on the horizontal axis in the second
chart?

Mixed

1. What is the peak number of whales killed in a single
year according to the first chart?

2. What does the horizontal axis of the second chart
represent?

A. The years from 1890 to 2001.

B. The decline in global whale populations over time.
C. The percentage change in whale populations from
1890 to 2001.

D. The total whale populations in the pre-whaling
period versus 2001.

Content

1. Which conference’s annual attendance reaches its
maximum in the year of 2020 in the second chart?

2. In which year the Minority stake investment reaches
its maximum among the all years listed on the hori-
zontal axis in the third chart?

Comparative Reasoning  Structure

How many of the same tick values are there on the
vertical axis in the second chart and the first chart?

Content

In the country with the light blue color on the left,
in how many charts is the label ’Costs of Goods and
Services’ higher than the label ’Compensation of Em-
ployees’?

Sequential Reasoning Content

Firstly identify the age group whose percentage of
people who have a parent 65+ and have a child younger
than 18 is the largest among all the age groups in the
first chart.

Then in which issue the percentage of people in this
age group is also the largest among all the age groups
in the second chart?

Table 4: Tllustrations of example questions from four categories and the subcategories.
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Direct Parallel Comparative Seq.

Model Overall Struct. Cont. Struct. Mixed Cont. Struct. Cont. Cont.
Closed-source Models
Claude-3.5-Sonnet 65.38 76.22 74.27 7212 77.45 71.66 36.02 70.27 42.91
GPT-40 59.40 68.18 64.73 6141 6794 66.13 3649 66.62 39.64
Gemini-1.5-Pro 53.81 64.69 61.41 55.45 6241 55.76 32.70 58.65 35.64
GPT-40-mini 42.89 59.09 52.70 31.21 4248 50.00 13.27 54.86 25.82
Open-source Models
MiniCPM-V2.6 40.20 51.05 53.53 28.89 38.01 39.17 21.33 58.38 16.73
InternVL2-26B 44.38 59.79 53.11 42.63 51.63 49.77 10.43 53.78 24.73
Qwen2-VL-7B 46.99 64.34 63.90 40.61 48.87 51.15 17.06 61.08 17.09
InternVL-V1.5 42.76 58.74 56.02 4141 4950 4931 1043 51.22 17.82
LLaVA-OV-7B 36.26 51.05 43.98 30.30 35.18 38.25 13.27 52.03 13.45
MiniCPM-V2.5 30.63 40.56 26.14 31.01 3397 32.26 10.43 45.27 15.64
DeepSeek-VL-7B 26.76 32.87 30.29 23.33 2645 27.65 12.80 40.68 10.91
Eagle-X5-13B 26.73 34.27 38.17 20.00 25.60 25.12 10.43 37.03 13.82
LLaVA-V1.6-7B 23.06 25.52 2448 19.80 23.83 28.80 12.80 35.14 7.64
Idefics3-8B 13.23 8.39 11.20 8.08 11.99 16.36 427 26.08 11.27
Idefics2-8B 9.08 490 9.96 6.77 8.09 8.06 3.79 17.03 9.09
Chart-Domain Specialized Models

ChartGemma 10.91 9.09 15.35 455 794 10.37 2.84 19.59 10.18
TinyChart-3B 8.82 5.24  7.88 636 9.72 11.06 3.79 15.68 6.91
MatCha 7.58 6.99 10.79 283 277 530 5.69 17.30 2.55

Table 5: Evaluation results on MultiChartQA without Chain of Thought. Bold values indicate the best performance
within each category.

Chart 1

Chart 2

Chart 3
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1. How many bars have a Net lending/borrowing by sector proportion greater than 0 in 2022? Note that your answer should be a natural number.
Question 2. How many bars have a Net lending/borrowing by sector proportion greater than 0 in 2007? Note that your answer should be a natural number. Answer -8

The final answer is the answer to the first question minus the answer to the second question.

Figure 7: A chart set and the corresponding question from the OECD website.
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Direct Parallel Comparative Seq.

Model Overall Struct. Cont. Struct. Mixed Cont. Struct. Cont. Cont.

Closed-source Models

Claude-3.5-Sonnet 69.26 73.78 T1.78 68.18 72.84 7143 65.40 73.11 56.00

GPT-40 67.25 77.62 63.90 72.53 7121 71.66 60.19 73.92 45.82
Gemini-1.5-Pro 59.83 68.18 61.83 63.13 67.02 59.91 54.50 62.43 41.82
GPT-40-mini 52.44 63.99 58.51 52.53 53.69 50.46 41.71 59.59 34.18
Open-source Models
MiniCPM-V2.6 34.12 38.46 26.56 30.81 34.68 34.79 25.59 48.24 24.73
InternVL2-26B 52.18 66.43 58.92 53.54 56.24 49.54 33.18 59.86 33.45
Qwen2-VL-7B 42.78 57.34 53.94 36.26 43.33 44.47 13.74 55.54 25.09
InternVL-V1.5 45.23 58.04 47.30 38.69 4794 44.24 26.07 57.30 30.91
LLaVA-OV-7B 31.47 43.01 31.54 25.35 29.01 31.34 10.90 50.68 15.27
MiniCPM-V2.5 25.47 3147 16.60 20.81 24.54 24.65 12.80 43.78 16.36
DeepSeek-VL-7B 19.65 18.18 13.28 1556 1738 16.36 12.80 39.73 12.00
Eagle-X5-13B 28.88 33.22 31.12 25.56 26.31 29.03 12.32  46.35 15.64
LLaVA-V1.6-7B 20.37 18.18 15.77 14.85 20.57 19.82 12.32  36.35 14.91
Idefics3-8B 15.00 19.93 14.52 12.32 1475 10.37 379 25381 9.82
Idefics2-8B 13.70 13.99 14.11 6.67 8.72 11.75 7.11 24.32 13.82
Chart-Domain Specialized Models
ChartGemma 8.97 3.85 4.56 545 950 10.14 332 16.49 13.09
TinyChart-3B 9.75 8.74 6.22 7.07 8.65 7.14 6.64 17.43 10.55
MatCha 6.33 2.80  2.90 273 326 1.61 521 19.19 5.09

Table 6: Evaluation results on the merged-chart setting. Bold values indicate the best performance within each
category.

With Reference Without Reference
Model Overall Para. Comp. Seq. Overall Para. Comp. Seq.

Closed-source Models

Claude-3.5-Sonnet  63.10 72.79 66.67 52.69 60.69 75.74 60.92 49.46

GPT-40 49.60 6620 48.85 37.89 46.25 64.08 43.10 35.79
Gemini-1.5-Pro 4229 47.18 43.10 37.89 38.74 50.00 40.80 28.42
GPT-40-mini 3775 4648 37.36 31.58 39.13  50.70 45.98 24.21

Open-source Models

MiniCPM-V2.6 31.69 33.80 38.07 24.21 30.51 3451 42.05 16.84
InternVL2-26B 31.69 36.62 38.07 22.11 29.72 3592 3636 18.95

InternVL-V1.5 2727 3099 32.18 20.00 27.08 3099 30.46 21.05
Qwen2-VL-7B 2953 36.62 4091 13.68 28.54 35.92 42.05 10.53
LLaVA-OV-7B 2441 33.10 3239 10.53 24.02 3099 3295 10.53

MiniCPM-V2.5 27.08 28.17 31.61 22.11 26.28 30.99 29.31 20.00
DeepSeek-VL-7B  19.57 21.13 3046 8.42 2273  26.76 28.16 14.74
LLaVA-V1.6-7B 2490 30.99 27.59 17.89 1779  28.17 17.24 10.53
Idefics3-8B 11.42 1479 17.61 3.16 11.42 1479 1648 4.21
Idefics2-8B 850 1056 1149 421 8.10 10.56 10.34 4.21

Table 7: Evaluation results with and without reference. Bold values indicate the best performance within each
category.
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All Charts Specified Chart Only
Model Overall Struct. Cont. Overall Struct. Cont.

Closed-source Models

Claude-3.5-Sonnet  82.55 85.71 77.22 84.43 87.22 79.75

GPT-40 78.30 7820 78.48 84.43 86.47 81.01
Gemini-1.5-Pro 69.34 7293 63.29 72.17  69.92 75.95
GPT-40-mini 62.74 6090 65.82 7170  73.68 68.35

Open-source Models

MiniCPM-V2.6 64.62 66.17 62.03 70.28 7444 63.29

InternVL2-26B 62.26 66.17 55.70 70.75 7293 67.09
InternVL-V1.5 5425 57.89 48.10 65.09 6391 67.09
Qwen2-VL-7B 59.43 60.15 58.23 63.68 63.16 64.56
LLaVA-OV-7B 48.11 4586 51.90 56.60 52.63 63.29
MiniCPM-V2.5 38.21 48.87 20.25 58.02 61.65 51.90

DeepSeek-VL-7B 36.32 4135 27.85 41.51 39.10 45.57
LLaVA-V1.6-7B 2642 27.07 25.32 35.85 30.08 45.57
Idefics3-8B 11.32 1053 12.66 20.75 21.80 18.99
Idefics2-8B 1038  6.77 16.46 22.64 21.05 2532

Table 8: Evaluation results using all charts or the specified chart only. Bold values indicate the best performance
within each category.

Category Detail

With CoT Here is a question for you to solve.
You should give the response in the following format.
"Solution: (Here you are allowed to use chain of thought and provide
short explanations or intermediate calculation steps.)
Answer: (You must output the answer in the format specified in the
question without giving any explanations or intermediate calculation
steps.)"

Without CoT Here is a question for you to solve.
You should avoid providing any explanations in your response and only
output the answer to this question in the format as follows.
"Answer: (You must output the answer in the format specified in the
question without giving any explanations or intermediate calculation
steps.)"

Random (GPT-40) Randomly guess a reasonable answer based on the question only.
If the question asks for a number, you can randomly guess a number
within a reasonable range.
If the question asks for a term, you can randomly guess a term that is
relevant to the question.
You should give the response in the following format.
"Solution: (Here you are allowed to use chain of thought and provide
short explanations or intermediate calculation steps.)
Answer: (You must output the answer in the format specified in the
question without giving any explanations or intermediate calculation
steps.)"

Table 9: Illustrations of prompts: In specific settings, such as with CoT (Chain of Thought), the corresponding
prompt is prepended to the question, and the entire string is then submitted to the MLLMs.
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Chart 2

Chart 1
-
Macroplastics in the surface ocean, 1950 to 2050 m Microplastics in the surface ocean, 1950 to 2050 m
Macroplastics are buoyant plastic materials greater than 0.5 centimeters in diameter. Future global accumulation Microplastics are buoyant plastic materials smaller than 0.5 centimeters in diameter. Future global accumulation i
in the surface ocean is shown under three plastic emissions scenarios: (1) emissions to the oceans stop in 2020; the surface ocean is shown under three plastic emissions scenarios: (1) emissions to the oceans stop in 2020; (2)
(2) stagnate at 2020 rates; or (3) continue to grow until 2050 in line with historical plastic production rates. stagnate at 2020 rates; or (3) continue to grow until 2050 in line with historical plastic production rates.
Emissions growth to 2050 Emissions growth to 2050
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500,000 t
o o
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Data source: Lebreton et al. (2019) ‘OurWorldInData.org/plastic-pollution | CC I Data source: Lebreton et al. (2019) ‘OurWorldinData.org/plastic-pollution | CC |

. What is the label, among all the labels in the legend, whose . .
Questlun lines demonstrate different trends in these two charts? GlNEg EmissionsSpHIICELE

Figure 8: A chart set and the corresponding question from the Our World in Data website.

Chart 1 Chart 2 Chart 3
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preferences for the size of government military spending both parties, but Republicans are more likely than
% who say they would rather have .. o sy the size of Amertea's iltary should be . Democrats to rate deficit reduction as a top priority
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Note: No answer responses not shown. Source: Survey of U.S. adults conducted Jan. 18-24, 2023,
Source: Survey of U.S. adults conducted March 27 Aprl 2, 2023 PEW H R
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—_—— 75
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Rop/Lean Rep Question Answer

25
—r Firstly identify the political party which has the lowest 78

percentage of people who say improving the job situation
should be a top priority among all the poltical parites in 2022.

2019 2020 2021 2022 2023 A F X o
Note: No answer resporses not shown Then what is the largest percentage of people in this political
S Survy 1 LS, SIS Conauctad Vet 21 A 2, 2025 party who say they would rather have a bigger government,
PEW RESEARCH CENTER . g0 .

providing more services across all the years?

Figure 9: A chart set and the corresponding question from the Pew Research Center website.
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D : 8.89
International Energy Agency: 6.4% ata Commons: 8.8%

GALLUP: 4.2%
Gapminder: 0.8%

The World Economic Forum: 9.6%

USAFacts: 10.0%

ArXiv: 25.8%

Pew Research Center: 11.2%

Our World in Data: 11.6%

OECD: 11.6%

Figure 10: Illustrations of ten chart sources and their corresponding proportions.
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