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Abstract—Microservice architecture design requires the ar-
chitect to meet the needs of multiple stakeholders and to
address their needs for maintainability, scalability, and avail-
ability. In the microservice architecture context, a compre-
hensive performance and scalability assessment is a dynamic
activity, which is focused on the detection of service level
metric deviations from objectives using a defined operational
profile. Root cause analysis is focused on the identification
of the activated microservice components given the defined
load profile. Therefore, performance issues are identified by
detecting dynamic deviations from the expected behaviors of
the service level metric.

In contrast, microservice architecture assessment focus is on
identifying implicit relations among microservice components.
Architecture anti-patterns are identified by detecting devia-
tions from the defined formal design patterns. As the ultimate
objective of microservice architecture design is to build high-
quality applications it would be expected that architecture
refactoring based on the removal of architecture anti-patterns
will result in meeting stakeholder needs of better scalability
and availability.

In this paper we present an empirical assessment of
architecture anti-pattern detection in combination with the
identification of performance issues using two state of the
art tools: DV8 for architecture and PPTAM for performance.
We make use of Train Ticket, i.e., a benchmark microservice
system, and we observed the co-occurrence of architectural
(Clique) and performance (Blob) anti-patterns, noting that
high coupling shows much worse performance scores. We
have found strong correlation between the normalized distance
performance metric and architecture coupling values using
several similarity metrics. Our empirical results show that
operational profile based performance testing and analysis can
be used to help prioritize architecture refactoring.

Index Terms—Microservice architecture, Performance eval-
uation, Antipattern detection

I. INTRODUCTION

Microservice architecture design structures an application
as a collection of small autonomous services with the objec-
tive of enhancing development practices and maintainability.
It is a complex distributed activity that evaluates archi-
tecture alternatives for data management, data consistency,
communication style, service orchestration, etc. In addition,
horizontal and vertical microservice scaling strategies are
used to react to changes in workload. These microservice
architecture design choices impact the application’s perfor-
mance and scalability.

Scalability can be characterized as architectural structure
scalability or system load scalability. A system architecture
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is structurally scalable if its architecture design does not
restrict the number of objects it can hold simultaneously
(e.g., connections, transactions, or users) [1]. In contrast,
a system is considered load scalable if it is able to sat-
isfy performance requirements when the offered load is
increased [2]. In addition, elastic scaling is proposed to
increase the architecture structure in response to an increase
in load [3].

A performance and scalability end-to-end assessment ap-
proach of microservice architectures entails the application
of expertise in the following domains: (1) the definition of
the service-level metric objective, (2) the high-level model
definition of the system being evaluated, (3) the approach
used for automated load generation, (4) the operational
profile definition of load types and their probability of
occurrence. These are black-box customer focused activ-
ities that are complemented by two architecture focused
activities: (5) the evaluation of microservice architecture
alternatives, and (6) the identification of the architecture
microservice resources activated in the performance and
scalability assessment. This scalability assessment frame-
work is illustrated in Figure 1.

The architecture and performance assessment of a mi-
croservice application can trigger architecture and perfor-
mance anti-patterns. However, since architecture design
rules are mostly structural and static, and performance as-
sessment rules are mostly dynamic, in this paper we address
the following research question: “Is there a correlation
between architectural and performance issues?”

By answering this research question, we intend to identify
which aspects need further research and whether the results
already achieved provide a consistent answer on the impact
the microservice architecture has on system performance
and scalability.

The key contribution of this paper is the empirical
assessment of the correlation between architecture and
performance issues.

The paper is structured as follows. Section II presents an
overview of the related work. In Section III, we provide
a detailed definition of the performance and scalability
analysis framework for the assessment of microservice
architectures. Section IV presents the list of software
performance anti-patterns we selected to describe the iden-
tified performance and scalability bottlenecks. Section V



describes the architecture anti-patterns detection framework,
while Section VI describes the performance and scalability
anti-pattern detection framework. Section VII presents the
empirical evaluation of the scalability assessment frame-
work. Section VIII presents the identified threats to validity.
Finally, Section IX contains our conclusions and guidance
for future research.

II. RELATED WORK
A. Software Performance Anti-patterns

Software performance anti-patterns detection has been
investigated looking at different software systems’ abstrac-
tions, such as the architectural models, the source code anal-
ysis, and the data analysis of performance testing results.

1) Architectural models: In [4] a first-order logic for-
malization of software performance anti-patterns is pro-
vided, and its associate engine is used to detect anti-
patterns in UML models enriched with MARTE profile for
performance-related knowledge. In [5] an approach for the
automated detection and solution of software performance
anti-patterns in Palladio architectural models was presented.
The experimentation showed an observed performance im-
provement of up to 50% in a case study, thus illustrating the
effectiveness of performance anti-pattern solutions. In [6] a
model-driven approach to detect performance anti-patterns
in Architecture Description Languages (ADL) is presented,
and experimental results give evidence of the anti-patterns’
benefits in ADL-based software architectures. In [7] soft-
ware performance anti-patterns are adopted to build trace-
ability links between architectural models and performance
analysis results, thus supporting software architects in the
identification of the most critical (from a performance-based
perspective) design elements. In [8] the authors introduced
a tool to automatically detect software performance anti-
patterns in UML models.

2) Source code analysis: In [9] a framework for the auto-
mated detection of seven software performance anti-patterns
in Java-based applications was presented. Such framework
exploits both static and dynamic information of software
systems, thus assessing its accuracy in the detection of the
anti-patterns. In the literature, many approaches have been
defined to detect code smells [10], and several investigations
are performed, e.g., the analysis of (i) inter-smell interac-
tions to understand their impact [11] and (ii) sequences of
different types of bad smells to improve both the detection
and the solution [12]. Static and dynamic approaches differ
from detecting performance issues at different stages, i.e.,
during the development and operational phases, respectively.
The trade-off is between effort costs and accuracy, given
that design changes are usually cheaper, whereas runtime
information can probably contribute to capture a larger set
of performance issues [13].

3) Data analysis of performance testing results: In [14]
the authors developed an automated process for software
performance anti-pattern detection that was based on data
derived from performance testing and profiling data. In [15]
a methodology was introduced for Software Performance
Anti-pattern (SPA) characterization and detection, which
applied SPA statistical characterization and multivariate
analysis based on performance testing results. The method-
ology was applied to a large telecom system and was able to
automatically identify top five software bottleneck services.
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B. Architecture Anti-Patterns

Researchers have proposed various design and architec-
ture smell definitions and detection techniques [16, 17,
18, 19]. Mo et al. [20] introduce a set of high-level
issues called architecture anti-patterns, empirically shown
to indicate excessive maintenance costs. Defined through
Baldwin and Clark’s design rule theory [21] and established
design principles, these anti-patterns aim to detect influential
abstractions that can decouple systems into independent
modules. Researchers study anti-patterns due to their proven
applicability in industry and their use of co-change history,
which helps identify design debt with real maintenance
penalties [22, 23, 24, 25, 26]. DV8, the supporting tool,
assesses the maintenance cost of each anti-pattern instance
by file count, file percentage, churn, and churn percent-
age, allowing for severity assessment. These anti-patterns
leverage co-change history, which helps identify real design
debt with added maintenance costs [27]. The DVS8 [28]
tool reports each anti-pattern’s maintenance impact by file
count, file percentage, churn, and churn percentage, enabling
severity assessment.

Researchers have proposed a suite of anti-patterns specific
to microservices [29, 30, 31]. In particular, Taibi et al. [29,
30] summarized a taxonomy of microservices, including
technical and organizational anti-patterns. Technical anti-
patterns are categorized into two main types:

« Internal anti-patterns: Primarily focus on implementa-

tion details, such as API versioning.

« Communication anti-patterns: Most relevant to this
work, including Cyclic Dependency, ESB Usage, No
API-Gateway, Shared Libraries, and Timeout.

These anti-patterns currently lack a unified representation,
making it unclear which are most correlated with perfor-
mance anti-patterns.

Fang et al. [32] first presented an approach that extracts
and aggregates different types of dependencies into one
design structure matrix model, and defined additional types
of anti-patterns concerning distributed systems in general,
including retiring components, data coupling, unstable API,
etc. In this paper, we use this unified model to visualize
multiple types of architecture anti-patterns and analyze their
relations with performance anti-patterns.

C. Correlation between Performance and Architecture Anti-
patterns

In [33] the authors model and analyze seven design
patterns that industrial practitioners indicate as relevant for
the performance of microservice systems. Table I briefly
reports the main findings of the investigated architectural
patterns, so that software architects are informed of possible
system bottlenecks. A follow-up work [34] assesses the per-
formance evaluation of three design patterns (i.e., Gateway
Aggregation, Gateway offloading, and Pipes and Filters)
by building an experimental environment and collecting
real performance measurements. Overall, the experimental
results confirm the performance variations observed by the
previous theoretical performance estimations, even if the
absolute values of real measurements w.r.t. model-based pre-
dictions can deviate. Such a deviation can be motivated by
the minimal/maximal load to which the system is exposed,
or the requests’ heterogeneity that impacts on a different
utilization of the system resources.



TABLE I
UNDERSTANDING THE CORRELATION BETWEEN ARCHITECTURAL
PATTERNS AND SYSTEM PERFORMANCE [33]

Architectural Performance Implications

Pattern

Anti- An adapter manages requests between different
corruption microservices. This can result in performance.
Layer pain due to the overhead of translating requests
Backends  for | It avoids customizing a single backend mi-
Frontends croservice for multiple interfaces. This is a

possible performance gain since it improves the
autonomy and flexibility of the management
w.r.t. generalized backends.

Command and
Query Respon-

It separates read and update operations for a
data store microservice. This can be a perfor-

sibility Segre- | mance gain since it speeds up read and write

gation (CQORS) requests in case of no data overlap.

Gateway A gateway aggregates requests to multiple mi-

Aggregation croservices in a single inquiry. This can result
in a performance gain since communication
overhead is reduced.

Gateway It offloads common functionalities of multiple

Offloading microservices to a proxy gateway. This is a per-

formance gain since some tasks are offloaded to
the gateway.

Pipes and Fil-
ters

It decomposes a complex task (i.e., single ser-
vice) into separate elements (i.e., microservices)
that can be independently managed. This might
represent a performance gain due to the parallel
computing of separate components.

Static  Content
Hosting

It deploys static content into cloud-based stor-
age microservice. This is perceived as a perfor-
mance gain since some requests are managed
more rapidly.

III. SCALABILITY ASSESSMENT FRAMEWORK

In this section, we describe the performance and scala-
bility assessment framework (PSAF) we used to identify
architecture components responsible for performance and
scalability deviations. The PSAF is illustrated in Figure 1.

The following dimensions were selected to build an end-
to-end PSAF:

1) Service Level Metric Objective (SLMO) — response
time and throughput,

High-Level Model (HLM) — queuing-theoretic analyt-
ical, simulation model, parametrization from measure-
ment of the production environment, test cases,
Operational Profile Definition (OPD) — workload
trace and automated analysis of historical data, proba-
bility of occurrence of load levels,

Automated Load Test Generation (ATCG) — opera-
tional profile sampling,

Software Architecture Assessment (SAS) — evaluates
domain metric,

Identify Architecture Component (IAC) — perfor-
mance deviations in experiments with variations.

2

3)

4)
5)
6)

Figure 1 illustrates the three key building blocks of
the performance and scalability assessment framework: 1)
Test design framework, 2) Measurement framework, and 3)
Quality assessment framework.

The test design framework consists of the high-level
model (HLM), operational profile definition (OPD), and
the automated test case generation approach (ATCG).
Parametrization from measurement of the production envi-
ronment is used as input to HLM, and workload trace and
analysis of historical data were selected as input to the OPD.
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In addition, the probability of the occurrence of load levels
is computed by the HLM and is also used as input to the
OPD. The ATCG uses as input sampling from the OPD. The
HLM can also be used as an emulator to generate emulated
test cases.

The measurement framework produces as output the
performance and scalability assessment metrics: response
time and throughput.

The assessment framework evaluates the domain-metric
derived from empirical measurements to detect performance
deviations from the service level metric objective. These
performance deviations are used in the quality assessment
feedback process to identify microservice architecture com-
ponents that could be the root cause of these performance
deviations.

IV. PERFORMANCE ANTI-PATTERNS

The following performance anti-patterns [35, 36, 37] were
selected to investigate the correlation between architecture
(described in Section V) and performance anti-patterns:

o Application Hiccups — a transient increase in applica-
tion response time, followed by an equivalent decrease,
is termed an ‘application hiccup.” This behavior can be
triggered when periodic tasks (e.g., garbage collection)
are activated.

o Continuous Violated Requirements — can occur as a
result of the inefficient implementation of a critical
routine or third party software.

e Traffic Jam — can occur when a software bottleneck
triggers a job queue causing persistent response time
variability.

o The Stifle — manifests as the result of the execution of

multiple similar database queries.

Expensive Database Call — manifests as the result of

the execution of one long response time database query.

o Empty Semi Trucks — similar to the Stiffle it manifests
as the result of the execution of several similar shorts
requests, causing inefficient use of interface resources.

e The Blob — manifests when one god class is imple-
mented to either execute most of the required work, or
to hold most of the data.

V.

In DV8, anti-patterns can be visualized using a Design
Structure Matrix (DSM). The columns and rows of this
square matrix are labeled with the same set of elements, that
is, files, packages, or service components, in the same order,
and a marked cell indicates that the row element depends on
the column element due to certain relations. For example,
the **C2, E’’ in the cell at the intersection of the 5th
row and 18th column in Figure 5 means the seat service
calls the order service 2 times, and they share one entity.
The number on the first row, first column, and the diagonal
are the indexes of each element.

The key feature of DV is that it can integrate different
dependency types. By default, DV8 can integrate static
dependencies, e.g., call, inherit, with evolution couplings,
that is, co-change relations among files, and detect the
following history-based anti-patterns: (1) Unstable Inter-
face/API (UIF): an element with a large number of depen-
dent elements that also changes frequently with those depen-
dent files; (2) Modularity Violation Group (MVG): a group

DV8 ARCHITECTURE ANTI-PATTERNS DETECTION
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Fig. 1. Performance and scalability assessment framework

of elements that frequently co-change with structurally
unrelated peers. The higher the co-change frequency, the
stronger the coupling; and (3) Crossing (CRS) or Crossing
API: a file or service with a large number of dependent
and dependee files that also changes frequently with those
dependent and dependee files.

When the co-change information is not available, DV8
can still detect the following anti-patterns: (1) Unhealthy
Inheritance Hierarchy (UIH): a group of files with one of
the following two structures: a parent class depends on its
sub-classes, or the client of the hierarchy uses both the par-
ent and the children, which are empirically validated to be
high-maintenance [38, 20, 23, 39, 40, 24]; (2) Clique (CLQ):
a set of files or services where each file directly or indirectly
depends on every other file, and the whole file group forms a
strongly connected graph. In Figure 5, services from 4 to 24
either call each other or share entities, and thus form a clique
through these two relations; (3) Package Cycle (PKC): a pair
of mutually dependent packages, which is not applicable in
this paper. In addition, DV8 also displays the fan-in and
fan-out of each element so that a god class or an overly
complicated element can be easily detected.

To assess the heterogeneous types of dependencies within
a microservice system, in this study, we combined the
call relation and the entity-sharing relation among service
components into one DSM. Figure 5 is an example showing
all the service components involved in the scenarios shown
in Figure 4. We manually recovered the call relation and
entity sharing relation among these components, represented
these two types of dependencies into a unified JSON format,
and merged them into one DSM using DV8.

VI. IDENTIFICATION OF PERFORMANCE BOTTLENECKS

The performance and scalability assessment frame-
work, described in Section III, compares the performance
and scalability assessment metrics with the service level
metric objective to detect performance issues. These de-
tected performance issues are used by the HLM to detect
architecture components that are the root cause of perfor-
mance issues. The identification of architecture components
that are the root cause of performance problems follows the
approaches recommended in [37, 41]. In [37] the Normal-
ized Distance and slope of the performance requirement are
used to identify performance anti-patterns. In [41] response
time and throughput are tracked as a function of load to
identify resource bottlenecks.
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The following process is used to identify bottlenecks and
performance anti-patterns:

1) Baseline architecture: use architecture analysis per
approach in [32] to reconstruct the communication
structure between and within microservices.

Baseline scalability requirement: execute the low
load performance tests to derive the scalability require-
ment: R = ¥ + 30 measured at low load.

Baseline performance: execute performance tests with
increased load to compute the Normalized Distance
(ND) of the scalability requirement, 2%, where T'
is the measured response time, and R is the scalability
requirement computed in Step 2.

Identify degrading microservices: compute the ND,
and average response time slope, as described in [37].
Correlate between architecture and performance
microservices identified as problematic: compare
microservices marked as degrading with high load
from the performance perspective in Step 3, with the
microservices detected as problematic in the baseline
architecture of Step 1.

2)

3

~

4

~

5

~

VII. EMPIRICAL EVALUATION OF THE SCALABILITY
FRAMEWORK

In this section we present the empirical evaluation of
this new framework in a production-like environment, to
assess the correlation between architecture anti-patterns and
performance anti-patterns. The approach consists of the
following six steps, as illustrated in Figure 2.

1) Reconstruct dependencies using DVS: the tool DV8 is
used to identify dependencies based on static source
code analysis. The result shows that, if only con-
sidering static relations, these services appear to be
independent of each other, as expected.

Parse microservice-to-microservice calls: Next we
identify inter-microservice calls by determining when
each microservice establishes HTTP connections to
other services, and how these services share data el-
ements among themselves.

Identification of architecture anti-patterns: based on the
results of the previous steps, through manual inspec-
tion, identify microservices with potential anti-patterns,
e.g., high coupling.

Performance tests of endpoints: as described below,
we run performance tests with increasing loads, which
identify endpoints with increasing response times.

2)

3

~

4)
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Fig. 2. Empirical evaluation approach combining architecture and perfor-
mance analysis

5) Aggregate endpoint performance to microservices: we
manually associate each endpoint with its respective
microservice to evaluate the overall performance of
each microservice.

Identification of co-occurrences of architecture anti-
patterns with performance issues: we compare the
architecture of a microservice (including its commu-
nication structure to other microservices) with their
performance behavior under increasing load.

6)

The following section introduces the Train Ticket bench-
mark microservice in detail.

A. Train Ticket

Train Ticket is a containerized, microservice-based web
application benchmark, composed of over 40 microservices
implemented using modern technology stacks, as described
in [42]. In this paper, we use a forked version of the original
Train Ticket repository! since the original version seems not
to be under development anymore.

A typical interaction flow within the Train Ticket system
would execute login, booking a ticket booking and payment,
and using or canceling the ticket. Each functionality triggers
a sequence of interactions between the different microser-
vices that compose the Train Ticket system. Microservices
in Train Ticket do interact with each other and are orga-
nized into different layers depending on the dependencies
among microservices. A microservice A is dependent on

Thitps:/github.com/CUHK-SE-Groupl/train-ticket/
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microservice B if A sends a request to B. Figure 3 depicts
the architecture of the Train Ticket system in the form of a
call graph.

For our experiments with the Train Ticket system, we
have defined the workload specification as a set of requests
that corresponds to expected user behavior when interacting
with the Train Ticket system (the system under test). This
behavior considers: logging in with the administrator and
creating a user; logging in with the user with token genera-
tion and accessing the home page; getting trip information
for departure and return data; selecting the trip and perform-
ing the booking steps: get contact info, get insurance, food
and consign options; ticket payment (if status is booked);
and collecting and using the ticket. Table II describes the
requests sent to the Train Ticket system that corresponds to
each user action. It defines the API endpoint and arguments.

In addition, Figure 4 illustrates a sequence diagram de-
picting the interactions between the microservices for ticket
booking. It illustrated service dependencies, data flow, and
the order of operations.

Our performance evaluation consisted of testing the end-
points described in Table II. We utilized the PPTAM? (Pro-
duction and Performance Testing Application Monitoring)
tool ecosystem [43]. The setup involved a containerized
deployment of the Train Ticket system on Kubernetes,
managed locally using Minikube. Minikube creates a local,
single-node Kubernetes cluster with all essential Kubernetes
components, including the API server, controller manager,
and scheduler, to provide a complete Kubernetes environ-
ment.

In this setup, each microservice and database of the Train
Ticket system was deployed as a separate Kubernetes pod,
allowing isolated runtime environments and better resource
allocation across components. This architecture enabled us
to simulate realistic interactions within a microservices
environment, where each service instance and the database
operated independently while communicating over the net-
work.

The experimental setup included two primary compo-
nents: the Drive component (PPTAM) operated on a Linux
virtual machine with 8 GB RAM and 4 logical CPUs at
2.095 GHz per core, while the Testbed component (Train
Ticket system) was deployed in the Minikube environment
on a Linux virtual machine with 64 GB RAM and 8 logical
CPUs at 2.095 GHz per core.

The approach used in this performance evaluation con-
sists of the following steps:

Experiment Generation In this step, we define the ex-
periment settings for the test case. The test cases consist
of a series of experiments, each performed according to
a load test specification and evaluated against a baseline
requirement [43]. Overall, the experiment setting aims to
simulate an user interaction flow while capturing detailed
performance metrics, with failure handling and retry logic
ensuring robustness in the test environment. The load test
specification includes the workload situation, which refers
to the automated generation of the operations described
in Table II, as well as the definition of the number of
concurrent users. In our test case, we conducted experiments
available at:

2PPTAM is an open-source software

https://github.com/pptam/pptam-tool.

project
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TABLE II
FUNCTIONALITIES, API ENDPOINTS AND PARAMETERS FOR TRAIN TICKET BENCHMARK.

Functionality Service Relative path from /api/vl Method Arguments

User login Users /users/login POST username: string, password: string

Create contact Contacts /contactservice/contacts POST name: string, accountld: string, documentType: int,
“documentNumber: string, phoneNumber: string

Get trip information Travel Ntravelservice/trips/left POST startPlace: string, endPlace: string, departureTime: string

Get contacts Contacts /contactservice/contacts/account/{ user_id } GET —

Get foods Food /foodservice/foods/ { date }/{ startStation }/

{ endStation }/{ tripId } GET —

Get insurance types Assurance /assuranceservice/assurances/types GET —_—

Book ticket Preserve Ipreserveservice/preserve POST accountld: string, contactsld: string, tripld: string, seat-
Type: int, date: string, from: string, to: string, assur-
ance: int, foodType: int, foodName: string, foodPrice:
double, stationName: string, storeName: string

Get last order Order Jorderservice/order/refresh POST loginld: string, enableStateQuery: boolean, enable-
TravelDateQuery: boolean, enableBoughtDateQuery:
boolean, travelDateStart: string, travelDateEnd: string,
boughtDateStart: string, boughtDateEnd: string

Pay ticket Payment /inside_pay_service/inside_payment POST orderld: string, tripld: string

Colletc ticket Execute /executeservice/execute/collected/{ orderld } GET —

Use ticket in station Execute /executeservice/execute/execute/{ orderld } GET —

with 1, 5, 10, 15, 20, and 25 concurrent users. The workload
scenario corresponding to 1 user serves as the baseline
workload for identifying the baseline requirement. Each test
ran for 20 minutes, resulting in a total testing time of 120
minutes.

Experiment execution In this step, each endpoint is tested
under the experiment settings defined in the previous step.
For each endpoint, we collected a set of performance
metrics, which will serve as the basis for calculating the
Mean Normalized Distance for each endpoint/microservice
(the results are analyzed in section VII-B). The performance
results are presented in Table III, where we provide the

average response time (E[T]), maximum response time
(Tnax), and number of failures (IV(F)). For the sake of
conciseness, in this table we report results for Test 1 (one
user), Test 3 (ten users), and Test 5 (twenty users). We report
results accounting for all tests in Figures 6 and 7.

B. Empirical Results

1) Reconstruction dependencies using DVS: DV8 was
used to analyze the Train Ticket system and to create the
initial design structure matrix. When we only consider static
relations among these service components, they appear to
be independent of one another, which is expected because
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TABLE III
TRAIN TICKET PERFORMANCE RESULTS.
Relative path from /api/v1 Test 1 (1 user) Test 3 (10 users) Test 5 (20 users)
E[T] (ms) Tmax (ms) N(F) E[T] (ms) Tmax (ms) N(F) E[T] (ms) Tnax (ms) N(F)
/users/login 130.57 153.55 0 177.35 24391 0 254.81 895.99 0
/contactservice/contacts 49.33 49.33 0 31.61 54.25 0 34.21 96.42 0
[travelservice/trips/left 128.92 210.43 0 138.63 617.18 0 8864.92  349530.81 9
/contactservice/contacts/account/{user_id } 11.75 36.69 0 9.44 52.25 0 12.69 37.87 0
/foodservice/foods/{date}/

{startStation }/{endStation }/{tripId} 43.43 109.60 0 32.49 98.30 0 597.57 22289.25 0
/assuranceservice/assurances/types 9.32 29.19 0 8.00 81.40 0 10.94 62.34 0
/preserveservice/preserve 344.33 495.94 0 685.40 2699.25 0 42331.99  376227.90 34
/orderservice/order/refresh 14.49 52.30 0 20.45 292.80 0 1146.92 23150.74 0
/inside_pay_service/inside_payment 52.58 93.33 0 70.29 314.56 0 3481.73  334729.73 1
/executeservice/execute/collected/{orderId } 22.03 42.94 0 27.80 338.88 0 3707.63  335011.35 1
executeservice/execute/execute/{orderld } 21.76 48.85 0 27.36 313.79 0 5509.01  337643.53 2

these service components are containerized. But they are
not actually independent, as we will elaborate next.

2) Parse microservice-to-microservice calls: The analy-
sis of the software under test resulted in the identification
of the microservice-to-microservice call graph (see Fig. 3).

Recall that the call graph was parsed from the source code
identifying all places where microservices opened HTTP
calls to other microservices. In the graph, the number of
distinct microservices called by a specific microservice is
indicated in brackets. Microservices calling many distinctive
other microservices are depicted in red and gradually to-
wards green if they have fewer connections to other services.
The result of this step was imported by DVS8 to create a
combined DSM as shown in Fig. 5.
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Relationship between call graph, sequence diagram,
and DSM. Figure 3 (call graph) and Figure 5 (DSM)
were generated semi-automatically and report a global
perspective towards the system, while Figure 4 (sequence
graph) was produced manually and represents an example
of local interaction flows. To produce Figure 4 we chose the
“preserve” endpoint because it was the API call that showed
more performance problems, in addition to presenting high
out-degree in Figure 3.

There is a clear relationship between Figures 3 and 5:
an edge * — y in Figure 3 corresponds to a C entry in
cell (z,y) of Figure 5, reflecting a coupling relationship
derived from the call graph. In addition, interactions shown
in Figure 4 also correspond to C entries in the DSM.



1 2 3 4 5 6 7 8

%%

ts-user-service - 1
ts-assurance-service - 2

ts-contacts-service - 3

ts-security-service - 4 4 C,E CE
ts-seat-service - 5 5 C2E E C2E
ts-admin-basic-info-service -... c4 6 E E E
ts-preserve-other-service-7 ¢ C C | C C 7 (@) o] E
ts-travel-plan-service - 8 c 8 E C3E CE
ts-food-delivery-service - 9 9 E CE E
ts-train-food-service - 10 E 10 E E
ts-station-food-service - 11 E E 11 E
ts-wait-order-service - 12 E 12 E E E E c
ts-order-other-service - 13 E E E 13 E E E E
ts-cancel-service- 14 C E C2E 14 C2E E CE
ts-rebook-service - 15 CE E C4E 15 E C4E c2 CE
ts-route-plan-service - 16 E E 16 E E E C3E
ts-admin-route-service - 17 E 17 E E E
ts-order-service - 18 E E E E E E E
ts-execute-service - 19 c2 E c2 @ E
ts-admin-travel-service - 20 E E E 20 E C4E
ts-inside-payment-service - 21 E C2E E C2E E @
ts-food-service - 22 E CE CE E E E @ CE
ts-travel-service - 23 C E E E E E E E @
ts-preserve-service-24 ¢ C C | C C E (o3 c C @
Fig. 5. DVS8 output
Conversely, E entries in Figure 5 have no direct counterpart 2.0 60 ; Q@
in Figure 3. Instead, parameter passing depicted in Figure 4 @& ©
may suggest an E relationship in Figure 5. Determining § 2
precise rules to link E entries in Figure 5 to specific £
interactions in Figure 4 remains an open challenge, as noted E
in Section VIII. 2
T 1.0
3) Identification of Architecture Anti-Patterns: To iden- E
tify architecture anti-patterns, we first extracted the call 2
relations (labeled using ’C’) among service, and analyzed §
their data coupling by investigating if two services share the =
same entities (labeled using "E’). Figure 5 displays all the
services involved in the Book a Ticket Scenario and their 0.0
relations. From this DSM, we can identify a clique formed - o mTest: v ©

by 21 services, which either call each other or share entities.
The services with circles are those listed in Table IIL
The DSM revealed that the following three services are
independent of other services: user, assurance, and
contacts. All other circled services are involved in the
clique. In particular, several services depend on a large
number of other services, such as Preserve, travel,
and order.

4) Performance Tests of Endpoints: After performing
the experiments described in Section VII-A we obtained
the average and maximum response times, the standard
deviation and the number of failures. The results for the
tests 1, 3, and 5 (1, 10, and 20 users) are reported in table
III. Figure 6 reports the Normalized Distance (calculated
as described in Sect. VI) for each experiment and endpoint.
Analyzing these results, we see that the endpoints marked as
@.53,6,D,.®, @, and show significant performance
degradation when load increases, i.e., reach a value near 2,
while the endpoint marked as (D) shows minor performance
degradation, i.e., reach a value of 1.06.
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Fig. 6. Normalized distance

To further study the collected data, we calculated the
slope [37], which describes how much the average re-
sponse time changes over the range of utilization. Fig-
ure 7 visualizes the results for each endpoint, positioning
it on the horizontal axis on the Normalized Distance it
achieved in the last experiment, and on the vertical axis
at the slope it reached. For example, endpoint number
© (/api/vl/preserveservice/preserve), in the
last experiment, shows significant violation of the defined
performance requirement and the steepest degradation rate,
as shown by the slope of response time. Both outliers shown
in Fig. 7 (9 and also are two endpoints belonging
to microservices with the highest Coupling Values (see
Table V).

Table V illustrates the achieved Normalized Distance
values for each endpoint, the associated microservice, and
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TABLE 1V
LINKAGE OF ENDPOINTS TO MICROSERVICES

API Endpoint Microservice

/api/v1/executeservice/execute/execute/-
order

ts-execute-service

/api/v1/preserveservice/preserve ts-preserve-service

/api/v1/executeservice/execute/collected/- ts-execute-service

order

/api/v1/travelservice/trips/left ts-travel-service

/api/v1/inside_pay_service/inside_payment ts-inside-payment-service

/api/v1/orderservice/order/refresh ts-order-service

/api/v1/foodservice/foods/departure/- ts-food-service
shanghai/suzhou/D1345

/api/v1/assuranceservice/assurances/types

ts-assurance-service

/api/v1/users/login ts-user-service

/api/v1/contactservice/contacts/account/-  ts-contacts-service

user

/api/v1/contactservice/contacts ts-contacts-service

the Coupling Value of each microservice.

We can observe that the microservice
(ts—preserve-service) implements a Blob (god
class) performance anti-pattern, because it controls the
full functionality and issues several data requests to other
microservices. This microservice had the largest slope
and Normalized Distance assessment in the performance
analysis and is also part of a clique architecture anti-pattern
identified by DV8.

5) Aggregate Endpoint Performance to Microservices:
In this step, we linked each endpoint to a microservice as
shown in Table IV.

6) Identification of the Correlation of Microservices Cou-
pling with Performance Issues: To analyze the relationship
between the Normalized Distance of endpoints (which
increases as the performance of microservices degrades)
and the Coupling Value (also referred to as the node
degree in the call graph) per microservice, we computed
multiple metrics, including Pearson correlation, Spearman
correlation, Normalized Mutual Information (NMI), and
Cosine similarity. For completeness, we briefly introduce
the considered metrics and measures in Appendix A. The
data used to compute the corelation metrics and similarity
measures is reported in Table V (see columns titled Nor-
malized Distance and Coupling Value).
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The results of these calculations highlight key insights
into the relationship between Normalized Distance and
coupling. The Pearson correlation coefficient, valued at
0.555, indicates a moderate positive linear correlation, re-
flecting a general proportionality between the two variables.
The Spearman correlation coefficient is higher, at 0.734,
revealing a stronger monotonic relationship, suggesting that
as one variable increases, the other tends to do so con-
sistently, even if not linearly. The Normalized Mutual
Information (NMI), with a value of 0.769, quantifies the
shared information between the variables, underscoring a
significant connection. Finally, the Cosine similarity, calcu-
lated at 0.740, demonstrates a strong directional alignment
between the vectors, suggesting that Normalized Distance
and coupling share similar patterns despite differences in
magnitude.

The clique anti-pattern correlates with poor perfor-
mance. Services not involved in the Clique anti-pattern,
such as user, assurance, and contacts, exhibit min-
imum response times in the range of tens to hundreds of
milliseconds. In contrast, services affected by the Clique
demonstrate response times thousands of times greater,
highlighting significantly degraded performance. This trend
is further confirmed in Table V. Among the four elements
with the lowest Normalized Distance — indicating higher
performance — three, namely 1, 2, and 3, are those not
part of the Clique anti-pattern, providing additional evidence
of the relationship between architectural design and system
performance.

Takeaway message. Our findings suggest that as the
coupling of microservices increases, there is a tendency
for their Normalized Distance to increase, supporting the
hypothesis that architectural metrics, e.g., as captured by
the Coupling Values, are correlated with performance devi-
ations, e.g., as captured by Normalized Distance. Another
observation is that services involved in a Clique anti-pattern
perform significantly worse.

VIII. THREATS TO VALIDITY

In this work we implemented an empirical assessment to
identify correlations between performance and architecture
issues. The following threats to validity were identified.

Internal validity. This is an initial research that used only
one benchmark. Even tough our empirical assessment iden-
tified correlations between performance and architecture
issues, the results might be affected by the lack of diversity
in benchmarks and deployment architectures. We are cur-
rently extending our research by incorporating additional
benchmarks.

Construct validity. We plan to implement an automated
approach to derive correlations between performance and
architecture anti-patterns. The assessment presented in this
paper was based on expert assessment, which is difficult to
generalize.

External validity. The applicability of our results to a
more general context is limited by gaps in the automated
environment used. There is a need to integrate PPTAM
and DV8 with automated performance anti-pattern detection
tools to overcome this limitation.



TABLE V
ENDPOINTS, NORMALIZED DISTANCE, THE ASSOCIATED MICROSERVICE, AND THE RELATED COUPLING

Number API Endpoint Normalized Distance = Microservice Coupling Value
® /api/v1/executeservice/execute/execute/order 1.98  ts-execute-service 2
©® /api/v1/preserveservice/preserve 1.98  ts-preserve-service 11
@) /api/v1/executeservice/execute/collected/order 1.98  ts-execute-service 2
@ api/v1/travelservice/trips/left 1.96  ts-travel-service 4
@) /api/v1/inside_pay_service/inside_payment 1.95  ts-inside-payment-service 3
/api/v1/orderservice/order/refresh 1.95  ts-order-service 1
® /api/v1/foodservice/foods/departure/shanghai/suzhou/D1345 1.93  ts-food-service 3
©) /api/v1/assuranceservice/assurances/types 1.06  ts-assurance-service 0
@ /api/v1/users/login 091  ts-user-service 1
® /api/v1/contactservice/contacts/account/user 0.89  ts-contacts-service 0
@) /api/v1/contactservice/contacts 0.57  ts-contacts-service 0
TABLE VI microservice systems, and bridging the systems architecture
RELATION BETWEEN NORMALIZED DISTANCE AND COUPLING VALUE and performance teams.
Metric Value | Range of Possible Values APPENDIX A
Minimum  Maximum CORRELATION AND SIMILARITY MEASURES
Pearson Correlation 0555 -1.0 L0 Next, we briefly introduce the definitions of correlation
Spearman Correlation 0.734 10 1.0 metrics and similarity measures considered in our analysis.
Normalized Mutual Information 0769 0.0 10 Pearson Correlation. The Pearson correlation coeffi-
Cosine Similarity 0.740 10 10 cient measures the linear relationship between two variables.

IX. CONCLUSION AND FUTURE WORK

Microservice architecture design must address stake-
holder needs for maintainability, scalability, and availabil-
ity, requiring a dynamic assessment process for detecting
performance deviations and identifying root causes. While
performance anti-patterns correspond to dynamic metric
deviations, architecture anti-patterns expose structural issues
by identifying misalignments with formal design standards.

This study presents an assessment using DV8 and
PPTAM tools on the Train Ticket benchmark, show-
ing correlations between performance and architecture
issues. Specifically, we have found that one microser-
vice (ts—-preserve-service) implements a Blob (god
class) performance anti-pattern. This microservice had the
largest slope and Normalized Distance assessment in the
performance analysis and is also part of a clique architecture
anti-pattern identified by DV8. This result shows that quan-
titative performance analysis can guide architecture refac-
toring prioritization efforts. We used node degree in call
graphs as a network centrality metric, revealing a correlation
between such architecture metric and performance metrics,
such as Normalized Distance. Our findings suggest that
high-degree nodes, which often result from a lack of atten-
tion to modularity by developers, represent an architectural
anti-pattern. This anti-pattern is shown to correlate with
reduced performance, as indicated by higher Normalized
Distance values. In future work, we plan to experiment
with architecture-inspired performance improvements and
further explore the relationship between architecture and
performance by considering additional network centrality
metrics, such as PageRank, betweenness, and closeness,
while also relating these to broader performance metrics like
throughput. This approach aims to deepen understanding of
how architectural features impact performance, supporting
the development of more efficient, scalable, and resilient

69

It is defined as:

L Sh@m-m-n _covXY)

Vi (@i =22/ (v — 9)?

where z; and y; are the individual data points for the
two variables (Normalized Distance and coupling), Z and
y are their respective means, and n is the number of data
points. It ranges from -1 (perfect negative correlation) to +1
(perfect positive correlation) [44]. For our data, r = 0.555,
indicating a moderate positive linear correlation.

Spearman Correlation. The Spearman correlation co-
efficient quantifies the strength of a monotonic relationship
between two variables. It is defined as the Pearson correla-
tion coefficient between the ranked variables:

_ cov(R[X].R[Y])
OR[X]IR[Y]
where R[X] and R[Y] are the ranks of X and Y, respec-
tively, cov(R[X],R[Y]) is the covariance of the ranks, and
or[x] and og[y] are the standard deviations of the ranks.

When multiple values have the same rank they are as-
signed the average of the tied ranks. For example, in our
data, 1.98 appears three times among 11 elements, and these
tied values are assigned the average rank of 10.

The resulting Spearman correlation coefficient ranges
from —1 (perfect negative monotonic relationship) to +1
(perfect positive monotonic relationship). For our data, the
computed Spearman correlation coefficient is p = 0.734.
This value suggests a strong monotonic relationship between
Normalized Distance and Coupling Values, exceeding the
linear relationship captured by the Pearson correlation.

Normalized Mutual Information (NMI). NMI quanti-
fies the shared information between two variables:

2-1(X;Y)
HX)+H(Y)’
where I(X;Y) is the mutual information between X and
Y, and H(X) and H(Y) are the entropies of X and Y,

OXx0y

NMI(X,Y) =



respectively. NMI values range from O (no shared infor-
mation) to 1 (complete information overlap). For our data,
NMI = 0.769, highlighting a significant connection between
Normalized Distance and coupling.

Cosine Similarity. Cosine similarity measures the cosine
of the angle between two non-zero vectors, indicating their
directional alignment:

D TV i 7

where x; and y; are elements of the two vectors (Normalized
Distance and coupling). The value ranges from -1 (exactly
opposite), 0 (no similarity) to 1 (perfect similarity). For

our data, Cosine Similarity = 0.740, indicating a strong
directional alignment.

Cosine Similarity =
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