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Abstract
Particulate precipitation, deposition, and accumulation, including the formation of salt and mineral crystals, frequently 
occur in a wide range of subsurface applications involving multiphase flow through porous media. Consequently, there has 
been a considerable emphasis on researching and understanding these phenomena. However, modeling particle dynamics 
in flows through porous media with low Reynolds numbers has always been a challenging problem as it requires resolving 
fluid flow around the moving solid particles, the solid–solid contact mechanics, and the solid–fluid coupling. The discrete 
element method coupled with fluid solvers has been widely used to study particle-laden flow. Most fluid-solid numerical 
schemes involve solving the full or generalized Navier–Stokes equations, which often yields relatively accurate fluid-solid 
interactions at the cost of computation time and particle shape limitations. In this paper, we present a novel method to study 
mono-layered particle-laden flow by coupling the level set discrete element method (LS-DEM) with Hele-Shaw flow model. 
Utilizing the Hele-Shaw flow model allows us to simplify flow computation, while incorporating LS-DEM enables the 
simulation of arbitrarily shaped particles. Cases of mono-layered particle flow through a simplified micromodel geometry 
are studied and validated against published experimental results. Moreover, the effects of particle friction and shape on 
clogging statistics are investigated.
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1  Introduction

Clogging is a phenomenon that occurs at constrictions, 
where discrete particles modify pore structures through 
deposition and create solid barriers that obstruct flow path-
ways. It is observed in a wide range of natural or engineered 
systems, including human organs [20], filtration systems 
[23], colloidal transport [2, 22], and microfluidic devices 
[29]. Oftentimes, clogging leads to unfavorable behavior 
such as reduced efficiency and lifetime or even failure of the 
system [8]. To better understand this phenomenon, efforts 
have been made to study clogging both experimentally and 
numerically.

The modeling of particle dynamics during flow through 
porous media or low Reynolds number environments 

imposes notable challenges related to the fluid flow around 
the moving solid particles, the solid–solid contact mechan-
ics, and the solid–fluid coupling. Passive-tracer-type models 
describe the particle population as a scalar concentration 
field [15]. Nonlinear effects such as dispersion or non-New-
tonian rheology can be incorporated in this type of model. 
This method assumes that the particles are Brownian and 
do not significantly impact the flow regime. Alternatively, 
stochastic models such as population balance models (PBM) 
represent the particle population as a statistical distribution 
[21]. Such a distribution evolves with time and space accord-
ing to mass conservation laws and the local shear rate of 
the fluid, leading to particle aggregation or breakup. The 
aforementioned methods are suitable for describing the col-
lective motions of particles but are limited in describing the 
solid–fluid coupling that gives rise to highly nonlinear flow 
dynamics, such as clogging/unclogging regimes [7].

Another common method is particle-resolved modeling, 
which requires coupling granular mechanics and Stokes 
flow through a time-evolving fluid domain, shaped by the 
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positions of individual solid particles. The granular mechan-
ics component is often modeled using the discrete element 
method (DEM) [3]. On the other hand, different schemes 
for solving interstitial fluid flow, such as computational 
fluid dynamics (CFD) [14] or the lattice Boltzmann method 
(LBM) [9], have been used to couple the fluid mechanics 
component with DEM. These methods are often compu-
tationally expensive, limiting their ability to handle large 
numbers of particles or perform a high number of model 
realizations required for statistically significant results.

Simplified coupling methods may be considered to 
address these limitations [25, 30]. A recent example is the 
dynamic fluid mesh (DFM) coupled DEM method [31], pro-
posed to simulate suffusion in gap-graded soils. This method 
solves Poisson’s equation for fluid pressure and Darcy’s law 
for local flow rates, with the simulated solid shapes lim-
ited to spheres, as often constrained by the use of traditional 
DEM.

In this paper, we develop a particle-resolved modeling 
framework to describe the flow of mono-layered particle sus-
pensions through a fluid-filled Hele-Shaw cell. We assume 
simplified porous media flow to lower the computational 
cost, allowing us to explore larger numbers of particles, 
arbitrary domain sizes, and arbitrary particle shapes in a 
reasonable computational time. The structure of this paper 
is as follows: First, we explain the framework of the pro-
posed method. Then, several case studies are explored and 
compared with recent experiments from Vani et al. [27]. We 
show reasonable agreement between the simulation results 
and the experimental data. Finally, we investigate the effects 
of friction and particle shapes on clogging.

2 � Modeling framework

This section presents the proposed modeling framework, 
which we divide into three parts: particle–particle contact, 
particle-fluid coupling, and fluid-particle coupling. The fluid 
and solid domains are presented in 2D. However, the formu-
lation is extendable to 3D.

2.1 � Particle–particle contact

Particle mechanics is modeled using DEM, a numerical 
method for computing the motion of interacting rigid par-
ticles [3]. It has been widely used to simulate the mechani-
cal behaviors of solid aggregates. A recent extension to this 
method, the level set discrete element method (LS-DEM), 
has been developed to allow the simulation of arbitrary par-
ticle shapes [13] and has been proved accurate in predicting 
the contact fabrics and dynamics of various 2D and 3D sys-
tems [4, 19, 28, 32]. In the LS-DEM framework, the shape of 
an individual particle is captured by a level set function �(x) , 
which calculates the signed distance from an arbitrary point 
x to the nearest surface point of the particle. In practice, this 
function is discretized into a grid (Fig. 1). Each particle is 
then equipped with a set of nodes uniformly distributed on 
the surface, where �(x) = 0 . To check whether a given solid 
particle is in contact with another, we take the position of 
each surface point pi of the particle in question and perform 
bilinear interpolation on the other particle’s level set matrix 
to obtain the level set value �(pi) . A point is inside the other 
particle (contact exists) if �(pi) ≤ 0.

If 𝜑(pi) < 0 , the contact normal force Fn and incremental 
shear force ΔFs are computed as

Fig. 1   Level set representation of a 2D arbitrarily shaped parti-
cle, with �(x) = 0 highlighted by a black contour and surface nodes 
marked in red (color figure online)

Fig. 2   Illustration of a fluid 
region occupied by a particle

Fig. 3   Illustration of a fraction of fluid force acting on a 2D particle
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where kn and ks are the normal and shear stiffness of the par-
ticles, n̂ is the surface normal at pi , �n is the normal damping 
coefficient estimated from the coefficient of restitution Cres , 
vrel is the relative velocity of the given particle with respect 
to the contacting particle, and Δt is the integrating time 
step. The shear force is calculated incrementally in order to 
accommodate history-dependent behavior with a selected 
friction law. For instance, employing Coulomb friction with 
coefficient � , the shear force is capped as

The resulting moment due to particle-particle contact is then 
computed as

where xcm is the center of mass of the particle. At the end 
of the particle-particle contact detection, the resultant force 
and resultant moment are divided by the number of surface 
nodes in contact to ensure discretization convergence. The 
reader is referred to Kawamoto et al. [13] for more details 
on LS-DEM.

2.2 � Particle‑fluid coupling

For a given particle configuration, to obtain the fluid pressure, 
a fluid grid that hosts permeability and pressure information 
is defined, separate from the level set grid of every particle. 
To solve for fluid pressure, we employ Hele-Shaw flow model 
and assume an incompressible flow through the pore space 
between the particles:

where u is the flux, �(�(x)) is the permeability field that 
depends on the spatial arrangement of particles, � is the fluid 
viscosity, and p is the fluid pressure. At each time step, the 
local permeability and fluid pressure are updated based on 
the location of every particle. To do this, we loop over the 
fluid grid cells and check whether the center of each grid cell 
x is inside a particle ( �(x) ≤ 0).

The fluid flow velocity between two parallel plates sepa-
rated by a distance H can be computed as

(1)
{

Fn = 𝜑(pi)knn̂ − 𝛾nv
rel
n
,

ΔFs = ksΔt(v
rel − vrel

n
),

(2)||Fs|| = min(�||Fn||, ||Fs||).

(3)M = (pi − xcm) × (Fn + Fs),

(4)∇ ⋅ u = 0,

(5)u = −
�(�(x))

�
∇p,

(6)u = −
H2

12�
∇p.

Combining this expression with Eq. (5), the permeability is 
calculated within a particle-free region as

where H is the gap thickness of the Hele-Shaw cell. Within 
a solid-occupied region, permeability is estimated by the 
Kozeny-Carman relation, incorporating a permeability 
reduction due to the presence of particles. Consequentially, 
the permeability is updated by

where Φs is the sphericity of the particles, d is the average 
diameter of the particles, and � is the porosity of the grid 
cells occupied by the particles. Here, the Kozeny-Carman 
relation makes reference to the system described in Fig. 2. 
The porosity of the fluid grid cells occupied by the particle 
is estimated assuming 3D spheres, i.e.,

where Vcylinder is the cross-section of the sphere multiplied 
by the height of the channel.

To calculate the fluid pressure matrix, we apply finite 
volume discretization and two-point flux approximation to 
Eqs. (4) and (5) (see Supplementary Material). In this way, the 
corresponding second-order PDE can be conveniently simpli-
fied and solved as a linear system of algebraic equations with 
appropriate boundary conditions. Such matrices can be subse-
quently factorized using a variety of decomposition methods 
to solve for fluid pressure.

(7)𝜅(𝜑(x) > 0) =
H2

12
,

(8)�(�(x) ≤ 0) = Φ2
s

�3d2

150(1 − �)2
,

(9)� =
Vcylinder − Vsphere

Vcylinder

,

Fig. 4   The finite element mesh of the 3D pore space shaped by par-
ticles at the clogged state. The particles are all centered at half of the 
channel height. The channel height is slightly larger than the diameter 
of the largest particle. The 3D pressure solution is used to validate the 
simplifying assumptions of flow in our method
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2.3 � Fluid–particle coupling

The level set matrix and discretized surface nodes not only 
provide a convenient way to track a particle’s surface and the 
total force exerted through direct particle-particle contact but 
also offer a computationally efficient method to calculate fluid 
forces (Fig. 3). In particular, we exert on each surface point 
of a particle the pressure of the corresponding grid cell where 
the surface point lies. We then calculate the fraction of fluid 
force acting on that particular surface point by multiplying the 

pressure by a fraction of the particle’s surface area. Thus, the 
total force F acting on a particle can be updated by the fluid 
force as follows:

Similarly, the total moment M acting on a particle is updated 
as

(10)F = Fsolid−solid +

Nnodes∑

i=1

Fi

f
.

Fig. 5   Left: Gap-averaged pressure field from Stokes equations in 3D 
within the pore space of the domain at unclogged (a) and clogged (c) 
states. Right: the corresponding pressure field calculated using the 
proposed framework at unclogged (b) and clogged (d) states. The 
color bars show dimensionless pressure. Note: in the Stokes flow 

solution, the fluid pressure inside the solid region (shown in white 
color) is nonexistent. In the Hele-Shaw solution, since we assume 
a reduced permeability in the particle-laden region and a negligi-
bly small permeability outside the hourglass contour, there exists a 
(masked) finite pressure value inside the solid

Fig. 6   Relative error of the pressure field (16) computed from the Hele-Shaw flow model and Stokes flow solution at an unclogged state (left) 
and a clogged state (right)

Content courtesy of Springer Nature, terms of use apply. Rights reserved.
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Here, Fsolid−solid and Msolid−solid follow from evaluating 
Eqs. (1)–(3) at each contact and computing the (normal-
ized) resultant force and moment vectors, while Fi

f
 and Mi

f
 

denote the fluid force and moment acting on a surface node 
pi . The fluid force Fi

f
 is given by

where � is the pressure taken from the grid cell where pi is 
located, li is the length of the curve around pi , and 𝐧̂ is the 
normal at pi , perpendicular to the particle surface pointing 
inward. On the other hand, the fluid moment acting on pi is 
computed as

At each time step, the force (10) and moment (11) are 
used to update the particle’s location and orientation in 
terms of the corresponding linear acceleration a and angular 
acceleration � , computed from Newton’s second law:

where m is the mass of the particle and I is its moment of 
inertia. The particle’s velocity and position can then be 
determined using explicit time integration methods.

(11)M = Msolid−solid +

Nnodes∑

i=1

Mi

f
.

(12)Fi

f
= �li𝐧̂,

(13)Mi

f
= (pi − xcm) × Fi

f
.

(14)a =
F

m
,

(15)� =
M

I
,

3 � Validation

The proposed framework is validated in two parts. In the 
first subsection, we compare the pressure field computed 
using the Hele-Shaw flow model with the results obtained 
from Stokes flow at specific time instances. This validation 
ensures the consistency and accuracy of the pressure field 
calculations. In the second subsection, we compare the par-
ticle statistics over time with experimental results from Vani 
et al. [27].

3.1 � Comparison of pressure distribution against 3D 
Stokes flow solution

To validate the pressure field produced by our modeling 
framework, we release a group of 24 particles of different 
sizes from left to right through an hourglass-shaped constric-
tion using 2D DEM, until a clog forms. In this study, we use 
dimensionless units for fluid with unit density and viscosity. 
We assume that the particles and the fluid have the same 
density, and that the particle centers allign with the center of 
the Hele-Shaw gap. The prescribed dimensionless pressure 
is 200 at the left boundary and 100 at the right boundary. 
The region outside the hourglass contour is assumed to have 
negligibly small permeability. Since all particles are perfect 
circles, the sphericity Φs in Eq. (8) is 1.

Fig. 7   2D representation of the experimental setup of Vani et al. [27]

Table 1   Fluid environment properties

Parameter Values Units

Channel height H 0.95 (mm)
Channel width 7.8 (mm)
Channel length 9.2 (mm)

Constriction width to particle diameter ratio W
d

1.7 (−)

Constriction angle � 45 (deg)
Dynamic viscosity � 75 (mPa)
Inflow rate Q (left boundary condition) 1 (mL.min−1)
Outlet pressure (right boundary condition) 1 (atm)

Table 2   Particle properties

Parameter Values Units

Diameter d 581 (�m)
Density � 1.049 (g.cm−3)
Young’s Modulus E 3250 [MPa]
Poisson’s ratio � 0.325 (−)
Friction � 0.25 (−)
Coefficient of restitution C

res
0.55 (−)

Global damping � 420 (s−1)

Content courtesy of Springer Nature, terms of use apply. Rights reserved.
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We then extract the 2D pore geometry at two fixed time 
instances, one at an unclogged state and the other at a 
clogged state, and solve the Stokes flow equations through 
the reconstructed 3D pore space using the finite element 
method (FEM) implemented in COMSOL. We impose the 
same inlet and outlet pressure condition and no-slip condi-
tion at both the hourglass contour and the particle surfaces. 
Figure 4 shows the 3D mesh for a clogged state used in the 
FEM calculation.

We employ the gap-averaged pressure from the full 3D 
Stokes flow solution (Fig. 5a, c) as a benchmark for the 2D 
pressure field produced by the proposed Hele-Shaw flow 
model (Fig. 5b, d). We choose a grid resolution that is suf-
ficiently high to guarantee convergence in the fluid pressure.

In general, we observe some mismatch in pressure mag-
nitude but find an overall good agreement in the spatial dis-
tribution of pressure around the particle-occupied region. 
The yellow-to-green transition region in the pressure field, 
as indicated by the red dashed line, appears almost at the 
same location when comparing Fig. 5a and b, and when 
comparing Fig. 5c and d.

Figure 6 shows the relative error of the pressure field, 
computed as

We observe that the relative errors are within an acceptable 
range. The maximum error is around 13% but the majority 
of the error is below 5%.

3.2 � Comparison against experiments

Recent experiments by Vani et al. [27] provide an invaluable 
opportunity for us to directly validate our modeling frame-
work. These experiments feature mono-layered and mono-
dispersed suspension flows through a constriction (Fig. 7). 
Since the system is quasi-bidimensional, we may reconstruct 
the simulation setup with the same channel geometry and 
particle properties (diameter, density, etc.) in 2D. In the 
experiments, the particle density and the fluid density are 

(16)e =
|pHele−Shaw − pStokes|

pStokes
× 100%.

the same, making the effect of gravity negligible. The ratio 
of constriction width to particle diameter, W/d, is kept as 1.7 
to match the experimental setup. The particles are initiated 
at random positions.

We apply appropriate boundary conditions and solve 
the discrete system resulting from Eqs. (4) and (5). The 
left boundary is prescribed with a constant flow rate Q 
to mimic the experimental inflow conditions. Since the 
flow outlet is at ambient pressure, we prescribe a constant 
ambient pressure value at the constriction in the simula-
tion. As in Sect. 3.1, the region outside the fluid-occupied 
domain is assigned with a negligibly small permeability 
to mimic no-flow boundary condition.

We consider a global damping constant � in the parti-
cle motion computations (see Supplementary Material). 
This feature helps to ensure numerical stability and to cali-
brate the particle flow, accounting for additional sources 
of dissipation not considered in the model. We then run 
batches of simulations of different particle packing ratios 
over a time period of 5 s. We verify that the rate of num-
ber of particles that escape from the constriction–we 
refer those particles as escapees (s) in the following para-
graphs–approximates the reference experimental data as 
well as the empirical formula [27]

where � is the surface packing fraction of particles in the 
control volume.

Since particle friction is unknown, assuming friction is 
directly related to clogging events, the model is calibrated 
to make sure the number of escapees before clogging 
approximates the reference experimental results. We tune 
the friction coefficient of the particles until the average 
escapees before clogging from 100 simulations agree with 
the experiments of the same packing fraction. A packing 
fraction of 0.26 was chosen as the benchmark case as it 
guarantees relatively quicker clogging events.

The fluid properties and particle properties [1] used in 
this section are shown in Tables 1 and 2.

Figure 8 shows the snapshots of a single simulation 
at different particle packing fractions (left) and averaged 
particle flow information across a period of 5 s (right). 
The particle information is recorded after achieving 
a steady stream of flow. Figure 8a,b show a reasonable 
agreement of escapee values with the empirical curve and 
the extracted experimental values for the lowest packing 
fraction (Fig. 8a). In the case of larger packing fractions 
(Fig. 8c), our solution overestimated the escapee number 
over time. This overestimation could be a result of the 
delicate difference between the 3D experimental setup and 

(17)s(t) =
4�Q

H�d2
t,

Fig. 8   Left: snapshots of simulations at different packing fractions 
� . Right: instantaneous packing fraction � (blue) and time-evolution 
of the cumulative number of escapees from our simulations (red 
curves), the reference experiments (red dot), and the empirical rela-
tion (17) (dashed black curve). The packing fraction is averaged over 
20 simulations. The time-evolution of cumulative number of escap-
ees of all 20 simulations are shown in light red curves, and the aver-
aged escapee value is shown in solid red curve. Experimental values 
from Vani et  al. [27] are taken for comparison in (a) and (c). Note 
that in (a), experimental escapee values fluctuate significantly due to 
the small prescribed packing fraction; this fluctuation is less obvious 
in the simulation results due to the averaging process (color figure 
online)

◂
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our 2D simulation setup, or cumulative error from the sim-
plified fluid-solid coupling.

We then perform 100 simulations, with all particles 
initialized at random positions, and record the number of 
escapees right before the flow path is completely clogged. 
We plot the histogram of the number of events N for which 
escapees s flow through the constriction before clogging 
happens. Figure 9a shows the geometric distribution of 

simulations with � = 0.26 and � = 0.25 . We see that it is 
more likely for clogging to happen after a small number of 
escapees, compared to the less likely cases where clogging 
occurs after more than 200 escapees. The probability of a 
clogging case with s escapees decreases exponentially as s 
increases.

Simulations with different packing fractions ( � = 0.19 
and � = 0.32 ) are further tested. We take the value of each 

Fig. 9   a Histogram of the number of events N with different escapees 
s flowing through the constriction before clogging, with W/d = 1.7, 
� = 0.26 and � = 0.25. b Probability mass function (PMF) p(s∕⟨s⟩) 

of the normalized escapees s∕⟨s⟩ before clogging, with experimental 
data shown in dots and simulation results shown in crosses (image 
adapted from [27])

Fig. 10   a Average escapees s before clogging at W/d = 1.7 and � = 
0.26 versus particle friction coefficient � . Inset: Histogram of the 
number of events N with different escapees flowing through the con-
striction before clogging, with � = 0.5. b PMF p(s∕⟨s⟩) of the nor-
malized escapees s∕⟨s⟩ before clogging, with 0.1 ≤ � ≤ 0.9 . The two 
dashed lines show exponential data fitting with � = 0.1 (purple) and 

� = 0.9 (yellow). From the two exponential fits, it is evident that the 
distribution of particles with a high friction coefficient decays faster 
than the distribution with a low friction coefficient. The rate of decay 
of the exponential fits for all friction coefficients is shown in the inset 
of (b) (color figure online)

Content courtesy of Springer Nature, terms of use apply. Rights reserved.
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bin from histograms produced from the simulation results 
of all three packing fractions and plot the probability in log 
scale (Fig. 9b). We observe a negative linear trend between 
p(s∕⟨s⟩) and s∕⟨s⟩ , further indicating that the data collected 
from the simulations are exponentially distributed. Further-
more, we observe a good agreement between the simulated 
clogging statistics and the experimental results of Vani et al. 
[27].

In summary, in this section, we have shown that the pres-
sure field calculated using the proposed Hele-Shaw flow 
model is relatively accurate in the particle-dense regions. 
Furthermore, we show good agreement between the 
extracted clogging statistics from simulations and experi-
mental results.

With the proposed framework for simulating particle-
laden incompressible flow, one can effectively model the 
flow of mono-layered particles of any shape through con-
strictions of any shape or size and with arbitrary flow 
boundary conditions in a relatively short computation time. 
For fluids with a low Reynolds number, the assumption of 
incompressibility keeps the formulation time-independent, 
allowing us to employ arbitrarily large increments when 
solving the fluid flow equations. Since the fluid force is cal-
culated separately from the solid–solid interactions, the fluid 
pressure can be updated at a time spacing different from the 
time step of the solid particle motion. Moreover, in the tra-
ditional Stokes flow model, the solid boundary is generally 
remeshed after each fluid update. Conversely, the proposed 
model resolves the fluid pressure on a fixed mesh, which 
further cuts down computation time.

For simulations with a packing fraction � = 0.17 and a 
total of 2e7 time steps (roughly 7.5 s in physical time), if 
we update the 159x135 fluid grid every 1e4 time steps, the 
computation time is roughly 30 min for 2D spheres (using 
DEM) and 1 h for other shapes (using LS-DEM, each parti-
cle with 40 surface nodes). All simulations are executed with 

a single thread. For larger packing fractions, parallelization 
using multiple threads can further increase the computation 
efficiency.

In the following section, we briefly discuss the effects of 
friction and particle shape on clogging using our proposed 
modeling framework.

4 � Discussion

4.1 � Effects of friction on clogging

We investigate the effect of particle friction on clogging sta-
tistics. Figure 10a shows the average number of escapees 
over 100 simulations versus the friction coefficient, with 
� = 0.26 . We observe that the relationship between number 
of escapees and � is hyperbolic. For 0.1 ≤ � ≤ 0.3 , averaged 
escapees drop quickly as the friction coefficient increases. 
At around � = 0.5 , the rate of change flattens, indicating 
that given the current fluid environment, the static fric-
tion regime dominates for values above � = 0.5 . Note that 
beyond � = 0.5 , the average number of escapees fluctuates, 
possibly due to the sample size not being sufficiently large.

We again take the value of each bin from histograms 
produced from the simulation results of different friction 
coefficients (Fig. 10a inset) and plot the log-scaled PMF 
p(s∕⟨s⟩) over normalized escapees (Fig. 10b). Intuitively, we 

Fig. 11   Time evolution of escapees of different sized squares and cir-
cles

Fig. 12   Snapshots of clogged constriction with a circle L, b square L, 
c circle S, and d square S

Content courtesy of Springer Nature, terms of use apply. Rights reserved.
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know that particles with different friction coefficients have 
different clogging probabilities. From the inset of Fig 10b, 
we see that the re-scaled PMFs collapse to exponential fits 
of different decay rates. As � increases from 0.1 to 0.4, the 
rate of decay strictly increases in absolute value. This means 
that particles with larger friction coefficients tend to clog 
with fewer escapees, and the probability of clogging with 
more escapees decreases drastically as the friction coeffi-
cient increases. As � increases from 0.5 to 0.9, the rate of 
decay does not show a clear relationship with increasing 
friction coefficient, possibly due to fluctuating mean values 
of escapees as seen in Fig. 10a where � ≥ 0.5.

4.2 � Effects of particle shape on clogging

All previous cases are simulated with circular-shaped parti-
cles. However, the proposed method is capable of simulat-
ing particles of arbitrary shapes. In order to investigate how 
particle shape affects clogging statistics, we compare simu-
lations of square-shaped particles flowing through a narrow 
constriction with those of circular particles. Square-shaped 
particles have substantial significance in physical systems, as 
many crystals in nature are squares or rectangles in shape if 
observed in 2D. The precipitation, deposition, and/or accu-
mulation of such solid particles like salt and mineral crystals 
during multi-phase flow through porous media is ubiquitous 
in many subsurface applications [18].

Since constriction width to particle-size ratio is also an 
important factor that could contribute to clogging [6], we 
simulate the time evolution of two different-sized square 
particles and compare them each to circular particles of 
the same bounding radius (Fig. 11). Due to shape differ-
ences, the same packing fraction no longer guarantees the 
same number of particles in the control volume. Therefore, 
a specific particle number is enforced in the control volume 
instead of the packing fraction. The ratio of the constric-
tion width to the smaller and bigger bounding diameter is 
W∕db = 1.7 and W∕db = 1.2 respectively. To aid faster clog-
ging, the friction coefficient is set to � = 0.4 . All other solid 
and fluid parameters are kept the same as in Tables 1 and 2. 
For each particle shape, we perform 100 simulations to col-
lect statistics.

In Fig. 11, we observe that clogging happens almost 
immediately for the larger circle (circle L). For the larger 
square (square L), clogging happens relatively slower. The 
slope flattens at around t = 5 , indicating that the majority of 
the 100 simulations have clogged. The slopes for the smaller 
circle (circle S) and the smaller square (square S) decrease 
over time yet remain steep, as only a few simulations clog.

We group the four particle types into three pairs: the 
square S - circle S pair, for which the bounding radius is 
d/2 (d is the same as in Table 2); the circle S - square L 
pair, where the diameter of the circle equals the edge of the 
square; and the square L - circle L pair, for which the bound-
ing radius is d∕

√
2 . We observe that for the square S - circle 

Fig. 13   a Time evolution of averaged escapees of particles with different shapes at the same bounding radius. b The average number of escapees 
before clogging versus the number of vertices at two W∕d

b
 ratios
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S pair and the square L - circle L pair, circular particles clog 
with a smaller number of escapees. For the circle S - square 
L pair, square-shaped particles clog more easily.

We wish to unveil the reason behind this observation by 
looking at their clogged states (Fig. 12). To form a stable 
clog, particles need to first form a stable arch. For the square 
S - circle S pair (or the square L - circle L pair), the fact that 
the diagonal length of the square equals the diameter of the 
circle implies that squares need to have corner-corner type 
contacts whereas circles can have contacts anywhere along 
their circumference to form an arch of the same arc size. 
However, for the circle S - square L pair, since in this case 
the diagonal length of the square is 

√
2 times the diameter 

of the circle, the presence of edges and corners promotes 
clogging through a higher number of contacts.

To further test the hypothesis that corners of polygons 
promote clogging, we release a group of regular polygons 
with different numbers of vertices – from equilateral trian-
gles to regular hexagons–and simulate the time evolution of 
the averaged number of escapees through the constriction. 
We also simulate circles of the same bounding radius, as 
circles can have contacts everywhere along the bounding 
radius. To isolate the effect of particle size, we make sure 
all particles are bounded by the same radius. The constric-
tion width to bounding diameter ratio is kept at 1.2. Again, 
due to shape differences, a specific number of particles in 
the control volume is enforced in the simulations instead of 
a packing fraction. From Fig. 13a, we observe that parti-
cles with more vertices tend to clog faster. All simulations 
with circles, hexagons, and pentagons are clogged by t = 5 , 
as seen from the flattened curves. Simulations of squares 
and triangles have a higher number of escapees through the 
constriction by t = 5 . Looking at the slope of the curves, the 
majority of the simulations with squares have clogged, while 
only a few simulations with triangles have clogged.

To better understand how clogging statistics are related 
to the number of vertices, we plot the averaged escapees 
before clogging versus the number of vertices present in the 
polygon (Fig. 13b). For the sake of simplicity, circles are 
modeled with 40 surface nodes, that is, with potential con-
tacts on 40 vertices. In Fig. 13b, we see that as the number 
of vertices increases, the averaged escapees before clogging 
decrease drastically, almost in a hyperbolic trend. Circles 
have the least escapees before clogging since, with the same 
bounding radius, they are more likely to contact one another. 
Squares have the most escapees before clogging, as they only 
have four contacts along the bounding radius.

5 � Conclusion

In this paper, we propose a simplified method to capture 
the dynamics of mono-layered particle-laden flow through 
a narrow constriction using LS-DEM coupled with Hele-
Shaw type of flow. We first compare simulation results of 
circular-shaped particles before and at the clog with results 
produced by solving Stokes flow in COMSOL. We show 
satisfactory agreements between the pressure field around 
particle-occupied regions. We then show that after calibra-
tion, the particle statistics agree with experimental results 
from Vani et al. [27]. Lastly, we unveil a hyperbolic relation-
ship between the averaged escapees before clogging and the 
friction coefficient of the particles, showing exponential fits 
of different rates of decay. We also show that particles with 
more vertices clog easier compared to particles with fewer 
vertices given the same bounding radius.

The use of Hele-Shaw flow model in replacement of the 
Navier–Stokes equation elegantly avoids the computational 
burden at a cost of accuracy; yet, we showed that the pro-
posed method is still able to capture qualitatively the physics 
of clogging at the pore scale. The proposed method is not 
only capable of efficiently extracting particle statistics in 
quantity, but also providing meaningful and experimentally 
observed results. We show that one may not need to resolve 
the full detailed coupling between flow and particle mechan-
ics to capture the statistical behavior of clogging in similar 
systems.

With the ability to study statistics of arbitrarily shaped 
particles through porous media, this method can be read-
ily applied to investigate the influence of particle geometry, 
friction, constriction size, etc., on the clogging phenomenon. 
Furthermore, the use of the level set on the solid domain 
enhances flexibility in controlling particle shape morphing 
and provides opportunities for advanced shape control in a 
fluid environment, such as cases where the melting or freez-
ing of the fluid affects the shapes of the solid particles.

The proposed method is readily expandable to 3D, capa-
ble of simulating particles of arbitrary shapes, and is eas-
ily coupled with particle bonding features [11] or fracture 
[10]. Such methods can efficiently simulate the three main 
mechanisms that contribute to clogging [6]–constriction size 
to particle size ratio, particle volume fraction, and surface 
cohesion. The former two can be easily modeled by modify-
ing the pore geometry and particle statistics (shapes, size, 
volume fraction, etc.). The last contributing factor can be 
studied through the coupling of parallel or contact bonding.

Despite the merits of simplicity and straightforwardness, 
the proposed method unavoidably presents limitations. Since 
the current version only works in 2D and does not account 
for fluid shear force, it is best used for bidimensional systems 
with a small Reynolds number.
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In conclusion, we propose a simple and direct method for 
mono-layered particle flow through simplified pore geom-
etry. Simulation results produced by this method show quali-
tative agreements with experiments of identical setups. The 
proposed method can serve as a tool to enhance the under-
standing of particle-laden porous media flows, and to bridge 
the gap between particle properties and clogging mechanics.
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