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Abstract

We provide an algorithm that, given an n-vertex m-edge Eulerian graph with polynomially bounded
weights, computes an é(n10g2n . 572)—edge g-approximate FEulerian sparsifier with high probability in
O(mlog®n) time (where O(-) hides polyloglog(n) factors). Due to a reduction from [Peng-Song, STOC
'22], this yields an O(mlog®n + nlog®n)-time algorithm for solving n-vertex m-edge Eulerian Laplacian
systems with polynomially-bounded weights with high probability, improving upon the previous state-
of-the-art runtime of Q(m log®n + nlog?®n). We also give a polynomial-time algorithm that computes
O(min(nlogn - e72 + nlog®®n - e7*/3 nlog®?n - e72))-edge sparsifiers, improving the best such sparsity
bound of O(nlog?n -2 + nlog®?n - e~4/3) [Sachdeva-Thudi-Zhao, ICALP ’24].

In contrast to prior Eulerian graph sparsification algorithms which used either short cycle or expander
decompositions, our algorithms use a simple efficient effective resistance decomposition scheme we introduce.
Our algorithms apply a natural sampling scheme and electrical routing (to achieve degree balance) to such
decompositions. Our analysis leverages new asymmetric variance bounds specialized to Eulerian Laplacians
and tools from discrepancy theory.
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1 Introduction

Over the past decade, ideas from spectral graph theory have led to a revolution in graph algorithms. A major
frontier for such developments is the design of spectral algorithms for directed graphs. Such algorithms have
wide-ranging applications from fast algorithms for processing Markov chains (see e.g., [CKPPSV16; AJSS19])
to deterministic low-space computation (see e.g., [AKMPSV20]). A fundamental challenge in this setting is the
fairly involved machinery used in spectral directed graph algorithms, which include efficient constructions of
expander decompositions [CKPPRSV17] and short cycle decompositions [CGPSSW18]. In this paper we focus
on the central topic of spectral sparsification of directed graphs, for which, this challenge is particularly manifest.

A sparsifier of an undirected graph G = (V, E, w) or directed graph G is another graph supported on the same
set of vertices with fewer edges, that approximately preserves some property. Several notions of sparsification
for undirected graphs have been studied in the literature, e.g., spanners [PS89; ADDJS93; ACIM99; BS03;
TZ05; FS16], which approximately preserve shortest path distances, and cut sparsifiers [Kar00; BK96], which
approximately preserve cut sizes. Spectral sparsification [ST04] has been particularly influential in the design
of graph algorithms. An e-approximate undirected spectral sparsifier (henceforth, e-approzimate undirected
sparsifier) H = (V, E',w') of undirected G approximately preserves the quadratic form of G’s graph Laplacian,
ie., for all x € R,

(1.1) (1—e)x'Lgx < x'Lyx < (1 +¢)x"Lgx, where x' Lgx = Z We(Xy — Xy)2,

e=(u,v)eE

where Lg and Ly are the undirected Laplacian matrices of G and H (see Section 2 for notation), and (1.1) is
equivalent to (1 —e)Lg =< Ly = (1 + ¢)Lg. Spectral sparsification generalizes cut sparsification and was key to
the advent of nearly-linear time Laplacian systems solvers [ST04].

Simple and efficient algorithms for computing undirected spectral sparsifiers with nearly-optimal guarantees
are known. Spielman and Srivastava [SS11] showed that independently sampling (and reweighting) O(ne =2 logn)
edges of an n-vertex graph, with probability proportional to their effective resistances (a graph-theoretic analog
of leverage scores), produces a spectral sparsifier. All effective resistances can be estimated in é(m logn) time!
using fast Laplacian system solvers [JS21] (see Lemma 4.1) — this step dominates the runtime for undirected
spectral sparsification. Additionally, Batson, Spielman, and Srivastava [BSS12] showed spectral sparsifiers with
O(ne=?) edges exist, which is optimal [BSS12; CKST19] and constructible in near-linear time [LS17; JRT24].

Obtaining correspondingly simple and fast sparsification algorithms and optimal sparsity bounds for directed
graphs remains elusive. Even proposing useful notions of directed sparsification was challenging; any sparsifier
of the complete, directed, bipartite graph, i.e., the graph with a directed edge from every node in one side
of the bipartition to the other, that approximately preserves all directed cuts cannot delete any edges. The
influential work [CKPPRSV17] overcame this bottleneck by restricting their attention to directed Eulerian graphs
(where every vertex has equal weighted in-degree and out-degree). Further, [CKPPRSV17] showed that their
sparsification notion suffices for numerous applications, including fast solvers for all directed Laplacian linear
systems (not necessarily corresponding to an Eulerian graph), overviewed in Section 8. In this paper, we consider
the following definition of Eulerian sparsification closely related to that of [CKPPRSV17].?

DEFINITION 1.1. (EULERIAN SPARSIFIER) H is an e-approximate Eulerian sparsifier of G = (V,E,w) if H and
G are both Eulerian, V(H) =V, and for G = und(G), we have

<e, and E(ﬁ) CE,
op

1 — — I
(1.2) HLg (Cg - L) Ld
where |||, denotes the operator norm.

Definition 1.1 generalizes the notion of undirected sparsification (Fact 2.2). While useful in applications,
Definition 1.1 poses computational challenges. Eulerian sparsifiers preserve exact degree balance, so in contrast

IWhen discussing a graph clear from context with n vertices and edge weight ratio bounded by U, we use the O notation to hide
polyloglog(nU) factors for brevity (in runtimes only).
2The key difference is that we add the E(ﬁ) C FE restriction.
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to undirected sparsifiers, one cannot simply sample edges independently to compute sparsifiers. There have been
two broad approaches for addressing this key challenge.

The first approach leverages expander decompositions and is related to one used in [ST04] to sparsify
undirected graphs. [CKPPRSV17] followed such an approach and their algorithm consists of decomposing the
Eulerian graph G into expanders, sampling edges independently inside the expanders, and then fixing the resulting
degree imbalance by adding edges; this resulted in sparsifiers that did not necessarily satisfy the E(ﬁ ) C FE
property in (1.2). This approach was refined in [APPSV23] (using cycle decompositions as in the second
approach below, but not necessarily short ones), resulting in an algorithm for constructing Eulerian sparsifiers with
O(ne21og® n) edges in O(m log” n) time. Existing near-linear time expander decomposition methods [SW19;
ADK23] incur several logarithmic factors in the running time and (inverse) expansion quality, leading to these
large, difficult to improve, polylogarithmic factors in the running time and sparsity.

The second approach leverages that most the edges in G can be decomposed into edge-disjoint short cycles,
termed a short cycle decomposition. [CGPSSW18] pioneered this approach and sampled the edges in a coordinated
manner within each cycle to preserve degree balance. Advances in short cycle decompositions [LSY19; PY19;
STZ24] resulted in an m!*°(M_time algorithm for constructing Eulerian sparsifiers with O(n5_210g3 n) edges.
Short cycle decompositions yield Eulerian sparsifier constructions with significantly improved sparsity compared
to the expander decomposition approach, at the cost of large m®") factors in running time.

In summary, all prior algorithms for constructing Eulerian sparsifiers use either expander decomposition
or short cycle decomposition, which result in substantial polylogarithmic factors (or larger) in sparsities and
runtimes. More broadly, large gaps seem to remain in our understanding of efficient algorithms for constructing
Eulerian sparsifiers and the optimal sparsity achievable.

1.1 Our results We present a new sparsification framework that allows one to preserve exact degree balance
while sampling, as in Eulerian sparsification, and yet analyze the sampling error as if the edges were sampled
independently. Our framework is simple and intuitive, as it is based on randomly signing multiplicative
reweightings to edges, and using electrical flows to fix the degree balance. Combining our framework with
a lightweight graph-theoretic construction, effective resistance decomposition (Definition 4.1), we obtain the
following Eulerian sparsification result.

THEOREM 1.1. Given Eulerian G = (V, E,w) with |V| = n, |E| = m, integral w € [1,poly(n)]Z and ¢ € (0,1),
FASTSPARSIFY (Algorithm 7) in O (m 1og3 n) time returns FEulerian H that w.h.p.,® is an e-approximate Eulerian
sparsifier of G with |E(H)| = O (ne2log?(n) log®log (n)) .

Theorem 1.1 constructs Eulerian sparsifiers with sparsity within a O(log®n) factor of optimal [CKST19],
in time é(m log®n). Our algorithm simultaneously achieves a substantially faster runtime than prior Eulerian
sparsification schemes and improves the state-of-the-art sparsity bound (see Table 1). For instance, the prior
state-of-the-art Eulerian sparsification algorithm with both O(ne~2 - polylog(n)) edges and a O(m - polylog(n))
runtime has (up to O(polyloglogn)) factors an extra Q(log'® n) factor in sparsity and an Q(log4 n) factor in the
runtime compared to Theorem 1.1. The full statement of Theorem 1.1 is presented in Theorem 7.1.

As a corollary of our fast sparsification algorithm (Theorem 1.1), reductions due to Peng and Song [PS22]
and earlier works on solving (variants of) directed Laplacian systems [CKPPSV16; CKPPRSV17; AJSS19], we
obtain a host of additional results. The following is a straightforward corollary obtained by a direct reduction
given in the main result of [PS22].

COROLLARY 1.1. (EULERIAN LAPLACIAN SOLVER) There is an algorithm which given input Eulerian G =
(V,B,w) with |V| = n, |E| = m, w € [1,poly(n)|?, and b € RV, in O (mlog® (n) + nlog® (n)) time returns

def

x € RY satisfying, w.h.p., ||x — I:ngLG < €||ﬂgb\|LG for G und(G), where [l is the seminorm defined by
x|z, =x Lax.

3In the introduction only, we use the abbreviation “w.h.p.” (“with high probability”) to mean that a statement holds with n—¢
failure probability for an arbitrarily large constant C' (which affects other constants in the statement). In the formal variants of
theorem statements later in the paper, we state precise dependences on failure probabilities.
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The runtime of Corollary 1.1 improves upon the prior state-of-the-art claimed in the literature of é(m log® n+
nlog?®n) (see Appendix C, [PS22]). Up to small polylogarithmic factor overheads in runtimes, our Eulerian
Laplacian solver also implies a solver for all directed Laplacians (Corollary 8.2), and fast high-accuracy
approximations for directed graph primitives such as computation of stationary distributions, mixing times,
Personalized PageRank vectors, etc., as observed by [CKPPSV16; AJSS19]. We state these additional applications
in Section 8.

We further ask: what is the optimal number of edges in an Eulerian sparsifier? By combining our new
approach with recent advances in discrepancy theory due to Bansal, Jiang, and Meka [BJM23], we obtain the
following improved sparsity bound over Theorem 1.1.

THEOREM 1.2. Given Eulerian G = (V,E,w) with |V| = n, |E| = m, w € [1,poly(n)]E and ¢ € (0,1),
EXISTENTIALSPARSIFY (Algorithm 3) in poly(n,e~') time returns Eulerian H such that w.h.p. H is an e-
approzimate Eulerian sparsifier of G with

- . ] nlogn n10g5/3n n10g3/2n
|E(H)O<m1n{ .~ + UVER ) .

Method Sparsity Runtime Approach
[CKPPRSV17] ne=2log" n mlog®n expanders
[CGPSSW18] ne~2log*n mn short cycles
[CGPSSW18; LSY19; PY19] ne~2logk n m—+ n! o) short cycles
[PY19] ntte®) 4 ne=2loghn mlog n short cycles
[APPSV23] ne=2log'*n existential SV sparsification
[APPSV23] ne2log® n mlog’ n SV sparsification
[PY19; STZ24] ne=2log®n mi+o short cycles
[STZ24] ne=2log?n + ne=4/3 logg/3 n n¢ short cycles
Theorem 1.1 ne~2logn mlog®n ER decomposition
Theorem 1.2 ne~2logn + ne=4/3 10g5/3 n n® ER decomposition
Theorem 1.2 ne?2 log3/ Zn n® ER decomposition

Table 1: Eulerian sparsification algorithms. All results apply to Eulerian G = (V, E,w) with n & |V|
and m = |E|. For simplicity, w € [1, poly(n)]¥ and all algorithms fail with probability poly(+). C denotes an

1
unspecified (large) constant, § denotes an arbitrarily small constant, and we hide polyloglog(n) Factors. The third
row requires k > 4. The [CKPPRSV17] sparsifiers were not reweighted subgraphs of the original graph, but all

other sparsifiers in this table are.

For ¢ < log 'n, Theorem 1.2 establishes that O(ne~%logn)-edge Eulerian sparsifiers exist and are
constructible in polynomial time. Moreover for any &, the sparsity is at most ne =2 log% n. The detailed statement
of Theorem 1.2 is presented in Theorem 6.1. In Appendix C, we discuss potential directions towards showing the
existence of even sparser Eulerian sparsifiers, e.g., with only O(ne~2) nonzero edge weights (matching the optimal
sparsity for undirected graph sparsifiers [BSS12; CKST19]).

1.2 Overview of approach In this paper, we provide a new, simpler framework for sparsifying Eulerian
graphs. Despite its simplicity, our approach yields Eulerian sparsification algorithms which improve upon prior
work in both runtime and sparsity. We briefly overview our framework and technical contributions here; see
Section 3 for a more detailed technical overview.

Our framework is motivated by the following simple undirected graph sparsification algorithm.

e For all edges e € F with an effective resistance (ER) smaller than p, toss an independent coin and either
drop the edge or double its weight.
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e Repeat until there are no edges left with a small ER.

It is straightforward to show that this algorithm produces a spectral sparsifier. In each iteration, the
algorithm’s relative change to the Laplacian (in a multiplicative sense) is ) . ScA¢, where s, is a random

+1 sign and A, = weLg/zbebILJrG/2 denotes the normalized contribution of the edge Laplacian. The key step
of the analysis is bounding the total matrix variance ) .p AeAeT, across all iterations. When setting p = ¢+
where m is the current number of edges and c is a sufficiently large constant, the variance contribution for each
edge forms an increasing geometric progression (as m decreases geometrically) where the sum is bounded by the

last term. Moreover, each edge Laplacian only contributes if its leverage score is at most p, so AeA;r =< pA..
2

loEgn

constant, standard matrix concentration bounds then show the total relative spectral error is O(y/plogn) -1 = el

Emulating such a strategy for Eulerian graphs faces an immediate obstacle: adding and dropping edges
independently might result in a non-Eulerian graph, i.e., one that does not satisfy the degree balance constraints
of an Eulerian graph. In fact, there may be no setting of s € {+1}¥ for which the relative change in edge
weights, w o s, satisfies the necessary degree balance. As mentioned previously, one approach to Eulerian
sparsification [CKPPRSV17] independently samples +1 signs for edges inside an expander, fixes the resulting
degree imbalance, and uses the expansion property to bound the resulting error. Another approach, based on
short cycle decomposition [CGPSSW18], toggles cycles, keeping either only the clockwise or counterclockwise
edges, thus ensuring degrees are preserved. Additionally, [APPSV23] samples +1 signs for cycles (not necessarily
short) inside an expander. Each of these results in large polylogarithmic factors or worse in their guarantees, due
to limitations in algorithms for expander or short-cycle decomposition.

To obtain faster and simpler algorithms with improved sparsity guarantees, we take an alternative approach.
As a starting point, consider sampling a random signing s on edge Laplacians, and projecting s down to the
degree balance-preserving subspace. We make the simple, yet crucial, observation: this projection step does not
increase the matrix variance (Lemma 5.1)! This fact, which lets us bound spectral error as we would if all edge
signings were independent, has not been exploited previously for efficient degree balance-preserving sparsification
to our knowledge.

Our second key contribution is recognizing that to bound the variance of an independent edge Laplacian
signing in a subgraph, requiring the subgraph to be an expander is stronger than necessary. In Lemma 5.3, we
show it suffices to work in subgraphs with bounded ER diameter.Decomposing a graph into low ER diameter
pieces can be achieved more simply, efficiently, and with better parameters (for our purposes) as compared to
expander or short cycle decompositions (Proposition 4.1).

To implement this approach to Eulerian sparsification efficiently, we overcome several additional technical
hurdles. The first one is ensuring (in nearly-linear time) that the updated edge weight vector is nonnegative;
negative weight edges could occur when projecting a large vector to the degree-preserving space. In previous
discrepancy works, e.g., [Rot17], this problem was alleviated by projecting the random vector to the intersection
of the subspace with the +1 hypercube. This projection is expensive; on graphs it could be implemented with
oblivious routings, but unfortunately, the fastest routings of sufficient quality in the literature do not run in
nearly-linear time. We show that by scaling down the step size by a polylogarithmic factor and appealing to
sub-Gaussianity of random projection vectors, we can ensure the nonnegativity of weights.

Secondly, since the weight updates are small in magnitude, there is no immediate reduction in sparsity. Using
a careful two-stage step size schedule (see discussion in Section 7), we give a potential argument showing that
after adding roughly logQ(n) random signings, each projected by solving an undirected Laplacian system, suffices
to make a constant fraction of the weights tiny. These tiny edge weights can then be rounded to zero, decreasing
the sparsity by a constant factor. Combining our framework with state-of-the-art undirected Laplacian solvers
gives our overall runtime of O(mlog®(n)) in Theorem 1.1.

Summing over all edges, the total matrix variance is < pI. Stopping when p = O( ) for an appropriate

1.3 Related work

Undirected sparsifiers and Laplacian solvers. The first nearly-linear time algorithm for solving
undirected Laplacian linear systems was obtained in groundbreaking work of Spielman and Teng [ST04]. Since
then, there has been significant work on developing faster undirected Laplacian solvers [KMP14; KMP11;
PS14; CKMPPRX14; KLPSS16; KS16; JS21; FGLPSY22; SZ23], culminating in an algorithm that runs in
(j(mlog %) time for approximately solving undirected Laplacian linear systems up to expected relative error e
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(see Proposition 4.2 for a formal statement).

The first spectral sparsifiers for undirected graphs were constructed by Spielman and Teng [ST04], which
incurred significant polylogarithmic overhead in their sparsity. Spielman and Srivastava [SS11] then gave a
simple algorithm for constructing undirected spectral sparsifiers with O(ne=2logn) edges in nearly-linear time.
Batson, Spielman, and Srivastava [BSS12] gave a polynomial time algorithm for constructing undirected spectral
sparsifiers with O(ne~?2) edges, and established that this sparsity bound is optimal. Faster algorithms for O(ne=?)-
edge undirected sparsifiers were later given in [LS17; LS18; JRT24]. We also mention an additional notion of
sparsification in undirected graphs, degree-preserving sparsification, which has been studied in the literature as an
intermediary between undirected and Eulerian sparsification [CGPSSW18; JRT24]. Degree-preserving undirected
sparsifiers of sparsity O(ne~2) were recently shown to exist and be constructible in almost-linear time by [JRT24],
motivating our work in the related Eulerian sparsification setting.

Eulerian sparsifiers and directed Laplacian solvers. The study of efficient directed Laplacian solvers
was initiated by Cohen, Kelner, Peebles, Peng, Sidford, and Vladu [CKPPSV16], who established that several
computational problems related to random walks on directed graphs can be efficiently reduced to solving linear
systems in Eulerian Laplacians. This work also gave an algorithm for solving Eulerian Laplacian linear systems in
O((mn?/3 4+-m3/*n) - polylog(n)) time, the first such solver with a runtime faster than that known for linear system
solving in general. Subsequently, the aforementioned authors and Rao [CKPPRSV17] introduced the notion of
Eulerian sparsifiers and gave the first O(m - polylog(n))-time algorithm for constructing Eulerian sparsifiers with
O(ne=2 - polylog(n)) edges, based on expander decompositions. They used their method to give the first m!+e()
time algorithm for solving linear systems in directed Eulerian Laplacians. A follow-up work by the aforementioned
authors and Kyng [CKKPPRS18] later gave an improved O(m - polylog(n))-time solver for directed Laplacian
linear systems.

As an alternative approach to Eulerian sparsification, Chu, Gao, Peng, Sachdeva, Sawlani, and Wang [CG-
PSSW18] introduced the short cycle decomposition, and used it to give an O(mn) time algorithm for comput-
ing Eulerian sparsifiers with O(n5*210g4 n) edges. Improved short cycle decomposition constructions by Liu,
Sachdeva, and Yu [LSY19], as well as Parter and Yogev [PY19] resulted in an improved running time of O(m!*?)
for any constant & > 0, for the same sparsity.

Very recently, Sachdeva, Thudi, and Zhao [STZ24] gave an improved analysis of the short cycle decomposition-
based construction of Eulerian sparsifiers from [CGPSSW18], improving the resulting sparsity to O(ne~2log®n)
edges. They complemented their algorithmic construction with an existential result showing that Eulerian
sparsifiers with é(n5*210g2n + ne4/3 logs/ 3 n) edges exist, using recent progress on the matrix Spencer’s
conjecture [BJM23]. Our fast algorithm in Theorem 1.1 yields an improved sparsity compared to the strongest
existential result in [STZ24] with a significantly improved runtime, and departs from the short cycle decomposition
framework followed by that work. Moreover, our existential result in Theorem 1.2, which also applies [BJM23]
(combined with our new framework), improves [STZ24]’s existential result by a logarithmic factor.

Finally, we note that our applications in Section 8 follow from known implications in the literature, e.g.,
[CKPPSV16; AJSS19; PS22]. In particular, our directed Laplacian linear system solver follows from reductions in
[CKPPSV16; PS22], who showed that an efficient Eulerian sparsification algorithm implies efficient solvers for all
directed Laplacian linear systems. Building upon this result, our other applications follow [CKPPSV16; AJSS19],
which show how various other primitives associated with Markov chains can be reduced to solving appropriate
directed Laplacian systems.

Discrepancy-theoretic approaches to sparsification. The use of discrepancy-theoretic techniques for
spectral sparsification has been carried out in several prior works. First, [RR20] showed how to use matrix variance
bounds in undirected graphs with the partial coloring framework of [Rot17] to construct linear-sized sparsifiers.
Subsequently, this partial coloring-based sparsification algorithm was sped up to run in nearly-linear time by
[JRT24] and [STZ24] showed how to adapt these techniques to the Eulerian sparsification setting, by using an
improved analysis of the matrix variance induced by algorithms using short cycle decompositions.

Our strongest existential sparsification result (cf. Theorems 1.2, 6.1) follows the discrepancy-based partial
coloring approach to sparsification pioneered in these works, combining it with our new matrix variance bounds
via ER decomposition (Lemma 5.3) instead of short cycles, as was done in [STZ24]. Recently, concurrent
and independent work of [LWZ24] gave a derandomized partial colouring framework for spectral sparsification
using the “deterministic discrepancy walk” approach from [PV23], and applied it to obtain polynomial-time
deterministic Eulerian sparsifiers satisfying a stronger notion of spectral approximation known as “singular value
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(SV) approximation” [APPSV23]. This result of [LWZ24] complements, but is largely orthogonal to, our results:
it yields directed sparsifiers with larger sparsities and runtimes than ours, but which satisfy stronger notions of
sparsification (i.e., SV sparsification) and are obtained deterministically.

1.4 Roadmap In Section 2, we introduce notation and useful technical tools used throughout the paper. In
Section 3 we then provide a technical overview of the rest of the paper. Next, we give our effective resistance
decomposition algorithm in Section 4, a key building block in our sparsification methods. In Section 5, we then
show how to take advantage of this decomposition by proving a new matrix variance bound for directed edge
Laplacians after an electric projection. Crucially, this bound is parameterized by the effective resistance diameter
of decomposition pieces.

The remainder of the paper contains applications of our sparsification framework. In Section 6, we prove
Theorem 1.2, our result with the tightest sparsity guarantees. In Section 7, we prove Theorem 1.1, which obtains
a significantly improved runtime at the cost of slightly worse sparsity. In Section 8, we combine our sparsification
methods with existing reductions in the literature and overview additional applications of our algorithms for
directed graph primitives.

2 Preliminaries

General notation. All logarithms are base e unless otherwise speciﬁed. When discussing a graph clear from
context with n vertices and edge weight ratio bounded by U, we use the O notation to hide polyloglog(nU) factors

def

for brevity (in runtimes only). We let [n] = {i e N| 1 < i <n}.

Vectors. Vectors are denoted in lower-case boldface. 04 and 14 are the all-zeroes and all-ones vector
respectively of dimension d. e; denote the i*" basis vector. u o v denotes the entrywise product of u,v of
equal dimension.

Matrices. Matrices are denoted in upper-case boldface. We refer to the i*" row and j* column of matrix

def

M by M,. and M.; respectively. We use [v]; to index into the ith coordinate of vector v, and let [M];, = M.,

def def

[M].; = M,;, and [M];; = M;; in contexts where v, M have subscripts.

I, is the d x d identity matrix. For v € R?, diag (v) denotes the associated diagonal d x d matrix. For linear
subspace S of R, dim(S) is its dimension and P is the orthogonal projection matrix onto S. We let ker(M) and
M denote the kernel and pseudoinverse of M. We denote the operator norm (largest singular value) of matrix
M by |[M],,, and the Frobenius norm (entrywise ¢> norm) of M by |[M||z. The number of nonzero entries of
a matrix M (resp. vector v) is denoted nnz(M) (resp. nnz(v)), and the subset of indices with nonzero entries is
supp(M) (resp. supp(v)).

We use < to denote the Loewner partial order on S, the symmetric d x d matrices. We let U? denote the
set of d x d real unitary matrices. For M € S% and i € [d], we let \;(M) denote the i smallest eigenvalue of M,
50 A\(M) < X\a(M) < ... < A\g(M). For positive semidefinite A € S?, we define the seminorm induced by A by
Ix|% = x"Ax.

Distributions. Geom(p) for p € (0,1] denotes the geometric distribution on N with mean %. N(p, %)
denotes the multivariate normal distribution with mean g and covariance X. 4 denotes the Gaussian measure
in dimension d, i.e., for K C R%, 74(K) £ Prg 041009 € K]; when S is a linear subspace of R?, we define
15(K) & Pryen(o,.ps)lg € K.

Graphs. All graphs throughout this paper are assumed to be simple without loss of generality, as collapsing
parallel multi-edges does not affect (undirected or directed) graph Laplacians. We denote undirected weighted
graphs without an arrow and directed weighted graphs with an arrow, i.e., G = (V, E,w) is an undirected graph
with vertices V, edges E, and weights w € R];JO, and G is a directed graph. A directed Eulerian graph is a directed
graph where weighted in-degree equals weighted out-degree for every vertex. We refer to the vertex set and edge
set of a graph @ (resp. G) by V(G) and E(G) (resp. V(G) and E(G)). We associate a directed edge e from u to
v with the tuple (u,v), and an undirected edge with (u,v) and (v,u) interchangeably. We define h(e) = u and
t(e) = v to be the head and tail of a directed edge e = (u,v).

Finally, when we are discussing Eulerian sparsification of a graph G in the sense of Definition 1.1, we will
always assume henceforth that G = und(é) is connected. This is without loss of generality: otherwise, we can
define an instance of Definition 1.1 on each connected component of G. The left and right kernels of f:@ and
Lg are spanned by the all-ones vectors indicating each connected component of G. Moreover, each connected
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component in G still corresponds to an Eulerian graph. Therefore, satisfying Definition 1.1 for each component
individually implies the same inequality holds for the entire graph, by adding all the component Laplacians.

Subgraphs and graph operations. We say H is a subgraph of G if the edges and vertices of H are subsets
of the edges and vertices of G (with the same weights), denoting H = G if E(H) = F, and defining the same
notion for directed graphs. For U C V, we let G[U] denote the induced subgraph of G on U (i.e., keeping all of
the edges within U). We let rev(é) denote the directed graph with all edge orientations reversed from é, and
und(@) denote the undirected graph which removes orientations (both keeping the same weights). When V is a
set of vertices, we say {V;}icy) is a partition of V' if UiE[I] V; =V, and all V; are disjoint. We say {G};e[s) are
a family of edge-disjoint subgraphs of G = (V, E,w) if all E(G;) are disjoint, and for all j € [J], V(G,) C V,
E(G;) C E, and every edge weight in G; is the same as its weight in G.

Graph matrices. For a graph with edges E and vertices V, we let B € {—1,0, 1}EXV be its edge-vertex
incidence matrix, so that when G is directed and e = (u,v), Be. is 2-sparse with B., = 1, B, = —1 (for
undirected graphs, we fix an arbitrary consistent orientation). For u,v € V, we define by, ) e, —e,. When B
is the incidence matrix associated with graph G = (V, E, w) (resp. é), we say X is a circulation in G (resp. é) if
B'x = 0y; when G (resp. é) is clear we simply say x is a circulation. We let H, T € {0, 1}¥*" indicate the heads
and tails of each edge, i.e., have one nonzero entry per row indicating the relevant head or tail vertex for each
edge, respectively, so that B = H — T. When clear from context that w are edge weights, we let W S diag (w).
For undirected G = (V, E, w) with incidence matrix B, the Laplacian matrix of G is L & BT WB. For directed
G= (V, E,w), the directed Laplacian matrix of GisLEB"WH. To disambiguate, we use Lg, Hg, Tq, Bg,
etc. to denote matrices associated with a graph G when convenient.

Note that ETIV = Oy for any directed Laplacian L. If G is Eulerian, then its directed Laplacian also satisfies
Lly = Oy and w is a circulation in G (i.e., B'w = 0y). Note that for a directed graph G = (V, E,w) and
its corresponding undirected graph G = und(é), the undirected Laplacian is Lg = BT WB, and the reversed
directed Laplacian is i:rev(é) = _-B'WT.

def 1

We let ITy denote the Laplacian of the unweighted complete graph on V, i.e., IIy = Iy — V] 1V1‘T/. Note
that Iy is the orthogonal projection on the the subspace spanned by the vector that is 1 in the coordinates of V'
and 0 elsewhere.

Effective resistance. For undirected G = (V, E, w), the effective resistance (ER) of u, v € V is ER¢(u,v) =

def

b(Tu,U)Lgb(uyv). We also define ER¢g(e) for e = (u,v) € E by ER¢(e) = ERg(u,v).
Graph linear algebra. In Appendix A we prove the following facts about graph matrices.

Fact 2.1. Let B=H —T be the edge-vertex incidence matriz of a graph, let x be a circulation in the graph (i.e.
B'x=0), and let X < diag (x). Then H' XH = T'XT and B'XH = —T ' XB.

FACT 2.2. Suppose G = (V,E,W@),H’ = (V,F,w;) share the same vertex set and G “und(G), H < und(H).
1 1 - — 1
IfBliwg =Blwg, then |L&(Lg — L)L lop < 2|LZ(Lg — L7)LZ|op.

Fact 2.3. Suppose G, H are connected graphs on the same vertex set V', and ||L]LG/2 (Lg — Lg) Lg2||0ID <e&. Then
for any M € RV*Y | we have |[LY*MLI? |, < (14 )| LI/*MLI? .

3 Technical overview

In this section, we overview our strategy for preserving degree balance in efficient directed sparsification primitives,
in greater detail than in Section 1.2. We first review a motivating construction for undirected sparsifiers via
randomly signed edge weight updates. Then we introduce our extension of this construction to the Eulerian
setting, based on electric projections of edge Laplacians.

To bound the spectral error incurred by random reweightings in the Eulerian setting, we then describe a new
asymmetric matrix variance bound under certain bounds on the effective resistance diameter and weight ratio of
the edges under consideration (Lemma 5.3). This Lemma 5.3 is the key technical tool enabling our results, proven
in Section 5.
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We then describe an effective resistance decomposition (Definition 4.1) subroutine we introduce in Section 4,
used to guarantee the aforementioned weight and effective resistance bounds hold in our sparsification procedures.
Finally, we explain how each of our algorithms (in proving Theorems 1.1 and 1.2) and their applications in
Sections 6, 7, and 8build upon these common primitives.

Sparsification from random signings. To motivate our approach, consider the following conceptual
framework in the simpler setting of undirected sparsification. (Variants of this framework have appeared in
the recent literature [CGPSSW18; RR20; JRT24].) Starting from undirected graph G = (V, E, w) with n vertices
and m edges, we initialize wy <— w and in each iteration ¢, let

(33) Wil < Wi O (]—E + 7’]575)7

where s; € {£1}¥ has independent Rademacher entries and 7 € (0, 1]. Intuitively, the update (3.3) drives edge
weights rapidly to zero, as it induces an exponential negative drift on each weight:

(3.4) Elog <[V[V‘:tr]1]g) = Elog(1 + nsie) = —n°.

This phenomenon is most obvious when 7 = 1 (which suffices for undirected sparsification), as a constant fraction
of edges are immediately zeroed out in each iteration, but (3.4) quantifies this for general 7. Next, consider

the spectral approximation error induced by the first step (t = 0), where we denote Gy = G = (V, E, wq) and

G ¥ (V,E,w1), and let n = 1. By standard matrix concentration inequalities on Rademacher signings (see, e.g.,
Lemma 7.4), w.h.p.,

1 1
Lég (LGI - LGO) Léo

I I
= HLgoBg (W1 — W) BgLZ,

op op
(3.5) . ;
= Z seAl|| < Z A% | where A, = w,LZb,b] L.
eel op eelE op
This argument suggests that it is crucial to control the following matrix variance statistic, o2 = I3 eem Alllop, as

we incur spectral approximation error &~ o. It is straightforward to see that, letting pmax £ MaXecE WebZLEbe =
max.cg WeERg(€) be the maximum weighted effective resistance of any edge in G, we have

i i i i
(3.6) S A2= Y w.Lib, (webngbe) bl L2 = praxLd (Z webebj> L2 < poasly.
ecE eck eelE

By zeroing entries of s corresponding to the largest half of w.ER¢(e) values, we can ensure pmax = O(;%), since
> ec WeERG(e) < n. Hence, (3.5) shows the spectral approximation error is < /n/m. Since the edge sparsity
m decreases by a constant factor in each iteration ¢ when 1 = 1, this induces a geometric sequence in the spectral
approximation quality terminating at ~ & when nnz(w;) ~ ne~2, as desired. We remark that Rademacher signings
are not the only way to instantiate this scheme; indeed, [RR20; JRT24] show how to use discrepancy-theoretic
tools to choose the update (3.3) in a way which does not lose logarithmic factors in the spectral error bound.

Asymmetric variance statistics and ER decomposition. The aforementioned framework for undirected
sparsification runs into immediate difficulties in the context of Eulerian sparsification (Definition 1.1), as it does
not preserve degree balances. Previous Eulerian sparsification methods sidestepped this obstacle by either fixing
degrees after sampling and incurring errors (e.g., via expander decomposition) or coordinating the sampling in
a degree-preserving way (e.g., via short cycle decomposition). We propose an arguably more direct approach to
preserving degrees, departing from prior work. Consider Eulerian Go &G = (V,E,wq ' w). On iteration ¢t > 0,
let

P, 15 - W BgL,BLW,,

where L2 is the undirected Laplacian of G? ¥ (V,E,w?), w? is entrywise, and W; = diag (w;). Observe that
P; is the orthogonal projection matrix onto the space of degree-preserving reweightings on the graph G; with
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weights wy, i.e., for all x € Im(P;), we have Bgt (w 0x) = 0y. Our starting point is thus a modification of the

reweighting scheme (3.3), where the Rademacher vector s; is replaced by x; ' P,s;, and we choose an appropriate

step size n ~ logfl/ 2 (n) to ensure no edge weight falls below 0. In other words, we simply let
(3.7) Wit1 < Wi o (1g + nxy), where x; < Pys;.

Because this reweighting scheme preserves degree imbalance by construction, it remains to analyze two properties
of the reweighting. First, how much does the spectral approximation factor in (1.2) grow in each iteration?
Second, does the reweighting significantly decrease the graph sparsity (ideally, after few iterations)? We postpone
discussion of the second point until the end of this overview, when we discuss implementations of our framework.
Our analysis of weight decay will ultimately carefully quantify the intuition in (3.4) with an appropriate step size
schedule.

Regarding the first point, matrix Rademacher inequalities (extending (3.5) to the asymmetric setting) show
that the spectral error in the first step ¢t = 0 is controlled by

, ~ ~T ~ ~T
2 < max AA, | A A, ,
(38) ecE op ecE op
~ i 1
where A, = Y P Ay and A, = w,LZbce, L2,
feEE

—

and we abbreviate G = und(G) and Py = P for short. To briefly explain the formula (3.8), note that analogously
to (3.5), the matrix A, is defined so that the one-step spectral error when reweighting by Rademacher s (in the
sense of (3.7)) is precisely || c p SeAcllop. Correspondingly, the matrix A, is defined to capture the correct error
statistic after first applying P to s.

A primary technical contribution of our work is quantifying a sufficient condition under which the asymmetric
variance statistic (3.8) is bounded, stated formally as Lemma 5.3. Recall that in the undirected setting, (3.6)
bounds ¢? in terms of the maximum weighted ER of the edges we choose to reweight. Similar logic suggests that
the Eulerian variance statistic in (3.8) is small if eILEeU is bounded for each vertex v € V, i.e., the diagonal
entries of LTG are small. In the undirected, unweighted case, e, LTGev is bounded for all v € V if G has small
effective resistance diameter, i.e., ERq(u,v) = b&v)Lch(W,) is small for all (u,v) € V x V (Lemma 5.2).

This intuition neglects at least three factors: it only captures the variance matrix ) . p A.A] (rather than
YoecE AZAe)7 it is based on the matrices A, (rather than :&e)7 and it ignores the effects of weights. Our bound
in Lemma 5.3 tackles all three of these factors by using graph-theoretic construction we introduce, called an ER
decomposition (Definition 4.1). Again considering only the first step for simplicity, we prove that if H= (V,F,wp)
is a subgraph of G whose vertices all lic in U, the quantities dofeF A;Af and > ¢ p KffA; are both bounded
(in the Loewner ordering) by

Pmax(F) -LéLHLé, where pmax(F) = (maxwf> . (max ERg(u, v)) ,and HE und(ﬁ).
fer w,velU

This suggests that if we can isolate a cluster of edges F' on a vertex set U, such that all edges in F' have roughly even
edge weight, and such that U has bounded effective resistance diameter through G (inversely proportional to the
weights in F'), we can pay for the contribution of all A r for f € F to the variance statistic in (3.8). We accordingly
define ER decompositions to decompose E into such clusters {F} }re[k], each with bounded pmax(Fr) =~ 1.

Our ER decomposition scheme. We take a brief digression to answer: how do we find such an edge-
disjoint decomposition {F}}e[x], each with bounded puax(Fr)? In fact, such a decomposition is immediately
implied by the related ER decomposition of [AALG18], save two issues. The ER decomposition of [AALG18]
only guarantees that a constant fraction of edges by total weight are cut, as opposed to by edge count (which our
recursion can tolerate). The more pressing issue is that the [AALG18] algorithm uses Q(mn) time, necessitating
design of a faster decomposition scheme.

In Section 4, we provide a simple near-linear time decomposition scheme which makes use of the well-known
fact that effective resistances in a graph form a metric. We first partition the undirected graph G in question into

Copyright (© 2025
Copyright for this paper is retained by authors



subgraphs {G7},, . <i<j... for appropriate jmax — jmin + 1 = O(logU), where G’ consists of edges with weight
between 27 and 2/*!, and U is the multiplicative range of edge weights. In each G7, it suffices to partition the
vertices to induce subgraphs {G? }ie[Kj]v each with ER diameter ~ - - 277, and such that few edges are cut.
We accomplish this by first providing constant-factor estimates to all edge effective resistances using standard
sketching tools (Lemma 4.1). Within each subgraph G, we induce a shortest path metric based on our ER
overestimates, and then apply classic region-growing techniques [GVY96] to partition the subgraphs into pieces
of bounded shortest path diameter without cutting too many edges.

Implementations of our framework. Finally, we briefly outline how Theorems 1.1 and 1.2 follow from the
frameworks we outlined. Our Eulerian sparsification algorithms (for establishing Theorems 1.1 and 1.2) simply
interleave computation of an ER decomposition on the current graph, with a small number of reweightings roughly
of the form (3.7). For our nearly-linear time algorithm in Theorem 1.1, in each reweighting (3.7), we zero out
the half of entries of s; which are cut by the ER decomposition, and additionally enforce a linear constraint that
the total weight is preserved. We show that by making the intuition (3.7) rigorous, after polylogarithmically
many reweightings, a constant fraction of edge weights have decreased by a polynomial factor, which is enough
to explicitly delete them from the graph and (after fixing degrees by routing through a spanning tree) incur small
spectral error. This lets us recurse and obtain the same geometric sequence behavior on our accumulated spectral
error bound as in the undirected setting.

Our proof of Theorem 1.2 applies carefully-coordinated reweighting vectors x; which yield smaller spectral
error than naive random signing. We choose these vectors x; based on recent progress towards the matrix Spencer
conjecture (a well-known open problem in discrepancy theory) due to [BJM23]. Specifically, [BJM23] (along with
earlier works, e.g., [Rot17; RR23]) provide tools which construct “partial colorings” x; such that [x;]. = —1 for
a constant fraction of e € FE, and

Z [Xt] eAe

eckE

op

is smaller than what matrix Rademacher inequalities would predict for random x; (based on the matrix variance
statistic). Applying these higher-quality reweightings x; in each iteration through (3.7) (with n = 1) then directly
decreases the edge sparsity by a constant factor in each iteration, allowing for simple control of the spectral error
in (1.2). This strategy immediately yields Theorem 1.2 upon recursing. As mentioned previously, in Appendix C,
we examine natural routes which could further improve upon the sparsity bounds of Theorem 1.2.

4 Effective resistance decomposition

In this section, we show how to efficiently decompose a weighted, undirected graph into subgraphs with bounded
weight ratio, small effective resistance diameter (relative to the edge weights it contains), a limited number of
edges cut, and each vertex appearing in a limited number of subgraphs. This procedure will be a key subroutine
in our sparsification algorithms, as captured by the variance bound in Lemma 5.3. Below in Definition 4.1 we
formally define this type of decomposition guarantee and then in Proposition 4.1 we provide our main result on
computing said decompositions.

DEFINITION 4.1. (ER DECOMPOSITION) We call {Gi}icpr a (p, 7, J)-effective resistance (ER) decomposition if
{Gi}icn are edge-disjoint subgraphs of G = (V, E,w), and the following hold.

maXecE(G;) We <r
’ minc€E<Gi) We — .

1. Bounded weight ratio: For all i € [I]
2. Effective resistance diameter: For all i € [I], (maXccp(q,) We) - (max, yev(a,) ERa(u,v)) < p.
3. Edges cut: |E(G)\ (U;en E(Gi)) < 3

4. Vertex coverage: Every vertex v € V(G) appears in at most J of the subgraphs.

PROPOSITION 4.1. There is an algorithm, ERDECOMP(G,r,d), which given any G = (V,E,w) with n = |V|,
m = |E|, % <Wandr>1,6€(0,1), computes a

<8rn log(n + 1)

, 7, log, (W) + 3> -ER decomposition of G,
m
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with probability > 1 — § in time*

O (m log (%) + nlog(n) log,.(W)) :

In the remainder of this section, we prove Proposition 4.1. The algorithm consists of two components. First,
we use standard randomized algorithms (Lemma 4.2) to efficiently compute an ER overestimate for the graph
edges (Definition 4.2). Then, we apply a standard result on region growing (Proposition 4.3) from [GVY96] to
efficiently partition the edges within one weight range (Lemma 4.3). Applying this decomposition scheme at every
weight scale to the graph with edge lengths given by the effective resistance overestimates then yields the result.
Interestingly, the only use of randomization in this algorithm is in computing overestimates of effective resistances
and if a sufficiently efficient deterministic subroutine for this was developed, substituting this subroutine into our
algorithm would would obtain a deterministic counterpart of Proposition 4.1.

DEFINITION 4.2. (EFFECTIVE RESISTANCE OVERESTIMATE) Given G = (V, E,w) with n = |V|, we call ¥ € R
an a-approximate effective resistance (ER) overestimate if

w' 't < an and Te > ERg(e) for alle € E.

To efficiently compute ER overestimates for use in our decomposition algorithms, we rely on near-linear time
undirected Laplacian linear system solvers. To begin, we first provide a statement of the current fastest Laplacian
linear system solver in the literature.

PROPOSITION 4.2. (THEOREM 1.6, [JS21]) Let Lg be the Laplacian of G = (V,E,w). There is an algorithm
which takes Lg, b € RV, and 6,¢ € (0,1), and outputs x such that with probability > 1—§, x is an £-approzimate
solution to Lgx = b, i.e.,

Hx - Lgb‘

<¢[rey

Lo Lo
in time é(|E\ -log (%) Moreover, the algorithm returns x = Mb where M s a random linear operator constructed

independently of b, such that the above guarantee holds with 1 — § for all b.

The runtime guarantee of the above proposition follows from Theorem 1.6 of [JS21]. We now briefly justify
the second clause in Proposition 4.2, i.e. that the Laplacian solver is a randomized linear function of b, as it
is not explicitly stated in [JS21]. Theorem 1.6 follows by combining an algorithm which constructs low-stretch
subgraphs with a recursive preconditioning framework (Algorithm 12). Algorithm 12 returns the result of an
error-robust accelerated gradient descent procedure PreconNoisyAGD, which only applies linear transformations
and a procedure RichardsonSolver, to b. In turn, RichardsonSolver performs only linear transformations and
another procedure PreconRichardson to its input. Finally, PreconRichardson applies linear transformations and
Algorithm 12 to its input: in addition, these calls to Algorithm 12 operate on strictly smaller problems. Thus,
if we assume that these inner calls to Algorithm 12 perform a linear transformation of b, the outer call is also a
linear transformation: the last claim in Proposition 4.2 follows.

Proposition 4.2 combined with a Johnson-Lindenstrauss based sketching approach from [SS11] shows we can
efficiently approximate a set of effective resistances to constant multiplicative error, which we summarize in the
following. We remark that the runtime in [SS11] is larger than in Lemma 4.1; our improvement stems from
replacing the solver used there with Proposition 4.2.

LEMMA 4.1. (THEOREM 2, [SS11]) Let 6 € (0,1), let Lg be the Laplacian of G = (V,E,w), and let S C

V x V. There is an algorithm, APPROXER(G,S,d), which runs in time O((|E| + \S|)log(@)) and outputs
r = {r(u0)}uv)es satisfying with probability > 1 — 6,

2 4
gERg(u,v) < iy < gERg(u,v), for all (u,v) € S.

4The O(nlogn) term arises from the use of Fibonacci heaps to compute shortest paths in undirected graphs in Proposition 4.3.
There are results that have since obtained faster algorithms for computing shortest paths in undirected graphs [Tho99; DMSY23].
Moreover, the shortest paths do not necessarily need to be computed exactly, so it is possible that this factor could be improved as
it has been in other region growing settings [MPX13; AN19]. However, since this is not a bottleneck in the runtimes of our main
results, we make no attempt to improve it here.
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Proof. Consider the following algorithm for approximating ERg(u, v) for some (u,v) € S. We output the median
of K = 0(log @) independent evaluations of
2

)

(4.9) HQW(%;BGM(eU —e)

for Q € ROWXIEI filled with random scaled Gaussian entries, and where M is the random linear operator given
by the approximate solver in Proposition 4.2 with a sufficiently small constant £. We claim that (4.9) lies in
the range [2ER¢ (u, v), sER¢(u, v)] with probability 2. By standard Johnson-Lindenstrauss guarantees (see, e.g.,
the proof of Theorem 2 in [SS11]), it suffices to prove that with probability %, letting M be the resulting linear
operator from Proposition 4.2,

1 2 1 2 1 1 2
i~ [ tmariof| < wtoeniof-
2 2 2

To this end, using 0.9 Hqu —11 ||v||§ <|lu+ VHE <11 ||u||§ +11 ||VH§, we have
1 2 1 2 1 2
|WéBaMb| <11 |WiBoLib| +11|WiBe (Lib - Mb)|
1 2 1 2 1 2
HW%BGMbHQ > 0.9 HW%BGLTGIOH2 - 11| WiBg (b~ Mb) H2 ,

ﬁ in Proposition 4.2 yields the desired claim on each individual evaluation of (4.9).
Thus, by Chernoff bounds the median estimate will lie in the specified range with probability > 1 — %, yielding

so choosing § = ¢ and £ =

correctness after a union bound over all of S.
We now discuss how to implement the above algorithm within the stated runtime. For each independent run

k € [K], we first precompute QWlG/QBG in the given time, and apply M from Proposition 4.2 to each of the ©(1)

rows of this matrix. Notably, we can reuse the same random seed in the solver of [JS21] so that the random linear

operator M provided by Proposition 4.2 is the same for all rows of QW};/ 2BG. The random linear function M is

constructed obliviously to the choice of Q, so Q is independent of these calls and Johnson-Lindenstrauss applies.
Each evaluation of (4.9) takes constant time, which we need to repeat |S|K times in total. O

Our ER overestimate computations then follow from an immediate application of Lemma 4.1.

LEMMA 4.2. There is a randomized algorithm, that given any G = (V, E,w) with n = |V|, m = |E|, computes a
2-approzimate ER overestimate with probability > 1 — 6 in O(mlog%) time.

Proof. Consider applying Lemma 4.1 with S = E and the specified §. In é(m log %) time this procedure computes
r € R¥ such that with probability > 1 — 4,

2 4
gERg(u, V) <y < gERg(e), for all e € E.

Our algorithm simply computes this r and then outputs r = %r. The output r has the desired properties as
r. > ERg(e) for all e € E and

- 4 3
Z Wele S (3 : 2) Zwe ) ERG(C) S 2’”"
ecE ecE
as ) .cp WelERG(e) is n — ¢ where ¢ is the number of connected components in G. |
Next, we provide a key subroutine from prior work used in our decomposition.

PROPOSITION 4.3. (REGION GROWING, [GVY96], SECTION 4) There is a deterministic algorithm that given
G = (V,E,w) with n = |V|, m = |E|, edge lengths £ € RE, and d > 0, in O(m + nlogn)-time outputs a
partition {Sk}rex) of V, each with diameter < 2dlog(n + 1) with respect to £, and with
d- Z w, < 2WT£,
e€0({Sk}re(x))

where O({Sk }rek)) is the set of edges (u,v) € E with uw € S;, v € Sj and i # j.
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By applying Proposition 4.3 instantiated with appropriate edge lengths, we have the following.

LEMMA 4.3. There is a deterministic algorithm that given G = (V,E,w) with n = |V|, m = |E|, edge lengths
L e REO, and parameters v,a > 0 and r > 1, in O(m + nlogn)-time outputs vertez-disjoint subgraphs {Gk}’ke[K]
such that the following hold.

def

1. Ukei) E(Gr) C F for F={e€ E|we € (7]}

2. For all k € [K], the diameter of Gy, with respect to € is at most o

maXeepg(G,) We :

3. [P\ {Upe) E(G)} < 20D 52wk

Proof. Let w, = w, for all e € F and w, = 0 for all e € E\ F. We apply Proposition 4.3 to G with w < w and
d < 5rioa(arTy to obtain {Sk}rerk)- Define {Gy}reik) so that V(Gy) = Sy and E(Gy) are the edges of F' with
both endpoints in Sk, with the same weight as in G.

We prove that the {Gk}ke[K] satisfy Items 1, 2, and 3. Item 1 follows directly by construction. Next,
Proposition 4.3 implies that the diameter of each G} with respect to £ is at most £. Item 2 then follows as

maX.ep(q,) We < v. For Item 3, note that Proposition 4.3 implies that
& ~ _T
e < 2w L.
<2v1n(n—|—1)) Z Wer =W
EGE\(Uke[K] E(Gk))
Item 3 then follows from combining the above, w £ = Y ecr Wele, and
v r-w
rlUmeoy- Yty

kelK] c€B\Upepe B(G)) | e€B\Upe ) B(GH)
we >0

|

Proof. [Proof of Proposition 4.1] Consider the following algorithm. First, apply Lemma 4.2 to compute a 2-
approximate effective resistance overestimate with probability > 1 — §, and save these as £ € Rfo. We then apply
Lemma 4.3 for all integers j € [Jmin, Jmax] Where jmin = [log, (mincep we)| and jmax = [log, (max.cp we)| with
16rn 1 1
. 16rn og(n+1)
m

U(—vjdgrj,a ,and r <.

For all j € [Jmin, jmax) We let {G{}ie[Kj] be the vertex-disjoint subgraphs output by Lemma 4.3 and we let F}; be
the value oqu for this application of Lemma 4.3. This algorithm has the desired runtime as applying Lemma 4.2
takes time O(mlog %) and each application of Lemma 4.3 takes time O(|E(Gy)| +nlogn). Note that the sum of
all the O(|E(Gy)|) terms only contributes a single O(m) to the runtime. Additionally, the number of distinct j is

4.10 max — Jmin + 1 < log,. ¢ ) +1—(log, i e —=1)+1=log,(W)+3.
(4.10) J J og <5€r515%§i)vv) (Og (eerg%gi)W> ) og, (W)

The runtime follows and it remains only to show that the output {G7} Jamin<J<jmax.ic[K;] have the desired properties
provided that the £ were indeed a 2-approximate ER overestimate.

Bounded weight ratio (Item 1). This follows directly by construction from Lemma 4.3.

Effective resistance diameter (Item 2). By Lemma 4.3, Item 2 we know that for any G7 it is the case

that the diameter of GY with respect to £ is at most a(maxeeE(G_z) w.)~!. Consequently, for each u,v € V(G{)
it is the case that there is a path of edges whose sum of lengths is at most a(maxeeE(G_?) w.)~!. Each of these
lengths is at least the effective resistance of the associated edge. Since effective resistances form a metric, by
triangle inequality this means
max ERg(u,v) < S S—
uweV(GY) Mmax cpgi)y We

and Item 2 follows by the setting of a.
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Edges cut (Item 3). Note that by our choice of v; and Lemma 4.3, the {F;} partition E. Since E(G?) C F;
for all i € [K;] and j € [jmin; jmax] We have that

E(G)\ U EG) = > |[E@G\{ U E@G)
1€[K

jn]ixlSijmax7iE[Kj] jmingjgjmax j]

4rl +1
< Z % Z wele | = % Zwege

Jmin <J <Jmax ecF; eck

where we applied Lemma 4.3, Ttem 3 in the inequality. Since ) ., Wcfe < 2n by the definition of a 2-approximate
effective resistance overestimate, the result follows. ‘

Vertex coverage (Item 4). Each collection of {G}}ic(k,) for fixed j € [jmin, jmax] 8 Vertex-disjoint by
Lemma 4.3. Consequently, each vertex v € V(G) is in at most jmax — Jjmin + 1 subgraphs and the result follows
by our earlier bound (4.10). |

5 Variance bounds from effective resistance diameter

In this section, we provide an operator norm bound on a matrix variance quantity, used to bound the Gaussian
measure of convex bodies induced by operator norm bounds encountered in our sparsification procedures. This
variance bound (Lemma 5.3) is a key new structural insight which enables our applications in the remainder of the
paper. In particular, it shows bounded ER diameter of decomposition pieces can be used to control the spectral
error incurred by our reweightings.

We first provide a helpful result which upper bounds matrix variances after a projection operation, by the
corresponding variance before the projection.

LEMMA 5.1. Let {A;}icpm) € R™*™ and let P, Q € R™*™ be orthogonal projection matrices such that ker(Q) C
ker(P). For eachi € [m], let A; = > jepm PiiAj and A; = > jepm) QjiAj- Then,

STAA; <Y AA,.
i€[m] 1€[m]

Proof. Throughout this proof, we denote the Kronecker product of matrices A and B by A ® B. By
ker(Q) C ker(P), we have P < Q. Define the n x mn block-partitioned matrices

A A A AE (R K o R AE(R A o A)
Since A = A(P ®1,,) and A = A(Q ® L,,) it now suffices to prove AAT < AAT. Note that

PRI, =PH0IA)°=P®L,<QxL,=(Q)?® (I.)?=(Q®L,)?

where the equality utilizes P, Q are orthogonal projection matrices and the inequality holds since since P < Q.
Now utilizing the fact that if A < B and C is any matrix of compatible dimension, then CAC' < CBC' and
we get the desired bound that

AAT = AP ® 1,2 AT < AQ®L,)2AT = 44T,
O

We also show that effective resistance decomposition pieces have bounded diagonal entries in an appropriate
subgraph inverse Laplacian.

LEMMA 5.2. For any G = (V,E,w), U CV, andu € U, eIHULLHUeu < max,pev ERG(a,b).
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Proof. First, observe that Ilye, = e, — % = % veU,vstu b(y,»)- The conclusion follows from

-
el TIyLL e, = b | Lk Z b(u,v)
veU, v;éu velU,v#u
IU | i (U] -1
Z b LD < oE My ER¢(a,b),
velU,v#£u
where the first inequality was the Cauchy-Schwarz inequality. |

We now combine Fact 2.1, Lemma 5.1, and Lemma 5.2 to obtain the main result of this section.

LEMMA 5.3. Let G = (V,E,w) and let H be a subgraph on wertex set U C V. Suppose that for p > 0,
(max, . p gy We) - (maxy,vev ERG(u,v)) < p. Define
def 5 T 2
Ly =B WE(H)B

def t T
Py IE(ﬁ) - WE(ﬁ)BﬁLmBﬁWE(ﬁ)v

(5.11)
~ i -
A, def L(2; Z [Pﬁ]fewfbfez(f) Lé fO’I" all e € E(H),
feE(H)

where W B(H) IE(H) zero out entries of W s, IE(@) not corresponding to edges in E(ﬁ) Then,

~ ~T I i 1
> AA, <p-LELyLE, > A A.<p LiLyLZ,
ecE(H) ecE(H)
where G < und(G), H < und(H).

Proof. For simplicity, we write W5 = W and By = BC;IE( i) We first note that P is a orthogonal

E(H)
projection matrix, since W ;B ﬁLTHzBEW 4 1s an orthogonal projection on the restriction to H. This justifies
our notation: the Ae are as in Lemma 5.1, where A, = LTG/QWebee;(e)LTG/Q. Next, let x. £ [P ;]e: and

X, & diag (x.), so Ae = LTG/QBgWﬁXeHﬁLTG/Q. Since P 5 is an orthogonal projection matrix,
Pix. =%, = W;BsLI.BIW;x, =0y = BLWg;x, =0y.

To see the last implication, note that BIEW X is always orthogonal to the kernel of L2 = BEW 7B The

last equality then follows by noticing that ker(Lyz) = ker(LLQ). In other words, W 5%, is a circulation on H.
Since Iy is the projection onto the coordinates of U orthogonal to 1y, by ker(Hz) 2 span(1y) U RV\Y we
further have

T T ~ - i
B;WiXH; =B;WzXHzlly — A, =LZB;W X HzIIpLE.
Applying Lemma 5.1 to {‘X‘e}eeE(ﬁ) using the characterization in the above display then gives

~ ~T 1 T
> OAA, <LE| Y wl-beej MyLiIye,b! | L
ecE(H) ecE(H)
3 ) ¢d IR
<LZ| Y. pwe-bb, | LE =p - LELyLZ.

eEE(ﬁ)
The second inequality follows from Lemma 5.2 and the w. < max, B(i) We- This yields the first claim. To
see the second, since W 53X, is a circulation, by Fact 2.1, 116 = fLTG/QTEWﬁXeBﬁLJgQ. By instead applying

~T
Lemma 5.1 to the matrices {—A. } .5z (as XeT 51y = XcHz1y = %) and following an analogous derivation,
we obtain the desired bound. O
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6 Sparser Eulerian sparsifiers

In this section, we give the first application of our framework by proving our Eulerian sparsification result obtaining
the best-known sparsity bound in Theorem 1.2. This application serves as a warmup for our nearly-linear time
sparsification result in Section 7.

Our approach is to recursively apply Lemma 5.3 on each subgraph component in a ER decomposition
(Proposition 4.1), with known results from the literature on discrepancy theory, to sparsify an Eulerian graph.
Specifically, our main tools are a powerful matrix discrepancy Gaussian measure lower bound recently developed
by [BJM23] (motivated by the matrix Spencer conjecture), and a corresponding partial coloring framework from
[Rot17; RR23].

PROPOSITION 6.1. (PROOF OF LEMMA 3.1, [BJM23]) For every constant c € (0, 3), there is a constant Ceolor
~ ~2 ~
such that for any {A;}icpn) C S™ with m > 2n that satisfy |32, ¢ Aillop < o?, > ic[m] |A; |2 < mf?, and letting

KLl xeR™ ZX“X” cholormin{aJr\/aflog%n,alog%nJr\/aflog%n} ,

i€[m)] op

there is a subspace T C R™ with dim(T) > (1 — ¢)m, v (K) > exp(—cm).

We note that the proof of Lemma 3.1 in [BJM23] only showed how to obtain the first of the two operator
norm upper bounds within the min expression in Proposition 6.1, but the second follows straightforwardly by
substituting an alternative matrix concentration inequality from [Trol8] into the same proof of [BJM23]. We
formally show how to obtain the second bound in Appendix D.

PROPOSITION 6.2. (THEOREM 6, [RR23]) Let cugne € (0,1) be a constant, let S C R™ be a subspace with
dim(S) > 2¢qignem, and let K C R™ be symmetric and convex. Suppose v (K) > exp(—Cm) for a constant C.
There is Cset > 0 depending only on ciight, C' such that if g ~ N (0, 1,,), and

def .
x= argxeCsetKIrrﬁl[lzll,l]mﬁS I = gll2,

then |{i € [m] | |x;| = 1}| > cighem with probability 1 — exp(—Q(m)).

Roughly speaking, Proposition 6.1 shows that a convex body over x € R™, corresponding to a sublevel set of
||Zi€[m] X; A, ||op, has large Gaussian measure restricted to a subspace. Proposition 6.2 then produces a “partially
colored” point [—1, 1™ with many tight constraints, i.e., coordinates i € [m] with |x;| = 1, which also lies in the
convex body from Proposition 6.1. We summarize a useful consequence of Proposition 6.2 that is more compatible
with Proposition 6.1. The difference is that the variant in Corollary 6.1 only requires a Gaussian measure lower
bound on the convex body restricted to a subspace, the type of guarantee that Proposition 6.1 gives.

COROLLARY 6.1. In the setting of Proposition 6.2, assume that vs5(KC) > exp(—Cm) for a constant C, instead of
Ym(K) > exp(—Cm). There is Csey > 0 depending only on ciignt, C' such that if g ~ N(0,,,1L,), and

x < ar min IIx —gll
gxecscum[q,l]mms &ll2,

then |{i € [m] | |x;| = 1}| > crighem with probability 1 — exp(—Q(m)).

Proof. Define K’ C R™ to be KNS expanded by a hypercube (centered at the origin and with side length 2) in
the subspace orthogonal to S, denoted S, ; concretely, let K' = (KN S) & (Ps,)[~1,1]9m50) where @ denotes
the direct sum of two sets. Note that X’ is symmetric and convex, and v,,(K’) > exp(—C’'m) for a constant C’
depending only on C' and the universal constant ~;([—1,1]), since the probability g ~ N (0,,,I,,) falls in K’ is
the product of the probabilities of the independent events g € K’ NS and g € K' N S,. Therefore, applying
Proposition 6.2 to the subspace S and the set K’ yields the conclusion, as Cyot ' NS = Cyet KN S. 0

Finally, we give an equivalence we will later use.
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LEMMA 6.1. For {A;}icim) C S", a subspace S C R™ and a parameter R > 0, define

A Z [Ps];; Aj for alli € [m],
j€[m]

and their induced operator norm bodies

KEqxeR™ > xiAi| <R, K= {xeR™||Y xAil <R

i1€[m] i€[m]

op op

Then KNT =KNT for any subspace T C S.

Proof. Tt suffices to note that for x € T, Pgx = x and therefore

Z XiAi = Z Z [PS}jiXiAj = Z [PSX]jAj = Z XjAj.
ic[m] ic[m] je[m] j€[m] j€[m]
XiAillop < B <= ||

This shows that for x € T, [|>° X Aillop < R, s0 KNT=KNT. 0

i€[m] i€[m]

Next, we state a guarantee on a degree-rounding algorithm, ROUNDING. This algorithm is used in all of our
sparsification subroutines, to deal with small degree imbalances induced by approximation errors in projection
operations. The algorithm (Algorithm 1) follows a standard approach of rerouting the vertex imbalances Bgz
through a spanning tree. We bound the incurred discrepancy in the directed Laplacian by the size of z. This
procedure is related to, and inspired by, other tree-based rounding schemes in the literature, see e.g., [KOSZ13].

Algorithm 1: RouNpING (G, z, T)

1 Input: G = (V, E,w), z € RE, T a tree subgraph of G £ und(G)
2 d Bgz

3 y < unique vector in R¥ with supp(y) € E(T) and Bgy =d
4 return y

LEMMA 6.2. Given G = (V,E,w), a tree subgraph T of G = und(é) with mingep(ry we > 1, ROUNDING
(Algorithm 1) returns in O(n) time y € RE with supp(y) C T satisfying:

Ty —

2.yl < 3 lldll; -

3. For any z € RE satisfying Bgz =d, we have ||Lg2Bg(Y - Z)H@Lg2\|op <n|zl,.
2 2

4 ILE"BEYHALE Jop < -

A proof of Lemma 6.2 is deferred to Appendix B.
We next show how to combine Corollary 6.1 with our variance bound in Lemma 5.3 to slightly sparsify an
Eulerian graph, while incurring small operator norm discrepancy.

LEMMA 6.3. Suppose that EXISTENTIALDECOMPSPARSIFY (Algorithm 2) is run on inputs as specified in Line 1.
Then, it returns G' = (V, E,w') satisfying the following properties, with probability > 1 — 4.

1. max,.pw, < 2W, min__pwe > £ and minee gy Wi, > mingepgry we — nid.
Tw/ — R
2. Baw' =Baw.
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Algorithm 2: EXISTENTIALDECOMPSPARSIFY({C_ji}iem LG, T,e, W)

1 Input: {é i)}zE[I]a subgraphs of simple G = (V, E,w) with MaXeesupp(w) We < W, and such that
{G® = und(G( N}iern are a (p,2,J)-ER decomposition of G ' und(G), T a tree subgraph of G with
mingc g7y we > 1 and E(T )ﬂUeIE(G( )=10,6,e€ (0, 155)

def

m <+ mnz(w), E + supp(w), G £ und(G), n « |V|

2
3 if m > 8nJ then

4 S;+—{x¢€ RE | supp(x) C E(G®),BL BaoyWeg x =0y} forall i € [I]

5 S« Uie[l] S;

6 X « point in [—1, 1]E NS such that for universal constants Cgso, Ctight

Z Z xewebee&e) Lé

el &P
el ecE(Gy) op

(6.12)
< Cusomin { p? log? +p? log’ (n), p? log (n) + p* log(n)}

He ek | x. = —1}’ > Ctighth

> Existence of x, Crso), (ﬂ ht follow from Lemma 5.3, Proposition 6.1, and Corollary 6.1, see Lemma 6.3.
x’ + extension of x to R with x/ = x, if e € | J,.; F(G;) and x,, = 0 otherwise
w<+ wo (lg+x)
DE{eecE|w,<(}
10 return G’ « (V, E, [w Ww]ip t+ ROUNDING(G, [w]p,T))

el

©

8. mz([w'] ;) < (1 — chighe ) + Crso - nJ.

4.

1 1 3 5
Cgso min{p2 log2 n + p4 log® n,
ILPBLW' — WHGLY?), < B0 lost o7 los
p2 logtn+ ptlogn} + nind.

Moreover, EXISTENTIALDECOMPSPARSIFY is implementable in poly(n,log U,log §) time.

Proof. If Line 3 does not pass, then Items 1-3 trivially hold and it only incurs the second term in the spectral
error (Item 4) due to Lemma 6.2. We then assume it does pass for the remainder of the proof. We defer proving
existence of X, Cgso, Cight in (6.12) until the end. Since x € [~1,1]¥ and supp(x) C E, no edge weight in £ more
than doubles, giving the first claim of Item 1. Our definition of D on Line 9 and ROUNDING ensures the second
claim of Ttem 1. Next, since w o x is only supported on £’ = Uiern E(G™W) and [w o x| is the sum of disjoint
circulations on each G; by the definition of each S;, w o x is itself a circulation on G. Combining with the first
guarantee of Lemma 6.2, this implies Item 2. Since any e € E where x, = —1 necessary has we(l +x.) =0 and
that ROUNDING only introduces new non-zero entries on E(T), Item 3 holds. Item 4 is follows from the definitions
of w' and D, (6.12) and the third guarantee of Lemma 6.2.

It remains to prove X, CEs0; Cight €xist when Line 3 passes. For each e € E’, define A, and .& as in the proof
of Lemma 5.3 where H is set to the partition piece G with E(G( )) 5 e. Summing the bound in Lemma 5.3
over all pieces gives 0 = p in Proposition 6.1, where we overload
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in its use (padding with zeroes as necessary). Correctness follows from the observations

(o =% ) )

Further, we always have f2 < 12° by linearity of trace and ||AHF = Tr(A ) for A € S™. This gives a Gaussian

= [lAll,,

op

measure lower bound on K restrlcted to a subspace S’ of S. By the characterization in Lemma 6.1, this also
implies a Gaussian measure lower bound on K restricted to S’. We next observe that S is a subspace of RE'
where each S; enforces |V (G%)| — 1 linear constraints (corresponding to weighted degrees in the subgraph). By
Definition 4.1, the total number of such linear constraints is < nJ and |E’| > 1. The condition on Line 3
then guarantees our final subspace has sufficiently large dimension to apply Corollary 6.1. Finally, Corollary 6.1
guarantees existence of X, cight, CEso satisfying the guarantees in (6.12) (we may negate x if it has more 1s than
—1s, and halve ctight ).

Lastly, we observe that Algorithm 2 is implementable in polynomial time. This is clear for ROUNDING and
Lines 7-9. The most computationally intensive step is Line 6, which consists of finding a subspace of large Gaussian
measure and solving a convex program. The latter is polynomial time [GLS88]; the former is due to intersecting
the explicit subspace from Line 5 and the subspace from Proposition 6.1. The subspace from Proposition 6.1
is explicitly described in the proof of Lemma 3.1 of [BJM23]; it is an eigenspace of a flattened second moment
matrix.

All steps are deterministic except for the use of Corollary 6.1 in Line 6 (note that we can bypass Lemma 4.1
via exact linear algebra computations). This line succeeds with probability > % for a random draw. Finally, we
can boost this line to have failure probability by running log(%) independent trials, as we can verify whether a
run succeeds in poly(n,log U) time. d

Algorithm 3: EXISTENTIALSPARSIFY(@, £,9)
1 Input: Eulerian G = (V, E,w) with w, € [1,U] for alle € E, € € (0,1)
2 n+ |V|, m<+ |E]
3 T < arbitrary spanning tree of G & und(é) E+«E \ E(T)
4 R [logy 1, w]+1 Cr e (BECE0)2, Oy  (22Em0)YS, g (25C20)3/2 for ciigni, Cpso in
(6.12)
Unax & U - 28 Jax < log,
6 t<+ 0, éo « G
7 while nnz([w,] z) > max{2CgEsoctight - "Jmax, min{C} - "log" +Cy- "1(;%/3 =205 - "log "}} do
8 Gt «— und(Gt)
9 S« ERDECOMP([Gt]E, 2, %) > See Proposition 4.1.
10 C_ftH = (V,E,W¢y1) < EXISTENTIALDECOMPSPARSIFY (S, Gt, T, 5750, Unnax)
11 t—t+1
12 return H « (V,supp(wy), w;)

( 647)7.n?Um,-,Lx )

9]

We are now ready to state and analyze our overall sparsification algorithm, EXISTENTIALSPARSIFY
(Algorithm 3). The following is a refined version of Theorem 1.2.

THEOREM 6.1. Given Bulerian G = (V,E,w) with |V| = n, |E| = m, w € [LLU® and ¢ € (0,1),
EXISTENTIALSPARSIFY (Algorithm 8) returns FEulerian H such that H is an e-approximate Eulerian sparsifier of
é, and

- 1 1
|H| =0 <nlogU+ n ;gnmin{l + (elogn)3, log? n}) ,

’
log (mE.LXeesupp(W ) WE) =0 (IOg (nU)).

’
MINeecsupp(w’) We
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EXISTENTIALSPARSIFY succeeds with probability > 1 — 0 and runs in time poly(n,log U, log %)

Proof. Recall from Section 2 that we assume without loss of generality that G is connected. Throughout, condition
on the event that all of the at most R calls to ERDECOMP succeed, which happens with probability > 1 — 6.
Because EXISTENTIALDECOMPSPARSIFY guarantees that no weight grows by more than a 2 factor in each call,
Upnax is a valid upper bound for the maximum weight of any edge throughout the algorithm’s execution. Moreover,
since no weight falls below g-=— throughout by EXISTENTIALDECOMPSPARSIFY, Jhyax ' og (%)
upper bound on the number of deCOHlpOblthIl pieces ever returned by ERDECOMP, by Propomtion 4.1.

Next, note that under the given lower bound on nnz([w,]z) in a given iteration (which is larger than
2CES0Ctight - NJmax ), the sparsity progress guarantee in Item 3 of Lemma 6.3 shows that the number of edges in
each iteration is decreasing by at least a (1 —cgight) + %ctight (1— ctlght) factor until termination. Since m < n?
and the algorithm terminates before reaching n edges, R is a valid upper bound on the number of iterations before
the second condition in Line 7 fails to hold, which gives the sparsity claim.

is an

Let r; = nnz([w]z). To prove the spectral error bound, we show by induction that until the algorithm
terminates, the following conditions hold, where we use ¢ to denote the number of times the while loop runs in
total:

1. BTW,‘ = BTWO
2. m; < (1— %ctight)imo-

tlog® n, ()% logi n+ ()% logn} +

mJ) mj m;

3. |LI*BT (W, — Wo)HL/?|lo, < 2CEso Y2j_ min{(5%) + (
iR
Note that Items 1 to 3 all hold trivially for ¢ = 0. Suppose inductively all conditions above hold for all iterations

k <i < t. By our stopping condition, n < 7; < (1 — ctlght) Lho and hence i < % < R. Ttems 2
tigh

and 3 of Lemma 6.3 then implies Ttems 1 and 2 are satisfied for iteration ¢ + 1. We also have by Item 4 of
Lemma 6.3 that

I I
HLéiBT(WiH — W;)HLZ,

op

5 3 3

1 log?n | : i
< Cgso min i ?gn + n oAg " , —? log%(n) + fl log(n) p + = ,
m; m; m; m; S8R

where we define G; <= (V, E, w;) and G; = und(G;) for any 0 < i < t. Note that Gy = (V, E,wq) = G, the
original input Eulerian graph. Moreover, L —Lgs = BT(Wi — Wy)H. By our choice of C1,Cs, the stopping
condition, Item 2, and Lemma 6.3,

3
i—1 5 3 3
1 1 3 1
ZCESOZmin n ?gn + (n OAg n) , fl log%(n) + < zl ) log(n)
P my; m; m; m;
7=0
—1-j
< 20850 Z ( _ Ctlght)
nlogn nlo %n i n n i
3
-min — g + ( — g ) , - log*(n) + < - ) log(n)
m;—1 m;—1 m;—1 m;—1
8C 1 log? ) * i 1
< 8080 iy § J0BR () ot o)+ () o) < 5 <
Ctight mi—1 mi—1 mi_1 mi_1 87 8
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As we also have Z—% < % < i, Fact 2.2 then gives %L < Lg, =< %L. Consequently, G; has the same connected
n

<
components as the original graph G, i.e., since we assumed G is connected, so is G;. Hence, Fact 2.3 implies that

HL%BT(Wi+1 — W,)HL?

op

it 1
<2. HLéiBT(WiH — W;)HLZ,

op
I logh ') * i

< 2CEso min n ?gn + n oﬂg n , Ai log%(n) + Aﬁ log(n) » + =
m; m; m; my; 4R

This proves Item 3 in the inductive hypothesis, as desired, and also implies that after the ¢ loop,

(6.13) HL%BT (W, — W) HL?

<e.
op

The sparsity bound follows by explicitly removing any e € E where [w¢]. = 0 from H. In light of Lemma 6.3,
we note that each of the poly(n) calls to EXISTENTIALSPARSIFY can be implemented in poly(n, log U, log %) time,
and all steps of Algorithm 3 other than EXISTENTIALDECOMPSPARSIFY run in linear time. We adjust the failure
probability by a poly(n) factor to account for the multiple uses of Corollary 6.1 via a union bound, giving the
claim. ]

Theorem 1.2 is one logarithmic factor in nU away from being optimal, up to low-order terms in €. The
extra logarithmic factor is due to the parameters of our ER decomposition in Proposition 4.1, and the low-order
terms come from the additive terms with polylogarithmic overhead in Proposition 6.1. In Appendix C, we discuss
routes towards removing this overhead, and relate them to known results and open problems in the literature on
graph decomposition (i.e., the [AALG18] decomposition scheme) and matrix discrepancy (i.e., the matrix Spencer
conjecture).

7 Eulerian sparsification in nearly-linear time

In this section, building upon our approach from Section 6, we provide a nearly-linear time algorithm for sparsifying
Eulerian directed graphs. We develop our algorithm via several reductions.

e In Section 7.2, we develop BASICFASTSPARSIFY, a basic subroutine which takes as input an initial subgraph
with bounded ER diameter (in the sense of Definition 4.1), and edge weights within a constant multiplicative
range. It then returns a reweighting of the initial subgraph which decreases weights by a constant factor on
average.

e In Section 7.3, we give a two-phase algorithm which builds upon BASICFASTSPARSIFY. In the first phase, the
algorithm calls BASICFASTSPARSIFY = log logn times, and we demonstrate that these applications decrease
a constant fraction of the edge weights from the original subgraph by a polylog(n) factor. We separate out
this small cluster of edges and pass it to the second phase, which applies BASICFASTSPARSIFY ~ logn times
to decrease a constant fraction of edge weights by a polynomial factor. We then apply ROUNDING to fully
sparsify these edge weights, incurring small spectral error. Our sparsity-spectral error tradeoff in the second
phase loses a polylogarithmic factor over our final desired tradeoff; this is canceled out by the mild edge
weight decrease from the first phase, and does not dominate.

e In Section 7.4, we recursively call our ER decomposition algorithm from Section 4, and the two-phase
procedure described above. Each round of calls makes constant factor progress on the overall sparsity of
our final graph, and hence terminates quickly.

As a preliminary, we provide tools in Section 7.1 to streamline handling of approximation error incurred by
state-of-the-art undirected Laplacian solvers, when projecting into circulation space.

7.1 Approximating modified circulations In this section, we give a self-contained solution to the key
computational bottleneck in Section 7.2 when using approximate Laplacian system solvers. We begin by
introducing some notation to simplify our presentation. Let H be a subgraph of G = (V, E,w) with edge
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set F. We define H % und(H) and H? % (V(H), F,w%), where w? is w with its entries squared. We further
define

(7.14) P; “1Ip — Cp, where C = WpB;LL . BLWp,

and where Ir, Wp € REOXE zero out entries of Ix, W which do not correspond to edges in F. In Section 7.2, we

apply reweightings which are circulations on H , but which also are orthogonal to a specified vector v. We will
eventually set v to be a current weight vector, to enforce that the total weight of the edges remains unchanged.
We hence define the modified projection matrix

dot 1

(7.15) P, =P:—u; u. o Whereug = ———=Ppv.
7 \/VTPgv

We prove a basic fact about P 5 , motivated by the Sherman-Morrison formula.

LEMMA 7.1. For any u € RE, P  defined in (7.15) satisfies

P-

H.,v P

VvV = OE, P2—~

T
Hyv = Pﬁ,v’ and BﬁWE(ﬁ) ﬁ,vu = OE.

Proof. The first claim follows from directly computing u ﬁ’vu-': V= P ;v. The second follows similarly: since

H,
P is an orthogonal projection matrix, ug , is a unit vector, and we observe
)

T _ T _ T
Phugug, =ug ug Pg=uz ug .
Finally, the last follows from the fact that BEW B( ﬁ)P 7 is the zero operator on REXE, 0

Thus, Pﬁ,v is the projection matrix into the subspace of P ;’s span that is orthogonal to v.

Algorithm 4 solves the following problem: on input & > 0, z € R¥ with supp(z) C F, |z|_, < 1, return
x € R¥ with

(7.16) supp(x) C F, Hx -Pg.z

] <e
o0

BIwx|| <& [xv)| <€V,

In other words, for an error parameter £, we wish to enforce that w o x is an approximate circulation, and that
x is approximately orthogonal to v and approximates the true P f% we wish to compute. We remark that
x =Py z satisfies (7.16) with { = 0. We will ultimately call Algorithm 4 with inverse-polynomially small {, and
apply ROUNDING to incur small error when rounding the residual.

Algorithm 4: PROJMINUSRANKONE(EI, v,2,0,§)

1 Input: H, a subgraph of G = (V, E,w) with |w|le < u and F & E(H), v,z € RF with
supp(v),supp(z) € F and [|z[ < 1, 6,£ € (0,1)

n <« |V|

€ gy

a < ¢’-approximate solution to Lyea = BEWFV, with probability > 1 — g

b + ¢’-approximate solution to Ly2b = BEWFZ, with probability > 1 — 2

2
WrBJa T
weBlal ¥ < WrBgb

7 return x < z—y — (y,u)u

N

w

[SL N

6 U <

Before giving our analysis in Lemma 7.3, we require one elementary helper calculation.

LEMMA 7.2. Let a,a, € R? satisfy |a—a.|, < ala or a € (0,1). Then, for u A ond u, . PR
Y 2 2

5 llall, llaxlly”

have ||lu — u,l|, < 2a.
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Proof. The problem statement is invariant under scaling a, so without loss of generality assume u = a, which
implies ||a,|| € [I — @, 1+ a]. The conclusion follows by triangle inequality:

[u—uly < flu—auly + flac = wifly < @+ [lla.] = 1] < 2.
|

LEMMA 7.3. Under the stated input assumptions, PROJMINUSRANKONE (Algorithm 4) using Proposition 4.2 in
Lines 4-5 returns x satisfying (7.16) in time O(|F|log z—g) with probability > 1 — 4.

Proof. The problem definition and error guarantee (7.16) are invariant under scaling v, so we assume ||v||, =1
without loss of generality. Further, the problem is identical if we eliminate all coordinates on E \ F' (as the input
and output are supported in F'), so we only handle the case E = F. Finally, for simplicity in this proof, we let
L= Ly, BEB;, W= Wp, I =Z1Ip, and n = |V|,m = |F|, and define the ideal vectors (which would be
computed in the algorithm if & = 0):

a, “L'B"Wv, b, L' B"Wxz,
at  WDBa,

0 S BaLy ~ v Ye T WBbL x Fzoy, —{yuju =Py

First, by the definition of approximate solutions (see Proposition 4.2), we have
[WB(a —a,), = [la—a.[;, <& [ladly, = ¢ [WBa,]|,.
Hence, by applying Lemma 7.2, we have |[u — u,|, < 2¢'. Similarly,
Iy =¥l = IWB(b = b,)[l, = [[b = b, <& [[bufly =& [WBb,[l, =& ly.ll, <& 2],
where the last equality follows by y, = C 52z and the fact that C is a orthogonal projection. Now,

X = X5 = (Y* - Y) + (<y>wu*> u, — <Y7u> 11)
= —Y) Vo —wu+{y, —y,u) u + (y,u) (u, —u),

so that by the triangle and Cauchy-Schwarz inequalities, the first conclusion in (7.16) holds:

Ix = .l < lx—x.ll,
< Ny, =yl + e =l .l Il + s = ylly lally sl + . = ally lyll, Il
< Ny, = ¥llo + 26 Iy, + Iy — ¥lly + 26Uyl + Iy, = ¥2)
< 9¢' |1z, < 9¢'v/m |zl < 9¢'v/m < €,

def

given that & < 1. Moreover, letting ||A|| = supjx||.=1 [[Ax][|, be the largest £; norm of a row of A, and

o0— 00
noting that |B| _ . < nand [[W]_ . <u, we have
HBTWXH @ ‘BTW(X—X*)‘
[ee] (oo}
<[BT] Wl I = Xl < = X < 900 Vi,
o0— 00
®)
|6, V) =[x =%, v) | < =l VI, < 98'vVm v, -

Here, both (a) and (b) followed from Lemma 7.1. By our choice of ' = gmf\/ﬁ < 1, we can guarantee all the
desired bounds in (7.16). Finally, the runtime bound follows directly from Proposition 4.2. 0
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7.2 Basic partial sparsification In this section, we give the basic subroutine of our fast sparsification
algorithms, which modifies the edge weights on a well-controlled subgraph (formally, see Definition 7.1). We
first require stating several standard helper matrix concentration results from the literature.

LEMMA 7.4. (THEOREM 7.1, [TRO11]) Let 6 € (0,1) and let {Mp}y ¢ € R*? be a sequence of matrices, and

let s € {:I:l}K be a martingale sequence of Rademachers, i.e., s is a Rademacher random variable conditioned
on {s;}jek—1) for all k € [K]. Further, suppose for o >0,

(7.17) > MM 2071y, Y MM < 0°I,.
kE[K] ke[K]
Then with probability > 1 — ¢,

Z s My < o4/8log (2;)

ke[K] op

LEMMA 7.5. Let 6 € (0,1), let P € R™4 be an orthogonal projection matriz, and let s € {£1}¢ have independent
Rademacher entries. There is a universal constant Csign such that

[ d
|Ps|| . < Csigny/log 5 with probability > 1 — 4.

Proof. For any fixed j € [d], the random variable X = ejTPs is sub-Gaussian with parameter o = 1Pl < 1.

Standard sub-Gaussian concentration bounds (e.g., [Verl8], Proposition 2.5.2) now imply that with probability
> 11— g, we have for a universal constant Csign, X < Ciigny/log %. Applying a union bound for all j € [d]
concludes the proof. ]

We also use the following helper scalar concentration inequality.

LEMMA 7.6. Let X be a 1-sub-Gaussian random variable with EX = 0, and let £ be an event on the outcome of
X with Pr[E] > 1 — 6 where § < . Then, |E[X? —E[X?] | £]] < 300V/6.

Proof. Let lg and lge denote the 0-1 indicator variables for £ and its complement £¢. Further, we will assume

Pr[€°] = § as the stated bound is monotone in §. The random variable Z = X2 — E[X?] is 16-sub-exponential
(Lemma 1.12, [RH17]), so applying the Cauchy-Schwarz inequality and standard sub-exponential moment bounds
(Lemma 1.10, [RH17]) yields

EIZ 18] = g 12 1ell = 1%5 E[Z - 15:]| < ﬁE[Zz]%E[Igc]% < 300V/5.
O

Finally, to simplify the statement of the input to our algorithm, we give a useful definition.

DEFINITION 7.1. (CLUSTER) We say Hisa (w, p)-cluster in G= (V,E,w) ifH is a subgraph of G, w, € [w, 2w]
for all e € E(H), and letting G = und(G),

max Wwe | - max_ ERg(u,v) | <p.
ecE(H) u,weV (H)

By definition, any piece in a (p,2,J)-ER decomposition of G = und(G) (Definition 4.1) is a (@, p)-cluster in G,
for some w. We now state our main algorithm in this section, BASICFASTSPARSIFY.

Intuitively, BASICFASTSPARSIFY randomly reweights a current subset of edges in each of 7 iterations, after
removing any edge whose weight has significantly changed with respect to a reference vector w,. In each loop of
Lines 6 to 16, the algorithm terminates if either a constant fraction of edge weights in (ﬁ ) have decreased by an £
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Algorithm 5: BASICFASTSPARSIFY(ﬁ, G,w,,l,0,¢F, T)
1 Input: £ € (0,1), H a subgraph of G = (V, E,w) with |E(H)| > 40|V (H)|, w, € RF with

Wl l .
(7.18) |||w*||1 €[0.99,1.01], Wil g\ (i) = W (), and i[w*]e < w, <60[w,] for all e € E(H),

—

and H, = (V(H), E(H), [w.] ) is a (@, p)-cluster in G, & (V, E,w,) and 0.9L¢ < Lg, < 1.1L¢ for
G, L und(G,), b,¢ € (0, ), F C E(H) with |F| > @, T a tree subgraph of G % und(G) with
Minge gy We 2 1
2 m < |E(G)|, n + |V(G)]
(L
3 5 < mln(ﬁ, 1OOOcsign110g(60’$)7 20072”27_
1 720
20Csign/log 80t ’ Tl n? ]
5 40, Ly < {e € F|[w¢]e > 50min([wy]e, ”WFH D)}, i+ {e € F | [wile < lwyle}

6 while |S;| < 7|F| and > eeni) log([Wile) — log([wo]e) —|E(H)| do

) 100

), for Csign from Lemma 7.5

4 1

7 Wy < W
8 for 0 <t <7do
0 Ly« {e € F | [w)]e > 50min([w,]o, IYElL)}, S, < {e € | [wi]e < ffw]c}
10 if |S¢| < 1|F| and ZeeE(ﬁ) log([we]e) — log([wole) > —|E(H)| then
11 Hy  (V(Hy), F\ (S U L), Wil ps,oze))
12 s + random vector in {—1,0,1}¥, where s, is an independent +1 random variable for all
ec E(H,), and s, = 0 for all e € E\ E(H,)
13 x; < PROJIMINUSRANKONE(H, wy, 1, m,@
> That is, x¢ & [x.)¢ = Py . s.
14 Wity < wio (1p + x4)
15 else
16 ‘ Wit ¢ Wy

17 d + Bg(w — W)

18 y « unique vector in R with supp(y) € E(T) and Bgy =d
19 Wi <~ Wy +y

20 return w’ < wy

factor compared to w,, or a certain potential function bounding the change in weights has decreased significantly.
Moreover, each reweighting adds a circulation (and hence preserves degrees), while maintaining that ||wy||; is
unchanged, up to an inverse-polynomial approximation error due to our subroutine PROJMINUSRANKONE. The
algorithm simply iterates this loop until termination. We now analyze Algorithm 5, by bounding the spectral
error and showing that each loop of Lines 6 to 16 is likely to terminate.

LEMMA 7.7. There is a universal constant Cgps such that if Cgrs - ap log(%) <1, where

s [y
[Fw

BASICFASTSPARSIFY (Algorithm 5) returns w’ satisfying, with probability > 1 — §:

T T w’
1. Bgw' = Bsw and ”HWH”11 el —eg1+¢.

2. w, € [£[wy]e, 60[w,].] for all e € E(H).
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3. Bither |{e € E(H) | w! < ([w,].}| > }|F], orzeeE(H)log( )§—|E(H)|.

4. HLTc/ng(W’ - W)HGaLTG/QHOp < Cprs - y/aplog(%s) +¢ , where G ' und(G).

The runtime of BASICFASTSPARSIFY is, for Z ~ Geom(p) where p € [3,1],°

O(|E( )\log<5 E)log(é)-Z+|V|).

Proof. Let m = |E(H )| Because the algorithm continues looping Lines 6 to 16 until the condition in Item 3 is
met, the conclusion that Item 3 holds is immediate. The remainder of the proof proceeds as follows. We first
prove the runtime claim by giving a constant lower bound on the probability a single run of Lines 6 to 16 ever
fails to enter the else branch on Line 15, assuming for simplicity that all calls to PROJMINUSRANKONE are exact,
i.e., that every time Line 13 is run,

(7.19) xi = [xJe =nPg, s

We next prove that Items 1, 2, and 4 hold with the requisite failure probability. Finally, we modify the argument
to handle approximation error due to inexactness in Line 13.

Runtime bound. Our goal in this part of the proof is to establish that each run of Lines 6 to 16 results in
the else branch on Line 15 being entered with probability > % We use this claim to obtain our runtime bound. In
the following discussion, fix a single run of Lines 6 to 16. We let & denote the event that [|x;[|,, < Tlo conditioned
on the randomness of all iterations 0 < s < t. We also let F; denote the event that the algorithm enters the if
branch on Line 10 on iteration t, and

(7.20) mEPr| J AU &) o 2E| Y 1og(Wt+1 ) U &,

0<s<t 0<s<t ce B(f) [wol 0<s<t
where both definitions in (7.20) are taken with respect to all randomness used in the current run of Lines 6
to 16. In other words, p; is the probability the algorithm has not entered the else branch on Line 15 in any
iteration 0 < s < ¢, and ®; is an expected potential function tracking edge weights over iterations 0 < s < ¢, both
conditioned on (Jy< <, & occurring. Also, note that by Lemma 7.5, Pr[&;] > 17%, so PrlUp<ic, & = 1— i—: >3
Thus, if we can show p, > %, we have our goal:

2 3 1
(7.21) pri|J ml=P| U RI &P & >3 77
0<s<T 0<s<rt 0<s<T 0<s<T
Suppose for contradiction that p, < 3, so that p; < for all 0 <t < 7. First, we compute, following the

convention that [x]. = 0 if e € E(H,) or we run the else branch in iteration ¢,

b, —d,_1=E Z log (1 4 [x¢]e U Es

lecE(H,) 0<s<t

(7.22) <e| ¥ [xt]e_é[xtm U &

lecE(H,) 0<s<t

—(1-p)E| Y Bl skl l&U J EUR)

eGE(ﬁt) 0<s<t

5The polyloglog factors hidden by the O notation will be polyloglog(nU) factors where U is the edge weight ratio of the original
graph we sparsify in Section 7.4, as discussed in that section.
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1

75> and the last line used that no weight

The second line used the approximation log(1 + x) < x — %xQ for |x| <
changes if we enter the else branch.

We next upper bound the right-hand side of (7.22). Observe that the definition of x; (assuming (7.19))
ensures ) . p[Xs o W] = 0 using Lemma 7.1, so |[w¢||; = ||[wo||; in every iteration. Since any e € L; due to

[W¢]e > 50[w,]. must have [w;]. > 50w, and ||v;[|; < 1.01 ||w,||; < 2.02/mw, there can be at most i such edges.

i
24
Similarly, at most 2 edges e € F can have [w¢]. > 50;‘;"“1, so |L;| < 1|F| throughout the algorithm. Hence

under (o, (& UF;), which also implies |S| < I|F|, we always have |E(H,)| > 2|F|. Moreover, note that since
x; = nP ﬁ: v, 8 for Rademacher s,

(7.23) E Z [x¢]e| =0, E Z [x?| = n*E HPHH,W z = n?Tr (Pﬁhvt).

eEE(ﬁt) EEE(ﬁt)

However, note that the dimension of the subspace spanned by P Ay, s at least,

- = mmm

EH)-(VH)|-1)-1>—=——=—

B - (V) - -12 T - =T
under the assumption |E(H,)| > 1F| > %, since it has |V (H)| — 1 degree constraints and one orthogonality
constraint to wy. We now handle conditioning on the event &;, which satisfies 1 — Pr[&;] < ﬁ. Combining
(7.23) with the above, and using that each [x]. is 1-sub-Gaussian (Lemma 7.5) and the set of s satisfying &; is

closed under negation, applying Lemma 7.6 shows

~ 1 QT?L
' _ 2 > 2 ﬂ_ N . - —_— :L
(7.24) E| Y Bulel&|=0E| > EI&] =0 (10 " (300 6000)) 20

ecE(H,) e€B(Hy)

Therefore, combining with (7.22) and the assumption of p; < % shows that ®; decreases by at least T for each

180
of the first 7 iterations. However, we also have that with probability 1,

3 log({v‘;;t>| U &= -2

ecE(H) 0<s<t

This is because the algorithm freezes the weights w; as soon as ZeGE(ﬁ) log ([[V‘ZS}]C) < —m, and the potential

can only change by — in an iteration ¢ assuming &, since then log(1 + [x¢].) > —1 entrywise for e € F. This

is a contradiction since 7 > % (indeed, we choose 7 larger by a constant factor to account for inexactness in

PROJMINUSRANKONE later), so p, > % as claimed. The runtime follows from Lemma 7.3, as the number of runs
of Lines 6 to 16 is Z ~ Geom(p) for p > 1.
Items 1, 2, and 4. We have shown that with probability > 1 — g, Lines 6 to 16 terminate after

4
= -l
k 089 5

loops. Conditional on this event and following our earlier notation, the probability of | J,«,«. & all occurring in

each of the at most k loops is at least 1 — g by our choice of  and Lemma 7.5. Under these events (i.e. that there
are at most k loops and all ||x;|| are small), Item 2 is immediate, since edges e with [w]. & [{[w,]e, 50[wW.]c]
are removed from consideration in a current iteration ¢, and no edge weight changes by more than a 1.1 factor

multiplicatively. Also, assuming (7.19), Item 1 is also immediate (we will analyze the inexactness tolerance later).
We now prove Item 4. For all 0 <t < 7, let ét < (V, E,w;) and let G e und(ét). We assumed that H, was
a (w, p)-cluster in G,, and no entry of wy restricted to E(H,) = F \ (S; U L;) is larger than 50a@ by definition

of Ly, so

max [w¢le | - | max ERg(u,v) | < 75ap forall0 <t < 7.
e€E(Hy) w,weV (H)
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Here we used that ERg(u,v) < 1. 5ERG (u,v) for all u, v by assurnptlon By applying Lemma 5.3 for all iterations
0 <t <tto the sequence of matrices A, in (5.11) for e € E(H,), we inductively apply Lemma 7.4 to show that
with probability on any of the k runs of Lines 6 to 16,

mTk) 4

L¢ T5apt] —
‘ - GOmT \/ aptiog ot Csign
s1gn \/

There are a few subtleties in the above calculation. First, observe that Lemma 5.3 implies that if the 116 are
defined with respect to P Ay owe rather than P A, (as in Algorithm 5), the variance bound still holds, because
Lemma 5.1 applies to P fyow, 38 well. Second, inductively using the guarantee above with Fact 2.2 shows that
0.9Lg = Lg, = 1.1Lg for all iterations t, where we used the assumption on ap for a large enough choice of
CBrs, SO we adjusted the right-hand side by a constant factor. Third, note that the above argument holds with
probability > 1 — = for each of the < k runs of Lines 6 to 16, so it holds with probability > 1 — < for all of them
by a union bound

Finally, we need to condition on all & holding in all loops. We give a simple argument which removes this
conditioning. If any &; fails, we set all future weight updates to zero. Therefore, regardless of whether the &
occur, the matrix variance (7.17) in our application of Lemma 7.4 is bounded as we claimed. In particular, in an
iteration ¢, as long as no & has occured for 0 < s < ¢, Lemma 5.3 holds, and if any have occured, the variance is
trivially bounded by O.

The overall failure probability of < ¢ comes from union bounding on the three events we have conditioned
on so far (finishing in k loops, all & holding in all loops, Item 4 holding), and the event that all of the < k7
executions of Line 13 succeeed, which occurs with probability > 1 — %.

Inexactness of projection. It remains to discuss the effect of replacing our exact projections with our
approximation through PROJMINUSRANKONE Because we ensured £ < 10, the first bound in (7.16) shows that
entrywise x; is not affected by more than 15 by approximation, so accounting for slack in our earlier argument
Item 2 remains true. Next, using

4k’

-Vapt.

1
B} (W, - W) H@Lg

1

2 2
3.3 [X*]t]e + 4£ 5

L <~ L[ + A - w2 < -

we have by & < that the approximation negligibly affects the argument in (7.24), which we

1
1000Csign log(am%)
accommodated in the constant factors in 7, so it is still the case that Lines 6 to 16 terminate with probability

> % in each loop. Regarding Item 1, note that
ngt + Bgy = ng

in each iteration after applying the degree fixing in Line 19, so the invariant on degrees holds as claimed. The
bound [[w||, < vm|w¢, < 120y/mw, combined with the last claim in (7.16) and £ < 300 7m7 > Shows the
¢1 norm of the weights cannot grow by more than ew throughout. Moreover, the assumption § < —=— with
the second guarantee in (7.16) shows that in each iteration, the total degree imbalance ||d||; < 5-55—, and
the error vector z (in the context of Lemma 6.2) satisfies [|z][;, < m{ < 55-. Lemma 6.2 then shows that
lyll, <mllyllo <m|d[l; < 5. The last two guarantees in Lemma 6.2 combined Wlth the triangle inequality
show that in each iteration, the additional spectral error due to approximate solves is 3 , and the additional error
due to rounding is 3= giving the additional spectral error term in Item 4 after accumulating over all iterations.

Finally, the runtime follows directly from Lemma 6.2 (for computing y), and Lemma 7.3. |

We provide one additional result which helps in disjoint applications of BASICFASTSPARSIFY.

COROLLARY 7.1. Consider calling BASICFASTSPARSIFY I times, wzth shared parameters G s Wy, £, 6 g, but on
edge-disjoint subgraphs {H Yieln through G, so that the corresponding [ *}i are all (w;, p)-clusters in G, for some
value of w;. Then with probability > 1 — 61, the total operator norm error (i.e., Item /) incurred by all calls is

bounded by
m
CBrs - 4/ plog (g) +el.

Copyright (© 2025
Copyright for this paper is retained by authors



Proof. The claim is that we do not incur an I factor overhead in the operator norm error on the first term in the
spectral error, and also do not incur an I factor overhead on the |V| term in the runtime. Note that the bound
came from combining the variance bound in Lemma 5.3 with the high-probability guarantee in Lemma 7.4. By
treating each of the at most 7 reweightings applied by Algorithm 5 in parallel across the edge-disjoint clusters,
the combined variance in the sense of Lemma 5.3, where H is set to the union of all clusters, is still bounded.
The failure probability is by a union bound over I calls. For the runtime, note that we can compute the degree
imbalances in Line 17 for all clusters simultaneously, and route them on T in time O(|V]) per iteration. |

7.3 Sparsifying an ER decomposition In this section, we state and analyze DECOMPSPARSIFY, which is a
two-phase application (with different parameters) of BASICFASTSPARSIFY to components of an ER decomposition.

Algorithm 6: DECOMPSPARSIFY({éi}iE[I], G,T,é,e, W)

1 Input: {é(i)}ig[ﬂ’ subgraphs of simple G = (V, E,w) with MaXeesupp(w) We < W, and such that
{GD = und(GD)}ie(y are a (p, 2, J)-ER decomposition of G = und(G), T a tree subgraph of G with

mineeE(T) We 2 17 576 € (0’ ﬁ)

2 m <+ E(G), n+ V(G), R0

3 for i € [I] do

4 | He GO i |EH)|, 7+ |V(H)|, w, —w

5 if m > 40n then

6 w0<—w,éoeé,ﬁoeﬁ,élew,ﬁelog(%)

7 for0<t< 7 do

8 Wiy < BASICFASTSPARSIFY(E, C?t, Wy, {1, %, ﬁﬁ, E(ﬁ), T)
9 ét+1 — (V. E,wii1), ﬁt+1 A (V(ﬁ),E<ﬁ)7 [Wt+1]E(ﬁ))

10 F«{ec EH)|[w]e < li[wie}
11 wo — wy, Go « Gy, Hy + H, fg(—ﬁ,Tg(—log(%)
12 for 0 <t<m do

13 Wiy < BASICFASTSPARSIFY(ﬁt, th, Wy, s, ﬁ, ﬁ, FT)
14 Gy + (V,E,wii1), Hipr < (V(H), E(H), Wil o)
15 R+ RU{e€ E(H) | W] < 15}, W + W,

16 return G’ « (V, E,wE\R+R0UND1NG(é, wg,T))

We use the following scalar concentration inequality to bound the runtime with high probability.

LEMMA 7.8. Let 6 € (0,1), and let {Z;};eir) C N be distributed as Z; | {Z;}j<; ~ Geom(p;) where p; € [4,1] for

all i € [I]. Then for S =3,y Zi,
Pr [S > 5 <I+log (;))] <.

Proof. Tt suffices to handle the case where p; = % for all ¢ € [I], since otherwise we can couple Z; to an instance
of Geom(%) which never exceeds Z;. Then we compute the moment generating function of S: for A < log(2),

Eexp(\S) = (zf’;ig&) )%, so by Markov’s inequality, for ¢ = 5(I + log,(1)),

Pr(S > 1] < exp (=) (%)I _ (i)t:&f <5,

where we use the choice A = log(%) and substituted our choice of ¢. |

We now state our guarantee on Algorithm 6 and provide its analysis.
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LEMMA 7.9. There is a universal constant Cpg such that if Cpg - plog(%) log? log(%) < 1, DECOMPSPARSIFY
(Algorithm 6) returns G = (V, E,w') satisfying, with probability > 1 — 9,

31
ng’ = ng, nnz(w’) < 3—2nnz(w) + Cps - nJ,

w W
< Cpgy/plog (%a) log log <n€> +e.

< Cps. The runtime of DECOMPSPARSIFY is

ot () m ()

Proof. Throughout the proof, condition on all calls to BASICFASTSPARSIFY succeeding assuming their input
conditions are met (i.e., the guarantees in Lemma 7.7 hold, with total spectral error controlled by Corollary 7.1),
which gives a failure probability of g. We claim that every ét used in calls to BASICFASTSPARSIFY satisfies
0.9Lg, < Lg < 1.1Lg,, where G % und(G) for G the original input to the algorithm, and G; % und(G,). We
defer the proof of this claim to the end.

Next, fix ¢ € [I] and consider the 7 loops of Lines 7 to 9. In all calls to BASICFASTSPARSIFY, the conditions
on w, are met by assumption (i.e., each G is an ER decomposition piece with parameters (1.2p,2) in ét, since
we claimed 0.9L¢, = Lg = 1.1Lg, ). Moreover, BASICFASTSPARSIFY is only called if /i > 407, and the conditions
in (7.18) are preserved inductively by Lemma 7.7, since the £; norm of the weights does not change by more than
a ﬁ factor in each iteration. This shows that the 71 loops of Lines 7 to 9 all have their input conditions met, so

(7.25) , ,
and HLng (W' — W)HsLZ

op

’
We
We

Moreover, maxecp

we may assume they succeed. We claim that in this case, F' on Line 10 must have |F'| > %. To see this, suppose
|F| < %, which means the second part of Item 3 in Lemma 7.7 holds for all iterations 0 < ¢t < 7. However, since

Lemma 7.7 also guarantees
< [WT]e ) A (2> A
log| —— | > —mlog | - | = —mm,
W, {

ecE(H)

we arrive at a contradiction after 71 iterations, so the first part of Item 3 must have held at some point. With
this size bound (showing F is a valid input), an analogous argument shows that after the 75 loops in Lines 12
to 14 have finished, at least % edges are added to R. Observe that each component G with i, edges and 7;
vertices either has 1—16 of its edges added to R or m; < 40n,;, and further ZiE[I] n; < nJ. Since all edges from
R are zeroed out in the final weighting w’, and at most half the edges do not belong to any C_j(i), this gives the
bound on nnz(w’). Similarly, if all calls to BASICFASTSPARSIFY succeed, since applying ROUNDING at the end
of the algorithm preserves degrees, recursively applying Item 1 in Lemma 7.7 shows that ng’ = ng.

It remains to show the spectral error bound. Observe that we have o = 2 in the first 71 calls to
BASICFASTSPARSIFY for each cluster (in Lines 9 to 9), and a = @ in the last 72 calls (in Lines 12 to 14).

Therefore, taking note of Corollary 7.1 and since I < m, the spectral error in all intermediate iterations across
all decomposition pieces is bounded by

o) (W-ﬁ + \/logzmlog (%) .TQ> -0 ( plog (”?;V> log log (T)) .

Additionally, there is an ﬁll -m L+ 4757 -ToI additive error term which comes from Corollary 7.1, which is bounded

by % after accounting for the change in the graph Laplacian (i.e., by Fact 2.3). For appropriate Cpg, this both

proves the desired spectral error bound by the triangle inequality, as well as the claimed 0.9Lg, < Lg < 1.1Lg,
throughout the algorithm by Fact 2.2, which again implies that G; is connected under our assumption that G
is connected (see discussion in Section 2). Finally, applying ROUNDING incurs at most § spectral error through
the final graph by Lemma 6.2, which is at most € spectral error through the original graph by Fact 2.3. The
guarantee on the weight increase is clear as we only modify weights within clusters, and Item 2 of Lemma 7.7
shows no edge weight grows by more than a factor of 60. This concludes the correctness proof.
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For the runtime, the total number of times we call BASICFASTSPARSIFY on each piece of the ER decomposition
isTi4+712 = O( W) Thus, Lemma 7.8 shows that with probability < 2, the number of times Lines 6 to 16 runs
is O(log %> ) for all decomposition pieces simultaneously. This gives the ﬁrst term in the runtime via Lemma 7.7,
as all decomposmon pieces have disjoint edges. For the second term in the runtime, it suffices to note that Lines 17
to 19 can be applied in parallel (after summing the degree imbalances d in Line 17) for all decomposition pieces
which terminate in a given run of Lines 6 to 16, so we do not pay a multiplicative overhead of |I| on the runtime
of Lemma 6.2. The total failure probability is via a union bound over Lemmas 7.7 and 7.8. a

7.4 Complete sparsification algorithm We now provide our complete near-linear time Eulerian sparsifi-
cation algorithm. Our algorithm iteratively applies the ER decomposition from Proposition 4.1, sparsifies the
decomposition using Algorithm 6, and calls Algorithm 1 on small-weight edges to maintain a bounded weight
ratio. The following theorem gives a refined version of Theorem 1.1.

Algorithm 7: FASTSPARSIFY(G, €, §)

Input: Eulerian G = (V,E,w) with w, € [1,U] for all e € E, €, € (0,1)

n+ |V|], m+ |E|

T + arbitrary spanning tree of G % und(G), E + E \ E(T)

R+ 6logn, Upax < U - 01135 for Cpg in Lemma 7.9

t< 0, wyg+<w

while ¢ < R and nnz([we ) > Qlog( )log(%) log? log (221t lmax ) . 2Chs do
Gy« (V,E,wy), Gy + und(Gy)

S + ERDECOMP([G4] 5,2, 25)

G, ¥ (V,E,w!) + DECOMPSPARSIFY(S, Gy, T
10 D« {ecE|w) < 5}

11 | W1 < [W)]gp p + ROUNDING(GY, [W}]p, T)
12 t—t+1

18 return H + (V,E,w;)

[\

ook W

> See Proposition 4.1.

© o N o

6 €
Y 2RY AR Umax)

THEOREM 7.1. Given Eulerian G = (V,E,w) with |V| = n, |E| = m, w € [LLU]® and £,6 € (0,1),
FASTSPARSIFY (Algorithm 7) returns Eulerian H such that with probability > 1 — §, H is an e-approzimate
Eulerian sparsifier of (_j, and

!
5] =0 ( 5 tostn)tog (%5 ) 08 o () ) 1o (=0 W) 0 1 )

M esupp(w’) We

The runtime of FASTSPARSIFY is O (m log? (2 Y log (nU)).

Proof. Throughout, condition on the event that all of the at most R calls to ERDECOMP and DECOMPSPARSIFY
succeed, which happens with probability > 1—J. Because DECOMPSPARSIFY guarantees that no weight grows by
more than a Cpg factor in each call, U,y is a valid upper bound for the maximum weight of any edge throughout
the algorithm’s execution. Moreover, we explicitly delete any edge whose weight falls below =

algorithm in Line 10, and these edges never appear in a call to ERDECOMP again. Hence, Jy.x = d log (%)

is a valid upper bound on the number of decomposition pieces ever returned by ERDECoMP, by Proposition 4.1.

Next, note that under the given lower bound on [w]; in a given iteration (which is larger than 2Cpg - nJmax),
the Sparsity progress guarantee in (7.25) shows that the number of edges in each iteration is decreasing by at
least a 6 7 factor until termination. Since m < n? and the algorithm terminates before reaching n edges, R is a
valid upper bound on the number of iterations before the second condition in Line 6 fails to hold, which gives the
sparsity claim Moreover, because the first term in the spectral error bound in (7.25) decreases by a geometric

factor of 1 — ﬁ in each round (as p scales inversely in the current support size of w;), the sum of all such terms
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contributes at most 256 times the final contribution before termination. By plugging in the bound p <
from Proposition 4.1 with the lower bound on m throughout the algorithm, the total contribution of these terms
is at most £. Similarly, the second additive term in (7.25) contributes at most § throughout the R rounds, and
the rounding on Line 11 also contributes at most 5 by Lemma 6.2. Here we remark that once an edge is rounded
on Line 11, it is removed from the support of w, for the rest of the algorithm. Adjusting these error terms by
a % factor (i.e., because of Fact 2.2 which shows Lg, for Gy = und(ét) is stable throughout the algorithm, and
Fact 2.3 which shows how this affects the error terms), we have the claimed spectral error guarantee. The sparsity
bound follows again by explicitly removing any e € E where [w]. = 0 from H.

Finally, the runtime follows from combining Proposition 4.1 (which does not dominate), and Lemma 7.9. Here
we note that we do not incur an extra logarithmic factor over Lemma 7.9 because the edge count is a geometrically
decreasing sequence (with constant ratio). O

33n log(n)
m

8 Applications

A direct consequence of our improved nearly-linear time Eulerian sparsifier in Theorem 7.1 is a significant
improvement in the runtime of solving Eulerian Laplacian linear systems due to Peng and Song [PS22]. In
turn, combined with reductions in [CKPPSV16], our improved Eulerian system solver implies faster algorithms
for a host of problems in directed graphs. We summarize these applications in this section. As a starting point,
we state the reduction of [PS22] from solving Eulerian Laplacian linear systems to sparsifying Eulerian graphs.

PROPOSITION 8.1. (THEOREM 1.1, [PS22]) Suppose there is an algorithm which takes in Eulerian G= (V,E,w)
withn = |V|, m = |E|, w € [1,U]¥, and returns an &'-approzimate Eulerian sparsifier with S(n,U, ') edges with
probability > 1 — 6§, in time T (m,n,U,&’,8). Then given FEulerian G = (V,E,w) with n = |V|, m = |E|,
w € [1,UJE, b € R, and error parameter ¢ € (0,1), there is an algorithm running in time

O | mlog nU +T mﬂl,U’l,ié
€ lognU
nU

y )
+0 (T (S (n,U,1),n,U,1, lognU) log(nU) + S(n, U, 1) log(nU) log (6))

which returns x € RV satisfying, with probability > 1 — 6,

. where G % und(G).

(8.26) Hx - ﬂ@b‘
Lg

< |t

Le

Plugging Theorem 7.1 into Proposition 8.1, we obtain our faster solver for Eulerian Laplacians. The following
corollary is a refined version of Corollary 1.1.

COROLLARY 8.1. (EULERIAN LAPLACIAN SOLVER) Given Eulerian G = (V, E,w) with |V| = n,|E| = m,w €
[1,U)%, b € RY, and error parameter ¢ € (0, 1), there is an algorithm running in time

o) (m log? (?) log (ngU) + nlog? (nU)log® (né]) log (n€U>)

which returns x € RV satisfying, with probability > 1 — 6,

. where G % und(G).

—f~b‘
<t .

< Jtin]

Le

We remark that there is a more precise runtime improving upon Corollary 8.1 in the logarithmic terms when
d,¢ are sufficiently small or U is sufficiently large, but we state the simpler variant for the following applications
and for readability purposes. Plugging our primitive in Corollary 8.1 into black-box reductions from [CKPPSV16]
then gives algorithms to solve linear systems in row-or-column diagonally dominant matrices, which we now define.

DEFINITION 8.1. We say M € R™ " is row-column diagonally dominant (RCDD) if My; > 37, |Myj| and
M > 3,4, [Myi| for all i € [n]. We say M € R™*™ is row-or-column diagonally dominant (ROCDD) if either
M > 37, IMyj| for alli € [n], or My > 37, [Myi| for alli € [n].
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Most notably, Eulerian Laplacians are RCDD, and all directed Laplacians are ROCDD. In [CKPPSV16] (see
also [AJSS19] for an alternative exposition), the following reduction was provided.

PROPOSITION 8.2. (THEOREM 42, [CKPPSV16]) Let M € R™ ™ be ROCDD, and suppose both M and its
diagonal have multiplicative range at most k on their nonzero singular values. There is an algorithm which, given
M, b € Im(M), and error parameter ¢ € (0,1), solves logQ(%) Eulerian linear systems to relative accuracy
poly(:=) (in the sense of (8.26)) and returns x € R™ satisfying

(8.27) [Mx — b, <e|[bl,
Moreover, if M is RCDD, a single such Eulerian linear system solve suffices.
Combining Corollary 8.1, Proposition 8.2, and a union bound then yields the following.

COROLLARY 8.2. (DIRECTED LAPLACIAN SOLVER) Given G = (V, E,w) with |V| = n,|E| = m,w € [1,U]Z,
b € RY, and error parameter ¢ € (0,1), there is an algorithm running in time

O ( mlog? nt log® nt + nlog? (nU)log® nt log? nt
oe € oe €

which returns x € RV satisfying, with probability > 1 — 6,

Hx - fT@b‘ L where G £ und(G).
G

_t
< L~b’
. <¢|te

Finally, we mention a number of results from [CKPPSV16; CKPPRSV17; AJSS19] which leverage RCDD
solvers as a black box. Plugging Corollary 8.1, Proposition 8.2, and Corollary 8.2 into these results, we obtain the
following runtimes. For simplicity, we only consider problems with poly(n)-bounded conditioning and poly(%)—
bounded failure probability, and let Tgore (m,7,€) = O(mlog?(n) log(2) +nlog®(n)log(2)) be the runtime of our
Eulerian Laplacian solver.

e Stationary distributions. We can compute a vector within /5 distance ¢ of the stationary distribution of
a random walk on a directed graph in time Tgopve(m,n, 1) - O(logz(%)).

e Random walks. We can compute the escape probability, hitting times and commute times for a random
walk on a directed graph to e additive error in time Tgolve(m, n,1) - O(logQ(g)).

e Mixing time. We can compute an e-multiplicative approximation of the mixing time of a random walk on
a directed graph in time Tgolve(m,n, 1) - O(log2(g)).

e PageRank. We can compute a vector within /5 distance ¢ of the Personalized PageRank vector with restart
probability 8 on a directed graph in time Tsorve(m, n, 1) - O(logQ(%) +log(1)).

e M-matrix linear systems. We can compute a vector achieving relative accuracy € (in the sense of (8.27))
to a linear system in an M-matrix M in time

M M

Teolve(m,n,€) - O <log2(n) log (” 1o 1” ”°‘H°°)> :

e Perron-Frobenius theory. Given a nonnegative matrix A € R™*™ with m nonzero entries, we can find

s € Rand v;, v, € R" such that %5 € [1,14€]5 AV, — sv, |l < ellvell, and [ATv;—svi]|loo < & lvi]|.,
in time

s (1AL Ao
%Olve(m7n75) O<10g ( 6p(A) .

def

6p(A) is the spectral radius of A: p(A) = lr/,k.

li1T1k~>oo||-Ak.Ho
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A Deferred proofs from Section 2

Fact 2.1. Let B=H —T be the edge-vertex incidence matriz of a graph, let x be a circulation in the graph (i.e.
B'x=0), and let X = diag (x). Then H' XH = T'XT and B'XH = —-T' XB.
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Proof. We observe that H' XH = diag (HTX> and T'XT = diag (TTX). The first claim then follows from

H'x =T x as x is a circulation. The second claim then follows from
B'XH=H'XH-T'XH=T'XT-T'XH=-T'XB.
0

FACT 2.2. Suppose G = (V, E S W& ), H= (V F,wpy) share the same vertex set and G ¥ und(G), H Y und(H).
IfBiwg =BLwy, then ILE(Le — L)L flop < 2|LE(Lg — £ 2)LE lop-

Proof. Throughout the proof, let

: :

Wi

and define H, T € {O 1}(EUF )*V' to be appropriate concatenations such that B = H — T. Observe that
B'w= BG B = Oy. By Fact 2.1, we have

—

L. TL.-B"WH, L I — BTWT-H WB=Lj_Lr~
G~ M — ’ rev(é)_ rev(ﬁ)__ - — G T HH-

It then suffices to apply the triangle inequality, that transposition preserves the operator norm, and the

characterization Lg = LG + Lre @) (with a similar equality for Hand H ). 0

Fact 2.3. Suppose G, H are connected graphs on the same vertex set V, and ||L]LG/2 (Lg — Lg) Lg/2||0ID <e. Then
for any M € RV*Y | we have |[LI*MLI? |, < (1 + &) LI/*MLI? .

Proof. Since Lg and Ly share a kernel, the given condition implies (1 —¢)Lg < Ly < (1 4+ ¢)Lg. Hence,
lv|lLe <1 implies ||v|jL, < +/1+ ¢, and so the conclusion follows from

1 1 1 1
HLgMLg = sup u'Muv < (1+¢) sup u'Mv = (1+¢) |L;MLZ
op u,vlly u,vlly op
lullglvlLg <1 ol llolle, <1
0
B Rounding

In this section, we prove Lemma 6.2, our guarantee on ROUNDING.

LEMMA 6.2. Given G = (V,E,w), a tree subgraph T of G o und(é) with minee gy we > 1, ROUNDING
(Algorithm 1) returns in O(n) time y € RE with supp(y) C T satisfying:

1. Bly=d.

2. Iyl < g lldll; -

3. For any z € RY satisfying Bgz =d, we have ||L2/2BE(Y — Z)HéngHop <n|zl;.
4 LG BEYHGLE o < nlyll;-

Proof. Throughout the proof we drop the subscripts é, G from B, H, L for simplicity. The algorithm sets y to be
the unique flow on the edges of tree T that satisfies B' y = d. Such a vector y can be constructed in O(n) time by
recursively computing the flow required at each leaf, and then removing the leaf. By construction, supp(y) C T.
Since d L 1y, we also have [ly[|., < 1 d|,.

Next, recall B'z = d, so ||d|, = [|[B"z|; < 2|z||,, and y — z is a circulation on G. We now show that
spectral error induced by this circulation y — z is not significant in the directed Laplacians. For every edge e ¢ T,
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we let ¢(7¢) € {0,1}F denote the (signed) incidence vector of the unique cycle in T'U e. We observe that z — y
can be expressed uniquely as ZegT z.cT¢) | so

HL%BT(Y _ 7Z)HL}

op op

<3 |z HL%BTCU@HL%
e¢T

It suffices to show that each operator norm in the right-hand side is bounded by n. Note that

HL%BTCW)HL%

- \/H(LiBTCW)HL%)(LlBTc(T@HL%)T
op

op

(B.1)

- \/HL;(BTC(T""’)H)LT(BTC(T""’)H)TLl

Op.

We will bound the norm of the last matrix in the above expression. Observe that B'CTH is just the directed
Laplacian of the cycle with unit weights. Denote it M for brevity. We further observe that MM is twice the
undirected Laplacian of the cycle with unit weights. Since the cycle with unit weights is a downweighted subgraph
of (the undirected graph) G, we have M' M < 2L. Thus,

ML'M™ <2MM "™M)"M" < 2.
This implies
LB CcTIH)LI(BTCTOH)TL? < 2L < 2Lk
Since T" has edge weights > 1 and diameter < n, HL%HOp < ”72 [Moh91]. By using this bound in (B.1) and taking

square roots, we obtain the third result.

To see the last result, we bound using the triangle inequality:

<D Iyl
op ecT

HL%BTYHL% Lb.e], L?

op

Note that bee;(e)eh(e)b;r = beb;r = L. Therefore, using ||L§q||Op < "72 < n?, we have the claim:

HL%beeZ(e)L%

= \/HLébee;(e)LTeh(e)bjLi
op

op

< \/ |LEb.e], Liesb L3

op

<n.
op

< n\/HL;beeZ(e)eh(e)bZL;

|

C Potential improvements to Theorem 1.2

In this section, we discuss two natural avenues to improve the sparsity of our sparsifier construction in Theorem 1.2:
improving the matrix discrepancy result in Proposition 6.1, and obtaining a graph decomposition with stronger
guarantees than Proposition 4.1.

Partial coloring matrix Spencer. Consider the following conjecture.

CONJECTURE C.1. (PARTIAL COLORING MATRIX SPENCER) There is a constant v € (0,1) such that for
{Ai}icpm) C S™ with (|3 cm AZ|lop < 1, there exists x € [~1,1]™ such that

i€[m]

i

op
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By observation, applying the posited coloring in Conjecture C.1 in place of Proposition 6.1 and Corollary 6.1
when designing our EXISTENTIALDECOMPSPARSIFY (see the proof of Lemma 6.3)would remove the last low-
order term in Theorem 1.2, giving a sparsity bound of O(nlogU + nlog(n) - €72), which is O(nlog(n) - £~2) for
U = poly(n). Conjecture C.1 has already been stated implicitly or explicitly in the literature in several forms
(see e.g., Conjecture 3 in [RR23] with p = 00). Notably, it is stronger than the matrix Spencer conjecture, which
asserts (in the most prominent special case) that for a set of matrices {A;};cn € S™ with [|Aillop < 1 for all
i € [n], there exists x € {£1}" such that |3 ;1 XiAillop = O(y/n). In the context of Conjecture C.1, considering

the matrices ﬁAi, the assumption is satisfied since %Zl Af =< I, and hence Conjecture C.1 implies a partial

coloring with spectral discrepancy O(1) (i.e., x € [—1, 1]™ with a constant fraction of coordinate magnitudes equal
to 1). Standard boosting techniques (see, e.g., [Gia97] or Section 4 of [Rot17]) show that we can recurse upon
this partial coloring scheme to obtain a full coloring in {£1}", since the matrix variance decreases by a constant
factor in each iteration.

We also note that Conjecture C.1 has already been established in prominent settings, when the matrices
{Ai}icm) C S™ are all low-rank. For example, Theorem 1.4 of [KLS20] proves Conjecture C.1 for rank-1 matrices
(with a precise constant v = ), and if all {A;};c[m have images supported in the same O(y/n)-dimensional
subspace, Theorem 3.5 of [HRS22] also proves the claim. For completeness, using tools recently developed in
[BJM23], we provide a proof of Conjecture C.1 in one of the strongest settings we are aware of known in the
literature.

ProposITION C.1. (LEMMA 3.1, [BJM23]) There is a constant v € (0,1) such that for {A;}icpm) C S™ with
122 i€ m) AZ|lop < 02 and with Zie[m]”Ai”%‘ < mf?, there exists x € [—1,1]™ such that

[{i € [m] | [xi] =1} > ym, and || Y x;A; §%<U—|—\/J>flog%(n)>.

i€[m] op

COROLLARY C.1. If the images of all A; are supported in the same r-dimensional subspace and m > r -log®n,
Conjecture C.1 is true.

Proof. By linearity of trace, we can choose f such that

fQ:%ZTr(Af):%Tr oAt <y Az <

i€[m] 1€[m] i€[m] op

where we use that the rank of Zie[m] A? is at most r. The resulting discrepancy bound is

0 (1 + \/Z : 1og3(n)>

which proves the claim for sufficiently small v, under the assumed parameter bounds. ]

For example, while Corollary C.1 does not establish Conjecture C.1 in full generality, it does establish it when
m is larger than n by a polylogarithmic factor, as we may take r = n.

Stronger effective resistance decomposition. We further observe that another avenue to improving
Theorem 1.2 is via strengthening Proposition 4.1, the graph decomposition result it is based on. We present

one source of optimism that the parameters in Proposition 4.1, which gives an (O("loilgn),O(l),O(log U))-ER

m
decomposition, can be directly improved, though this remains an open question suggested by our work. In

particular, we use the following claim in [AALG18].

PropoOSITION C.2. (THEOREM 3, [AALG18]) Given G = (V, E,w) with n = |V| and sufficiently large C' > 1,
there is a constant o € (0,1) and a polynomial-time algorithm which finds a partition V- = {V;};ers such that if

(G, = G[V;]}jern are the corresponding induced subgraphs, we have
(©2) Y w, g e

Ca '’
eeE\UjG[J] E(Gj)
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and

(C.3) max ERq(u,v) "

<—4 ijelJ.
u,EV; T C3a)y cpWe for all j € [J]

Proposition C.2 immediately implies an improvement of Proposition 4.1 when w is well-behaved.

COROLLARY C.2. If G = (V,E,w) hasw € [L,U]¥ for U = O(1), there ezists a (Bim, 00, 1)-ER decomposition of
G, for a constant 8 € (0,1).

Proof. Let m & |E|. Apply Proposition C.2 to G with parameter C' + % = O(1). The guarantee (C.2) implies
that the total cut weight is at most %, so less than half the edges are cut as min.c g w, > 1. Further, (C.3) shows
that the p parameter in Definition 4.1 is bounded by U - 7%~ = © (%), as desired. Each vertex appears in at
most one decomposition piece by definition. O

The main difference between the statement of Proposition C.2 and that needed to generalize Corollary C.2
beyond the bounded weight ratio case is that Proposition C.2 measures the cut edges by the amount of total
weight cut, rather than the number of edges cut. Indeed, for a general n-vertex, m-edge graph G = (V, E, w)
with w € [1,U]¥ but where U may be superconstant, let W = Y ecr We, and let G’ = (V, E',wp:) where & C E
removes any edge in E with weight larger than % (so |E'| > 3Tm) Applying Proposition C.2 with any constant

C on @ yields
w n n
Q&%@éﬂ We) (H”é ERGW’”)) =0 (m> o) =0(;)

as desired. Unfortunately, the claim (C.2) does not imply few edges are cut in this case, though for sufficiently
large C, it does imply only a small fraction of total weight is cut.

We conclude this section by mentioning one barrier to improving the guarantees of [AALG18], towards
obtaining a variant of Corollary C.2 which holds for superconstant weight ratios U. In particular, no single
decomposition of G’s vertices can simultaneously guarantee a bounded effective resistance diameter while cutting
a small number of edges, as the following example demonstrates.

Let H be a path graph with all edge weights 1, and let G equal H plus a clique with edge weights n=%.
Since Ly <X Lg =< 2Ly, we have %ERH(u,v) < ERg(u,v) < ERg(u,v) for any vertices u,v. We claim that any
vertex-disjoint partition of G which cuts at most 3 edges must have one component with resistance diameter
Q(n). Indeed, any partition Py, Ps, ... P, with |P;| = n; does not cut exactly Zle % edges: as this must
be more than %, we have

TS ngl<maxnil> Zm—n(maxnil).
2 k 2 2 \lie[k] k 2 \ic[k]
1€[k] i€[k]
Since m = w, the largest partition piece has > 5 vertices, and since any path of length k has resistance
diameter k, this piece has diameter 2(n). Thus any potential application of the techniques of [AALG18] towards
improving Proposition 4.1 must partition its input by both vertices and edges; extending [AALG18]’s approach
to subsets of edges is an intriguing open question.

Finally, we mention that the definition of a graph decomposition highlighted in this work, the ER
decomposition of Definition 4.1, may not be the only useful notion of decomposition for constructing Eulerian
sparsifiers. A potentially fruitful open direction is to explore other related decomposition notions, for which there
may be better bounds bypassing difficulties with ER decompositions.

D Proof of Proposition 6.1

In this section, we show how to modify the proof of Lemma 3.1 in [BJM23] to yield the tighter concentration
bound claimed in Proposition 6.1. In particular, we show how to obtain the second argument in the minimum,
since the first was already shown by [BJM23]. To do so, we recall the following known concentration bounds from
[Trol8; BBvH23|.
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PROPOSITION D.1. (COROLLARY 3.6, [TRO18]) Let n > 8 and {Ai}icpm) € S™ satisfy |3;¢ ) Afllop < 0 and
maXU,MWeU””Ei,je[m] A, UA; VA WA,|op <w. Then, for g ~ N(0,,,L,), there is a universal constant Cyo
such that

E Z g, A; < Ciro - (0’ 1og% n-+ wlog% n)
i€[m] op

LeEMMA D.1. (PrOPOSITION 4.6, [BBVH23]) For {A;}icpm) € S™,

2 2

(D.4) ax > AUAVAWA < || A7 || D vec(Ay)vec(Ay) ||
o ]

1,j€[m] i€[m 1€[m]

op op op

where vec(A) € R" s the vectorization of A.
By combining Proposition D.1 and Lemma D.1, we have the following corollary.

COROLLARY D.1. Let n > 8 and {A;}icpn) € S™ satisfy |13 ;¢ pm) AZ|lop < 02 and
12 e pm) vec(A;)vec(A;) T |lop < v2. Then, for g ~ N(Om,1,,), there is a universal constant Cyyo such that

E Z g Al < Co- (O’ logi n+ \/ﬁlog% n) .

i1€[m] op

By replacing Theorem 1.2 of [BBvH23] with Corollary D.1 in the proof of Lemma 3.1 in [BJM23], we obtain

the second term in Proposition 6.1; we may use the better of the two bounds. To handle the n > 8 constraint,

for any smaller n, we can pad with zeroes up to dimension n = 8, which does not affect any operator norms and
only changes constants in the claim.
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