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Abstract

We consider the foundational problem of maintaining a (1 — €)-approximate maximum weight matching
(MWM) in an n-node dynamic graph undergoing edge insertions and deletions. We provide a general reduction
that reduces the problem on graphs with a weight range of poly(n) to poly(1/e) at the cost of just an additive
poly(1/e) in update time. This improves upon the prior reduction of Gupta-Peng (FOCS 2013) which reduces
the problem to a weight range of e~?1/9) with a multiplicative cost of O(logn).

When combined with a reduction of Bernstein-Dudeja-Langley (STOC 2021) this yields a reduction from
dynamic (1 — €)-approximate MWM in bipartite graphs with a weight range of poly(n) to dynamic (1 — &)-
approximate maximum cardinality matching in bipartite graphs at the cost of a multiplicative poly(1/¢) in
update time, thereby resolving an open problem in [GP’13; BDL’21]. Additionally, we show that our approach
is amenable to MWM problems in streaming, shared-memory work-depth, and massively parallel computation
models. We also apply our techniques to obtain an efficient dynamic algorithm for rounding weighted fractional
matchings in general graphs. Underlying our framework is a new structural result about MWM that we call the
“matching composition lemma” and new dynamic matching subroutines that may be of independent interest.

1 Introduction

The mazimum matching problem is foundational in graph algorithms and has numerous applications. A matching
is a set of vertex-disjoint edges in an (undirected) graph. In unweighted graphs, G = (V, E), the problem, known
as mazimum cardinality matching (MCM), is to find a matching with the maximum number of edges (also known
as the matching’s size). More generally, in weighted graphs, G = (V, E, w), where each e € E has weight w(e) > 0,
the problem, known as mazimum weighted matching (MWM), is to find a matching M of maximum weight, i.e.,
> ecar w(e). For simplicity, throughout the paper, we assume that each w(e) € [1, W] for W = poly(n).

In the standard static or offline version of the maximum matching problem, it was recently shown how
to compute maximum matchings in unweighted and weighted bipartite graphs in almost-linear time [23] [39)
(when the edge weights are integer). Though this almost resolves the complexity of the problem in the standard
static, full-memory, sequential model of computation, the complexities of the problem in alternative models of
computation such as dynamic, streaming, and parallel models are yet to be determined. The problem has been
studied extensively in these models and there are conditional lower bounds that rule out efficient algorithms for
exact maximum matching in certain settings (see, for example, [31] for dynamic and [30] for streaming).

Consequently, there has been work on efficiently computing approzrimately maximum matchings. There is
a range of approximation quality versus efficiency trade-offs studied (see e.g., [13] [14] 27 |40} [16]). We focus
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on the gold standard of computing (multiplicative) (1 — )-approximate matching, that is a matching of size or
weight that is at least (1 —¢) times the maximum. While there are algorithms that compute (1 — ¢)-approximate
maximum matchings in many computational models, there is often a significant gap between the bounds for
weighted and unweighted graphs; many state-of-the-art results are limited to unweighted graphs. However, in
dynamic, streaming, and parallel computational models, there is no clear indication of a fundamental separation
between the computational complexity of the two cases. It is plausible that the existing gap could be due to a
relative lack of techniques for working with weighted matchings.

Closing the gap between the state of the art for weighted and unweighted matchings is an important open
problem. Several works have made progress on this problem by developing meta-algorithms that convert any
algorithm for unweighted matching into an algorithm for weighted matching in a black-box fashion (albeit with
potential loss in approximation quality and efficiency). The central focus of this paper is to provide improved meta-
algorithms and new tools that more efficiently reduce weighted matching to unweighted matching. We motivate,
develop, and introduce our results through the prominent dynamic matching problem (which we introduce next),
though we also obtain results for streaming and parallel settings.

Dynamic Weighted Matching In the dynamic matching problem, a graph undergoes a sequence of
adversarial updates, and the algorithm must (explicitly) maintain an (approximate) maximum matching in the
graph after each update The goal is to minimize the update time of the algorithm, which is the time needed
to process a single update. In the most general fully dynamic model, each update either inserts an edge into
or deletes an edge from the graph. We also consider two natural, previously studied, partially dynamic models,
including the incremental model, where each update can only insert an edge, and the decremental model, where
each update can only delete an edge.

Over the past decades, meta-algorithms for reducing dynamic matching on weighted to unweighted graphs
have been developed (with different approximation and update time trade-offs). The first general reduction is
by Stubbs and Williams [38], who show that any dynamic a-approximate MCM algorithm can be converted to a
dynamic (1/2 — €)a-approximate MWM algorithm with (multiplicative) poly(logn,c~!) overhead in the update
time.

More recently, the state of the art was achieved by a result of Bernstein, Dudeja, and Langley [11]. This
paper reduces the approximation error for weighted matching to (1 — €)a in bipartite graphs and (2/3 — ¢)«
in non-bipartite graphs with e=©(1/¢) log n multiplicative overhead in the update time. [11] crucially relies on
different general reduction of Gupta and Peng [29], which reduces weighted matching in a general (not necessarily
bipartite) graph with large weights to one with small weights—concretely, from real values in [1, W] to integers
in {1,...,e790(/9)} —at the cost of an extra (1 — ¢)-approximation factor and O(logn) multiplicative overhead.

All of these reductions mentioned incur a multiplicative overhead of only O.(poly(logn)) to the update
time, where we use Og(-) to hide factors depending on e. However, the dependence of 1/e in update time
overhead in previous reductions for (1 — €)-approximate MWM [29] [11] are all exponential. Consequently, even
for e = 1/O(logn), an accuracy decaying slowly with increases in the graph’s size, the algorithms may no longer
achieve non-trivial update times.

Our Contribution Our first contribution is the following weighted-to-unweighted reduction in bipartite
graphs, which settles the open problem of |29, [11] for bipartite graphs. Interestingly, this reduction, along with
the prior reductions in [29, [38, [11], are partially dynamic preserving, i.e., if the input unweighted matching
algorithm is incremental or decremental, then the resulting weighted matching algorithm is also incremental or
decremental respectively.

THEOREM 1.1. (INFORMAL VERSION OF [THEOREM 5.8) Given any dynamic (1 — €)-approzimate MCM algo-
rithm in n-node m-edge bipartite graphs with update time U(n,m,e), there is a transformation which pro-
duces a dynamic (1 — O(g))-approzimate MWM algorithm for n-node bipartite graphs with amortized update
time U(poly(1/e) - n,poly(1/e) - m,e) - poly(1/e). This transformation is partially dynamic preserving. In non-
bipartite graphs, the approximation ratio for weighted matching becomes 2/3 — O(e). Moreover, if the unweighted
algorithm is deterministic, then so is the weighted algorithm.

1Some papers instead maintain a data structure that can answer queries about a maximum matching, e.g., [21]. The low-recourse
transformation we propose in [Section 5.4 can convert certain algorithms that maintain the matchings implicitly to ones that maintain
them explicitly. For the simplicity of the statement, unless stated otherwise, the dynamic matching algorithms in the paper should
maintain a matching explicitly.
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Beyond improving the exponential dependence on 1/e to polynomial, [Theorem 1.1|also eliminates the O(logn)
factors in the update-time of [11]. Therefore, [Theorem 1.1] implies that in dynamic bipartite graphs, (1 — ¢)-
approximate MWM shares the same complexity as (1 — €)-approximate MCM, up to poly(1/¢) factors.

In the case of general graphs, we make substantial progress towards reducing weighted matching to unweighted
matching. Indeed, a crucial ingredient of our algorithm is a reduction from large weights to small ones, which
applies to non-bipartite graphs as well.

THEOREM 1.2. (INFORMAL VERSION OF [THEOREM 3.2)) Given any dynamic (1 — €)-approzimate MWM al-
gorithm in n-node m-edge general (possibly non-bipartite) graphs with weights in [1,W] with update time
U(n,m, W, e), there is a transformation which produces a dynamic (1 — O(e))-approzimate MWM algorithm for
n-node general graphs with amortized update time U(poly(1/e) - n,poly(1/e) - m,poly(1/e),e) - poly(log(1/e)) +
poly(1/e). This transformation is partially dynamic preserving.

removes the exponential dependence on 1/¢ in [29] and again incurs no logn factors in the
update-time overhead (whereas [29] incurs logn).

Additionally, our framework leads to a dynamic weighted rounding algorithm with a polylogarithmic
dependence on W, improving over that of [22] (which depends linearly on W). Here, a weighted rounding
algorithm maintains an integral matching supported on a dynamically changing fractional one while approximately
preserving its weight (see . This shows that dynamic integral matching, weighted or not, is
equivalent to dynamic fractional matching (up to poly(logn,1/e) terms). For example, as discussed in [22],
this leads to a decremental (1 — )-approximate MWM algorithm in weighted general graphs with update
time poly(logn,1/¢). Previously, rounding algorithms with poly(logn,1/¢) update times were only known for
unweighted graphs, bipartite [5l 40, [15] [19] and general [22] 25].

THEOREM 1.3. (INFORMAL VERSION OF There is a dynamic weighted rounding algorithm with

O(poly(1/e)) update time.

Techniques Our key technical contribution is which removes the e ~?(1/) factor in an analogous
result of [29]. To reduce edge weights in weighted graph G = (V, E, w) with vertices V', edges E, and edge weights
w, both our reduction and the one in [29] define edge sets E; C F, where each edge set is defined solely as a
function of weights. The algorithm then computes an arbitrary (1 — €)-approximate MWM M, in each E; and
shows that the M; can be combined to compute an approximate MWM M for the entire graph. Consequently,
the edge sets, F;, are chosen to satisfy the following two properties:

1. Within each F;, the ratio p of the maximum to minimum edge weight is small (we call this the width of the
interval). This is the crux of our weight-reduction because a simple scaling and rounding approach yields
the requested M; using only an algorithm for integer weights in {1,...,[p/e]}.

2. py(My U .. UMy) > (1 =€) (G), where i, (+) is the weight of the MWM in the input graph or edge set.
This property is to ensure that the M; can be combined to obtain a (1 — ¢)-approximate matching.

In the algorithm of [29], the intervals were disjoint; in fact, they were well-separated. This made it easy to
prove property 2 above via a simple greedy combination. We show, however, that any set of disjoint intervals E;
that satisfies property 2 must have, in the worst case, width p > exp(1/¢). (See for more details.)

To bypass this barrier, we allow for overlapping intervals. This forces us to use a different and more involved
analysis, as the analysis of [29] crucially relied on disjointedness. At the outset, it is not clear that this is even
enough. In fact, as we discuss below, it is only narrowly suffices in that our analysis crucially relies on the
matchings M; being (1 — ¢)-approximate, rather than a-approximate for some constant « < 1.

Our key technical contribution consists of two new structural properties of weighted matching, which we call
matching composition and substitution lemmas (see and . On a high level, these two lemmas
show that as long as the weight classes E; overlap slightly, a width of poly(1/¢) is sufficient to ensure the second
property above.

Using the above idea inside the framework of [1I] with a simple greedy aggregation algorithm in [29]
immediately yields a weaker version of [Theorem 1.1 (with poly(1/¢) - O(logn) multiplicative overhead and a
slightly worse dependence on 1/¢). We further optimize the greedy aggregation in [29] to remove the logn factor,
improve the analysis of [11], and propose a low-recourse transformation to remove several poly(1/e) factors.

Copyright (© 2025
Copyright for this paper is retained by authors



A Limitation of Our Reductions Although our results successfully remove the exponential dependence
on 1/e in prior work, they also have a limitation. The work of [29] reduces «(1 — ¢)-approximate matching with
general weights to a-approximate matching with small edges weights; crucially, it works for any a < 1. By
contrast, our requires o = (1 —¢). As a result, our also requires a = (1 — ¢), while
the analogous result of [11] works for any «. Consequently, there are several applications related to smaller «, for
example, a = 1/(2—+/2) (see [10,18,19]) or v = 2/3 (see [13}[14]) that benefit from [11] but not from our reduction.
Notably, there are also conditional lower bounds ruling out efficient (1 — ¢)-approximate matching algorithms in
various models, specifically the fully dynamic [36] and the single-pass streaming model [34]. Nonetheless, (1 —¢)-
approximate matching is a well-studied regime, and, as we show in our reduction improves the state of
the art in multiple computational models.

Perhaps surprisingly, this limitation is inherent to the general framework discussed above. More precisely,
consider a scheme which picks edge sets E; = {e | £; < w(e) < r;}, computes an arbitrary a-approximate matching
in each M;, and then shows that p,,(M; U...U M) > (o —¢) - iy (G). Our key contribution is to show that for
a = (1 —O(e)), there exist suitable edge sets with width poly(1/e). However, our sets do not necessarily work
for a fixed constant o < 1; in fact, we show that for a < 1, there are graphs for which any suitable edge sets
necessarily have width exp(1/¢) (as what was done in [29]). Generalizing our result to all work for all & would
thus require a different approach. See [Section C for more details.

Overview of the Paper In the remainder of the introduction, in we give an informal overview
of our results in other computational models and in we discuss concrete applications. Thereafter, we
state preliminaries in [Section 2| In [Section 3| we give a technical overview including our main structural lemma
that implies our reduction framework. We then show our main technical lemma in which helps to
prove the main structural lemma, and state our framework in in detail. We state applications of our

framework in We conclude with open problems in

1.1 Additional Computational Models

Our Results Although the above theorems were written for dynamic models, our techniques are general
and apply to a variety of different models. In [Section 6 we state formal reductions in a variety of models; here,
we simply state the main takeaways. We show that analogs of the results in [Theorem 1.1| and [Theorem 1.2| also
apply to the semi-streaming, massively parallel computing (MPC) with O(nlogn) space per machine, and the
parallel work-depth models. We suspect they apply to other models as well, but in this paper, we focus on these
four.

In the case of semi-streaming and MPC, the reduction when applied to existing algorithms, leaves the number
of passes/rounds the same (up to a constant factor), but increases the space requirement by logn - poly(1/e).
On the other hand, in the parallel work-depth model, the work increases by a factor of logn - poly(1/¢), and the
depth increases by an additive log;2 n factor. Despite these overheads, we can improve many of the state of the
arts in these models.

Later in this section, we discuss these improvements and our contributions in more detail.

Contrast to Previous Work As in the case of dynamic algorithms, when we turn to other models our
[Theorem 1.1] and [Theorem 1.2] achieve the same reductions as [11] and [29] respectively, except that we reduce
their multiplicative overhead of e~?(/¢) to poly(1/e). There is also a different reduction of Gamlath, Kale,
Mitrovic, and Svensson [26], which works in both the streaming and MPC models, but not in the dynamic model.
[26] has the advantage of reducing the most general case of weighted non-bipartite matching to the simplest
case of unweighted bipartite matching, but it has exponential dependence on 1/¢ and it increases the number of
passes/rounds by a e=O0/9) factor (which is generally considered a bigger drawback than the space increase).

Similar to the dynamic models, our reductions have a somewhat narrower range of application than those of
[11] and [29] even in MPC, parallel, and streaming models because ours do not work for general approximation
factors: they only reduce a (1 — ¢)-approximation to a (1 — ©(e))-approximation. There is also a second, more
minor drawback, which is that our reduction in [Theorem 1.2 works in a slightly narrower range of models than
the corresponding reduction of [29]. For example, the reduction of [29] applies to algorithms that only maintain
the approximate size of the maximum matching (see [18| [10]), whereas our reduction only applies to algorithms
that maintain the actual matching. But for the most part, our reduction and that of [29] apply to the same set
of models.
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1.2 Applications In this subsection, we give an informal overview of some of the implications of our reductions.
For a more formal statement of the results, we refer the reader to

Applications to Bipartite Graphs Since our reduction from weighted to unweighted matching is black-
box, it immediately improves upon the state of the art for weighted matching in a wide variety of computational
models. Many of these results which achieve the state of the art were obtained by plugging existing unweighted
algorithms into the reduction of [I1], and hence incur a multiplicative overhead of e~©(}/¢). Plugging in our
reduces the multiplicative overhead to poly(1/¢). In particular, our reduction obtains weighted
analogs of the following unweighted bipartite results.

1. A fully dynamic algorithm for maintaining a (1 —e&)-approximate MCM in O(y/m poly(1/¢)) time per update
[29].

2. A decremental (1 — ¢)-approximate MCM algorithm with update time poly(logn,s~1) [12] [32].

3. A fully dynamic algorithm for maintaining a (1 — ¢)-approximate MCM with update time O(poly(e~!) -
ey ) 136]-

4. A fully dynamic offline algorithm for maintaining a (1 — &)-approximate MCM with update time
O(n%%8 poly(e71)); in the offline model, the entire sequence is known to the algorithm in advance [36].

5. An incremental (1 — ¢)-approximate MCM algorithm with update time poly(e~1) [20].
6. An O(e~2)-pass, O(n) space streaming algorithm for (1 — &)-approximate MCM [§]
7. An O(¢72 - loglog n)-round, O(n) space per machine, MPC algorithm for (1 — ¢)-approximate MCM |[§].

Our reduction extends all of the above results to work in weighted graphs: the multiplicative overhead is only
poly(1/¢) in the dynamic model, as well as a O(logn) factor in some of the other models. Before our work, the
weighted versions of and 4| had a multiplicative overhead of e~?(1/¢) . log W. For others mentioned on the
list, separate weighted versions were known (see [17} 35]), but had worse dependence on either log n factors or =1
factors. Our main contribution here is to remove these overheads and, equally importantly, to streamline existing
research by removing the need for a separate weighted algorithm.

Note that there are additional results on streaming approximate matching algorithm which obtain improved
pass dependencies on € at the cost of poly(logn) factors [IL [ [7, [6]. Our reduction does not improve the state of
the art here for such methods. Therefore, we focus on algorithms that have pass complexities that only depend
on €.

Applications to Non-Bipartite Graphs Similar to [Theorem 5.8, our aspect-ratio reduction in
also works as a black-box. Each of the results below was initially obtained by applying the reduction of
[29] to a weighted matching algorithm with a large dependence on W. By plugging in our reduction, we reduce
the e-dependence in all of them from e~?(*/¢) to poly(1/e).

1. A fully dynamic algorithm for maintaining a (1 — &)-approximate MWM in general graphs in y/m -e~?(1/¢).
log W time [29].

2. A decremental algorithm for maintaining a (1 — €)-approximate MWM in general graphs in poly(logn) -
e~00/9) ypdate time [22].

3. A poly(log n)-e~9(/¢) update time algorithm for rounding (1—e&)-approximate weighted fractional matchings
in general graphs to (1 — ©(¢))-approximate integral matchings [22].

2 Preliminaries
def

General Notation For positive integer k, we let [k] & {1,...,k}. For sets S and T, we let S & T =
(S\T)U (T \ S) denote their symmetric difference.
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Graphs and Matchings Throughout this work, G = (V, E) denotes an undirected graph, and w : E — Rs
is an edge weight function. The weight ratio of G is max. w(e)/ miny w(f). A matching M C E is a set of vertex-
disjoint edges. The weight of a matching M, denoted w(M), is the sum of the weights of the edges in the matching:
w(M) = > ecm w(e). We denote the maximum value of w(M) achieved by any matching M on G by i, (G).
For « € [0, 1], an a-approximate MWM of G is a matching M such that w(M) > a - iy, (G). The following result
states that we can compute an (1 — ¢)-approximate MWM very efficiently.

THEOREM 2.1. ([24, THEOREM 3.12]) On an m-edge general weighted graph, a (1 — &)-approzimate MWM can
be computed in time O(mlog(e~1)e1).

Weight Intervals For I C R, we denote by G the subgraph of G restricted to edges e such that w(e) € I.
A set of (disjoint) weight intervals [¢1,71),..., [k, 7%) C R has weight gap § if £;41 > & -r; for all i € [k — 1] and
we call such a set of weight classes d-spread. We also say that the set of intervals is §-wide if r; > 0 - £; for all
i € [k]. If ;41 = r; and the intervals cover [1, W], then we say the intervals are a weight partition.

Computational Model We work in the standard Word-RAM model in which arithmetic operations over
©(logn)-bit words can be performed in constant time.

3 Technical Overview

Here we give an overview of our framework. For comparison and motivation, in we first
introduce a result of [29], which provides a deterministic framework that is partially dynamic preserving for
dynamic approximate MWM algorithms to reduce the weight range to e ~(1/¢) with an overhead of O(log W).
In [Section 3.2] we explain the difficulty of reducing to poly(1/e) weight range using [29]. Motivated by this,
in [SecL-HSB, we introduce our key technical innovation, the matching composition lemma , that
allows us to bypass the barrier. We then show that this lemma naturally induces our algorithmic framework that
reduces the weight range down to poly(1/¢). Finally, in @, we overview several further improvements
that we made to shave off logn and 1/e factors from the running time.

3.1 Weight Reduction Framework of Gupta—Peng The reduction framework of [29] works as follows.
First, it groups edges geometrically by their weights so that the weight ratio of each group is ©(1/¢). It then
deletes one group for every O(1/¢) consecutive groups and merges the remaining consecutive groups. We refer
to the merged groups as weight classes; note that they are ©(1/¢)-spread and have weight ratio ¢=©0/9) For
each of these weight classes, a (1 — ¢)-approximate MWM is maintained. Because the weight classes are ©(1/¢)-
spread, a simple greedy aggregation [4] 29 [38] of the (1 — ¢)-approximate MWMSs on each weight class leads
to a (1 — O(e))-approximation of p.,(G). As a result, this reduction reduces general approximate MWM to the
problem of maintaining an approximate MWM inside a weight class with weight ratio e=©(1/),

More formally, the algorithm of [29] assigns all edges e with weight w, € [e¢, E_(“‘l)) to the ith group. Let
G9) denote the graph obtained by deleting all groups i such that i = j mod [e71]. An averaging argument shows
that max; 1, (GW)) > (1 — O(¢))ptw (G). So it suffices to maintain a (1 — O(¢))-approximate MWM on each G
and return the one with maximum weight.

To do so, [29] merges all groups between neighboring deletions to form weight classes in G, Those weight
classes have weight ratio e~©(1/¢) and are ©(1/¢)-spread. [29] proceed by maintaining a (1—e&)-approximate MWM
M lgj ) on each weight class [Z,(C] )7 r,(f )); by scaling down appropriately, maintaining each M. ,gj ) requires maintaining
a (1 — g)-approximate MWM in a graph with edges in range [1,6~®(1/9)] as desired. The authors of [29] then
greedily aggregate the M; into a single matching M by checking the M; in descending order of weight range and
including in M any edge that is not adjacent to existing edges in M. The ©(1/e) weight gap between weight
classes ensures that for each edge e in the final matching M, the total weight of edges in |J M; that were not
included in M because of e is at most O(e) - w,. Since (1 — O(g)) 1w (G) < (1 — O(e))p (GYW)) < 3=, w(M;), the
greedy aggregation keeps a 1 — O(e) fraction of the weight in ), w(M;) thus is a (1 — O(¢))-approximate MWM.

3.2 Disjoint Weight Classes Require Exponential Width The ©(1/¢e) weight gap plays an important role
in [29] because it ensures that u,, (|JM;) > (1 — O(e))pw(G), while also allowing for efficient greedy aggregation.
But as long as we try to maintain weight classes that are 1/e-spread, it seems hard to reduce the weight ratio all the
way down to poly(1/e). This is because it would require deleting a constant fraction of the initial weight groups
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(the ones of weight ratio ©(1/¢)), so the MWM on the remaining graph G) would have a much smaller weight
than g, (G). Indeed, we rule out the possibility of a broader family of methods that works with non-overlapping
weight classes (which includes all methods that create weight gaps) by answering the following question in the
negative.

QUESTION 3.1. For any graph G, is there a weight partition [1,71), ..., [k, k) such that r;/¢; < poly(1/e) holds
for all i and given any set of (1 — ¢)-approvimate MWM M; on each Gy, .,y we have

fo(My UMy U+~ U M) > (1 — O(e)) - pra(G)?

To see why methods creating ©(1/¢) weight gaps are a special case of the weight partition allowed in
[Question 3.1, note that given any partition with gaps, we can naturally define a weight partition by letting
each weight gap be its own weight class; if a large matching exists after deleting the edges in the gaps, it still
exists when we keep those edges.

We give a counterexample (see that answers in the negative, even when the weight
partition can be chosen depending on the input graph (recall that [29] chose the weight partition up front, oblivious
to the structure of the input graph). To see why this is the case, consider the gadget shown inbelow. Fix
a partition P of [1, W] into weight classes. Observe that if this partition “separates” the gadget, i.e., some weight
class ¢ in P contains only the weight 1 but not 1.5 (and the other weight class j contains 1.5), then it leads to an
overall loss larger than (1 —¢). More concretely, if the matching M; in class i restricted to the gadget contains the
edge bc (and not ab), then MWM(M; U M;) = 1.5 while the entire gadget contains a matching {ab, cd} of weight
2.5. The final counterexample we construct then contains multiple copies of the gadget with different weights and
argues that any weight partition P with r;/¢; < poly(1/e) for all ¢ must “separate” sufficiently many gadgets.
Consequently, it cannot preserve (1 — &)-approximation.

@ 1 @ 1 @ 1.5 @

Figure 1: Gadget for answering [Question 3.1|in the negative

3.3 Leveraging Weight Overlaps: the Matching Composition Lemma How can we bypass this barrier?
Let us take a closer look at In the gadget above, there are two possible M; for the weight class i that
contains the weight 1: either it contains the edge ab or bc. As we have discussed above, the “bad” case is when
M; contains bc instead of ab, in which case the edge bc will be “kicked out” by the edge cd in M; and results in
a weight loss. Notice also that the weight loss affects the final approximation ratio when the weights of bc and
cd are relatively close (as depicted in —if instead of 1.5, the weight of ¢d is changed to at least 1/e,
then the weights of ab and be are negligible compared to cd (up to an ¢ fraction), and it is okay if somehow M;
contains bc and it is “kicked out” by cd. Therefore, to fix the issue, for any two weight values w; and wsy that are
close enough (in particular, ¢ < wy/we < 1/¢), we should have a weight class that contains both of them. On the
other hand, it is fine for w; and ws to not be in any weight class together if they are far apart.

Based on the observation, we see that if the weight classes are disjoint, then there will always be two close-
enough weight values that are separated by the partition. As a result, instead of creating weight gaps, we should
leverage overlaps between adjacent weight classes. More concretely, we compute the approximate MWM for each
weight class based on the information within the class and also edges of neighboring weight classes. In other
words, we enlarge the intervals in which we compute the matchings slightly. Perhaps surprisingly, we show that
having an overlap of poly(1/e) allows us to bypass the above barrier completely, which we prove the following key
technical lemma.

LEMMA 3.1. (MATCHING COMPOSITION LEMMA) Let € < 1/6 and G be a graph, and consider a d-wide weight
partition [01,71),[l2,72), .., [lk,7x). If M; is an arbitrary (1—e¢)-approzimate MWM on G|y, -1y for alli € [k],
then

p(My UMaU -+ - U M) > (1—0(e-logs(1/¢))) - i (G).
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On a high level, the matching composition lemma states that if we “pad” the weight classes [¢;, ;) slightly by
a factor of 1/¢ in both directions, causing overlap, then we can effectively “sparsify” the graph by only considering
MWM’s on each G|, ,,c-1). This readily leads to an algorithmic framework for weight reduction: fix a §-wide
weight partition of the graph, maintain a (1 — €)-approximate MWM M; on each “padded” weight class using
the given dynamic algorithm, and then somehow aggregate them together to form the final output matching (i.e.,
maintain a (1 — €)-approximate MWM on the union of M;’s). As long as the aggregation can be done efficiently,
the output matching can be as well. We give a more detailed overview in

The Matching Substitution Lemma The moment we introduce weight overlaps, we need a completely
different analysis from that of [29] to prove that g, (JM;) > (1 — O(e))pw(G). By forcing disjoint (and in fact
spread) weighted classes, [29] ensured that any conflict between matchings M, and M; could always be resolved
in favor of the higher weight class (hence greedy aggregation). But once there is weight overlap, it is not clear
how conflicts should be resolved. Our new analysis thus requires a new structural understanding of weighted
matching.

In particular, the matching composition lemma is proved via a structural matching substitution lemma
formally stated below. It asserts that one can effectively “substitute” parts of a matching S with matchings
T1,...,T; that come from certain weight classes.

LEMMA 3.2. (MATCHING SUBSTITUTION LEMMA) Let G be a graph and [¢1,71),. .., [lk,7t) C R be (1/¢)-spread.
For e <1/2, given any matching S C G, and a batch of target matchings {T; C Gley, r,e-1) | i € [k]}, there eists
a matching M C SUT, U---UTy of weight

a7

w(M) = (1= 4e)w(S) = Y (t(Glet, 1)) — w(T)))

i€[k]
such that M N Gy, »,y € T; for all i € [k].

The matching substitution lemma starts with an arbitrary source matching .S, and a set of target matchings
Ty,..., T} on the “padded” weight classes [el1,71/¢),...,[elk,rr/c). It allows us to build a matching starting
from S and substitute all edges of S in each weight class [¢;, ;) with edges contained T;; this incurs some additive
approximation error, but it is easy to check that the error is small as long as each T; is a near-maximum matching
for the corresponding padded weight class. For example, if we take S to be a maximum weight matching on G
and set T} to be the (1 — ¢)-approximate MWM M; on G, r,.-1) from |Lemma 3.1, then we can substitute each
weight range of S with edges from M; at minimal loss. We defer the full proof to [Section 4}

Arbitrary Approximation Ratio As discussed in the introduction, our reductions only work for (1 — ¢)-
approximations, and not for arbitrary a-approximations. In particular, in the matching composition lemma,
if each M; is instead an arbitrary a-approximate MWM (for some fixed o < 1), then it is not the case that
py (M1 U .. UMy) > (a— O(€)) iy (G). Somewhat surprisingly, this limitation is not an artifact of our particular
choice of weight classes, and turns out to be inherent to the general framework of composing approximate
matchings between weight classes: for such a framework to work with any a-approxmation (as does [29]), exp(1/¢)-
wide weight classes are required. See [Section C for more details.

3.3.1 Algorithmic Framework The matching composition lemma suggests the following algorithmic frame-
work:

1. Fix a d-wide weight partition of the input graph and maintain a (1 — ¢)-approximate MWM M; on each
padded weight class.

2. Maintain a (1 — O(e))-approximate MWM on the union of M;’s as the output matching. By the matching
composition lemma this is (1 — O(elogs(1/¢)))-approximate in the input graph.

Scaling € down by a factor of O(logs(1/¢)) thus ensures that the matching we output is (1 — €)-approximate
in the input graph. We now describe how we implement Step [2] efficiently. For this we set § = ©(¢~3). With this
choice of §, even though the neighboring “padded” weight classes overlap, the sets of “odd” and “even” intervals
are still each ©(1/¢)-spread.
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(2.1) As such, similar to [29], these matchings can be separately aggregated using a greedy algorithm in
O(logn) update time. More specifically, let M; be the matching in the i-th weight class. Then, we compute a
(1—e)-approximate MWM M, qq (respectively, Meyen) on the union M;UMsU- -+ (respectively, MaUM4U- - -)
greedily.

(2.2) At this point, we are left with two matchings Myqq and Meyen that we need to combine together. This
can be relatively easily handled in O(1/¢) time per change to Myqq and Meyen since the union of these two
matchings consists of only paths and cycles, and MWM can be computed and maintained very efficiently on
them by splitting each connected component into paths of length O(1/¢) and solving each path individually
via a dynamic program.

As a result, with this choice of § we arrive at a deterministic framework that reduces the aspect ratio from
poly(n) to ©(¢7°) for any dynamic algorithm (note that the ©(¢~°) term comes from padding the ©(¢~3)-wide
intervals in each direction).

THEOREM 3.1. Given a dynamic (1 — ¢)-approximate MWM algorithm in general (possibly non-bipartite) graphs
with mazimum weight in [1,poly(1/¢e)], there is a transformation that produces a dynamic (1 — O(e))-approzimate
MWM algorithm in graphs with mazimum weight [1, W]. The reduction is partially dynamic preserving and has a
multiplicative update time overhead of logn - poly(1/e). The new weighted algorithm is deterministic if the initial
algorithm is deterministic.

The weight reduction framework described above works for both bipartite and non-bipartite graphs. Moreover,
combined with the unfolding framework of [11], it reduces weighted matching algorithms directly to unweighted
matching algorithms in bipartite graphs with logn - poly(1/¢) multiplicative overhead.

3.4 Further Improvements On top of the framework [Theorem 3.1, we made the following additional
improvements to decrease logn and 1/e factors in the final running time which may be of independent interest.

More Efficient Aggregation of Spread Matchings In Step of our framework described above, we
need to maintain a (1 — ¢)-approximate MWM over matchings Mj, ..., My whose weights are sufficiently spread
apart (by a gap of ©(1/¢)).

PROBLEM 5.1. ((1 — €)-APPROXIMATE MWM OVER MATCHINGS IN (1/¢)-SPREAD WEIGHT CLASSES) Given
a set of (1/¢)-spread weight classes [€1,71), ..., [k, Tk) C R, and a set of k matchings M, ..., My C G undergoing
adversarial edge deletions/insertions satisfying M; C Gy, ;) for all i € [k]. The task is to dynamically maintain
a matching M satisfying

w(M) > (1-0(e)) Y w(M;).

i€[k]

The work of [29] solved [Problem 5.1 with update time O(k) using a greedy census matching algorithm that
was also used in [4] [38]. To improve upon this, we propose a different notion of locally greedy census matching.
We show that the new notion suffices for maintaining a (1 — €)-approximation and since, on a high level, the local
version allows us to consider fewer edges in each update, we get a faster update time of O(k/logn). Note that for
Step the value of k i O(logn) and thus this shaves off the O(logn) factor in the update time that would
have been there if we used the subroutine of [29]. See for more details.

Low-Recourse Transformation Note that the overall update time of our framework also depends on the
recourse o of the given dynamic algorithm A4, i.e., the number of changes to the matching M; that it generates
per update to the input graph. This is because each such changes propagate to the internal dynamic subroutines,
and for our case it will first correspond to an update to our algorithm for [Problem 5.1, and then be propagated to
Step which has an update time of O(1/g). Our overall update time is thus U + /e, where U is the update
time of the dynamic algorithm .A. Similar scenarios also occur in previous reductions of [29] [11], and they both
implicitly used the fact that o < U (this is for algorithms that explicitly maintain a matching) and therefore their
reductions incur a multiplicative overhead in the update time of A.

2Note that this is because we assume the input graph has weights in [1, ..., poly(n)].
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However, the output recourse can be much smaller than the update time. For instance, for unweighted
dynamic matching algorithms, the recourse can always be made O(1/¢) by a simple lazy update trick (the work
of [37] further achieved a worst-case recourse bound by “smoothing” the lazy update), while all known dynamic
matching algorithms have update time much larger than this. To address this disparity and make the overhead
of our reduction additive, we design a generic low-recourse transformation that converts, in a black-box way, any
(1 — e)-approximate dynamic MWM algorithm to one with amortized recourse O(poly(log W)/e). This improves
the naive lazy update approach that would have a recourse bound of O(W/e). As our framework reduces the
weight range to W = ©(e7°), we use this new low-recourse transformation on the input algorithm A to decrease
the additive overhead from O(e~%) (with the naive lazy update) to O(log(e 1) /¢).

To improve the aspect ratio further than ©(¢~?), we continue to apply the framework on each ©(¢~%) intervals.
Combined with the low-recourse transformation, we provide a trade-off between the aspect ratio and the efficiency
of aggregation (see . We use it to improve the fully dynamic low-degree algorithm in [29] which
then serves as another aggregation method that finally allows us to reduce the aspect ratio to ©(e72), the best
we can get using [Lemma 3.1l See [Section 5| for more details.

The Final Transformation In the end, applying the improvements we discussed in this section, we obtain
our final main theorem.

THEOREM 3.2. Given a dynamic (1 — €)-approzimate MWM algorithm A that, on input n-vertex m-edge graph
with aspect ratio W, has initialization time Z(n,m, W, ), and update time U(n, m, W, €), there is a transformation
which produces a dynamic (1 — elog(e~1))-approvimate MWM dynamic algorithm that has initialization time

log(e™1) - O(Z(n,m,0(¢72%),0(g)) + me ™),

amortized update time

pOly(lOg(E_l)) -OU(n,m, 9(5_2)7 O(e)) + 5_5)a

and amortized recourse
poly(log(e ™)) - O(e ™).

The transformation is partially dynamic preserving.

4 Matching Composition and Substitution Lemmas

We now turn to the proof of our key technical lemmas, the matching composition and substitution lemmas. We
first prove the matching substitution lemma, and then use it to deduce the matching composition lemma that
ultimately leads to our algorithmic framework.

In the matching substitution lemma, we are given a source matching S and target matchings 77,...,T} on
padded versions of (1/¢)-spread intervals [¢1,71), ..., [(x,7%); more precisely, each T} is a matching on [ef;, r;e1).
The lemma states that we can find a new matching M with w(M) ~ w(S)—assuming the matchings T; are
large—such that M only uses edges of T; on the weight interval [¢;,r;) for each i € [k]. The key idea in the
proof is to identify a set of edges D with small total weight (relative to S) to delete such that the edges of every
component in (SUT; U---UTy)\ D are confined to a single weight class.

LEMMA 3.2. (MATCHING SUBSTITUTION LEMMA) Let G be a graph and [¢1,7r1),. .., [lk,7:) C R be (1/¢)-spread.
For e <1/2, given any matching S C G, and a batch of target matchings {T; C Giey, r,e—1) | @ € [K]}, there exists
a matching M C SUTy U---UTy of weight

w(M) > (1=de)w(S) = D> (tw(Clet, re1)) — w(T)))
i€ k]

such that M N Gy, »,y € T for all i € [k].

Proof. We construct a sequence of matchings My, My, ..., My, such that My = S is the source matching, M, is
constructed from M; 1 UT;, and My = M is the desired matching in the lemma.

We first describe how to construct M; for ¢ > 1. The components of M; 1 & T; are only paths and cycles.
Construct a set D; C M;_; as follows: For each path or cycle P C M; 1 & T; and e € PN M;_1 such that
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w(e) > r;e~1, in both directions of P, add the closest edges in P N M;_; of weight at most r; into D;. For each
e € PN M;_; such that ¢; < w(e) < r;e~!, in both directions of P, add the closest edges in P N M;_; of weight
less than e/; into D;. . .

Now let MZ 1 d— M;_1 \ D; and again consider M;_; ® T; and any path or cycle P C M;_; & T;. Notice
that if there is an e € P N M;_; such that w(e) € [¢;,r;), then it must be the case that P C Gy, rie1)- Let L;
be the collection of such paths and cycles. We then construct M; ¢ Ml 19D LZ7 and thus M; C MZ 1 UT; and
M; N G[gi7”) C T;. It follows by induction that My C My_1 U1 C--- CSUTLU---UTy and M N G[&m) CT;
for all i.

We now analyze w(My). Starting with My, two kinds of changes happened to the matching. The first one is
the edge deletion Dy U --- U Dy, and the second one is the edge substitution through Ly U---U L. We analyze
the total weight loss in each part respectively.

1. Since ¢; > rj_1e !, only edges in S cause deletion. For any edge e € S, it could cause at most 2 edges
deletions with respect to every weight class [ef;, 7,67 1). The weight of the deleted edges in the ith weight
class would be at least ¢ smaller than w, and at most r;. Since r; > ¢; > r;_1e~ !, the total weight of those
deleted edges would be at most w(e) - (26 + 262 + - -+ ) < 4e - w(e). Thus

w(DyU---UDy) <4de-w(M).
2. For each of the substitution induced by L;, notice that L; C G|, ,,c-1), thus

S w(PAM;1) —w(PNT) < pa(Gleg, rie-1)) — w(T).
PeL;

Therefore, the second part leads to a total weight loss of at most

> (1(Gleyme—) —w(Ty)) -

i€ k]
|
We also need the following helper lemma.

LEMMA 4.1. For e < 1/6, any graph G and any set of (1/¢)-spread weight classes
[613 Tl)a AR [£k7rk) g R; we have

Z Haw G[Z 'rL) (1+45) ,Uw(G)'
i€ (k]

Proof. Suppose that {1 < flp < -+ < l;. Let M; be a MWM on Gy, ), and let H = = MyU---UDM,. Let M
be the matching obtained by the followmg greedy process: While H is non-empty, we pick an edge e in H with
the maximum weight and include it into M. Then, to ensure that the next edge we pick from H still forms a
matching with M, we remove all edges in H that are adjacent to e (including e itself). Observe that if an edge
f is removed from H by e, then we must have w(f) < w(e). Let i, be such that e € M;_. We also have that for
each j < i, at most two edges from M; will be removed by e (the two matched edges in M; for the endpoints of
e). As the weight classes are (1/¢)-spread, we have

Z w(f) <w(e) - (14+2-(e+e*+--)) < (1 +4e)-w(e).
f removed by e
At the end of the process, H will become empty. In other words, each edge in H is removed by some edge in M.

This shows that
> bw(Grerry) = D w(f) < (1+4e) - w(M) < (14 4e) - 1y (G).
1€ (K] feEH
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We can now prove the matching composition lemma.

LEMMA 3.1. (MATCHING COMPOSITION LEMMA) Let ¢ < 1/6 and G be a graph, and consider a §-wide weight
partition [€1,71),[l2,72), ..., [lk,7x). If M; is an arbitrary (1—e)-approzimate MWM on Gy, .1y for alli € [k],
then

fy (M1 UMy U+ U M) > (1 —0(e - logg(1/¢))) - pw(G).

Proof. Let g = [logs(1/e%)] + 1, and for all j € {0,...,9 — 1}, let I; = {i € [k] : i = j mod g}. For the weight
classes in each I;, the weight gap between neighboring weight classes is at least 5971 > 1/e%. The set of weight
classes {[¢;,r;) : i € I;} is (1/&%)-spread, and thus the set of padded weight classes {[e/;,r;e™1) : i € I;} is
(1/e)-spread. Consider any exact MWM M* on G. We will start with the initial source matching Sy = M*, and
forj =0,1,...,9—1, sequentially applyon the source matching S; and target matchings {M; | i € I;}
and get Sj;1. For a fixed j, since M; is a (1 —¢)-approximate MWM on G|y, ,,.-1) for i € I;,|Lemmas 3.2 and
give us a matching S;11 € S; U (U, M;) that satisfies

i€l

(Sj+1) (1 —45 _5 Zﬂw E&,ma*l))

i€l
> (1 —4e)w(S;) —e(l +4e) - py(G) > (1 — 4de)w(S;) — 3¢ - pw(G),

and that S;11 NG C M; for all i € I;. By induction, we have

1)T1

w(Sj41) = (1 =4+ 1)e) - w(So) —3(j + Ve - pu(G) = (1 = 7(j + 1)e) pu(G),
and that

i1 N Gepry € (SN Grer)) U [ U Me | €0 C U U M.

tel; l=5"tel;

hold for all 5/ < j and ¢ € I;;. Thus, we have

w(Sg) 2 (1= 0(g - €))pw(G) = (1 — O(log;s(1/¢) - €))p (G),

and
Sg NG, vy C U M;
i€[k]

for all j € [k]. Therefore, the matching S, is contained in the union of all M;’s and consequently
P (M1 UM U - U M) >w(Sg) > (1 —0O(logs(1/e) - €))  (G).
O

5 Framework

In this section, we will describe our framework in detail. As suggested by [Lemma 3.1, we first fix a ©(¢~3)-
wide weight partition, and compute a (1 — ¢)-approximate MWM on each “padded” weight classes with aspect
ratio ©(e7?). The choice of width ensures that the set of odd “padded” weight classes has ©(1/e) weight
gaps and so does the set of even ones. We use a subroutine [Algorithm 1| in [Section 5.1 to aggregate odd
matchings and even matchings, and maintain a (1 —¢)-approximate MWM on the union of them using the second
subroutine [Algorithm 2 in [Section 5.2] In [Section 5.3 we give the complete framework to reduce the aspect
ratio with multiplicative poly(1/e) overhead. In we introduce a low-recourse transformation for
(1 — e)-approximate dynamic MWM to change the multiplicative poly(1/e) overhead to an additive poly(1/e)
overhead. Finally, in we use the low-recourse transformation to obtain an efficient fully dynamic
algorithm on low-degree graphs, which leads to an efficient weighted rounding algorithm and could also serve as
an efficient aggregation that allows us to reduce the aspect ratio to O(e~2), which is the best we can hope for
based on Also, combined with [1I] we achieve a poly(1/e) multiplicative overhead reduction from
weighted matching algorithms to unweighted ones in bipartite graphs.
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5.1 Dynamic Approximate MWM on Matchings in (1/¢)-Spread Weight Classes Our first subroutine
is an improved algorithm that combines matchings in weight classes that are sufficiently spread. In particular,
the goal is to solve the following problem.

PROBLEM 5.1. ((1 — €)-APPROXIMATE MWM OVER MATCHINGS IN (1/¢)-SPREAD WEIGHT CLASSES) Given
a set of (1/¢)-spread weight classes [€1,71), ..., [lk, k) C R, and a set of k matchings My, ..., My C G undergoing
adversarial edge deletions/insertions satisfying M; C Gy, ,.y for all i € [k]. The task is to dynamically maintain
a matching M satisfying

w(M) > (1= 0(e)) Y w(dM;).

i€ (k]

As mentioned in [Section 3.4] our improvement comes from maintaining the following locally greedy census
matchings.

DEFINITION 5.1. (LoCcALLY GREEDY CENSUS) Consider k matchings My, Ma, ..., M. A matching M is a
locally greedy census matching of My, Ma, ..., My, C G if for every edge e € M; \ M, there exists an f € M; such
that e N f # (0 for some j > 1.

The above local notion should be compared with the standard greedy census matching considered in [4] [29] [38].
In the standard notion, an edge can only be removed if it is incident to some higher-weight edge that is included
into the output matching. In contrast to that, in our locally greedy census matching, if an edge is incident to
any higher-weight edge, regardless of whether that edge is in the output matching we are allowed to remove
it. This allows us to consider potentially much fewer edges when maintaining the local greedy census matching.
Nevertheless, we show that a similar charging argument can be used to prove the following guarantee.

LEMMA 5.1. For ¢ < 1/2, any set of (1/e)-spread weight classes [€1,71),...,[lk,7) C R, and matchings
My, ..., My C G satisfying M; C Gy, ) for alli € [k], every locally greedy census matching M over the union of
My, ..., My satisfies

w(M) > (1-42) Y w(M;).

1€ k]

Proof. The proof idea is similar to For any edge e € M;, at most two edges in each lower weight
class ¢ < j are not included in M because of e, and the total weight of these edges is at most

Z 2-wle) e (179) < 2 ~w(e).

ieli—1] 1—e

Thus,

w0 > (1= 2 ) 5w 2 (- 40) 3 wio)

i€[k] i€[k]
0

We show that our modified notion allows us to maintain a locally greedy census matching more efficiently
than what is achieved in [38] for the non-local version. Remarkably, our algorithm achieves a constant update
time when there are only O(logn) matchings.

THEOREM 5.1. (Algorithm 1| initializes in O(m) time and solves|Problem 5.1 by dynamically maintaining a locally

greedy census matching with min{O(log k), O(k/logn)} worst-case update time and O(1) worst-case recourse.

Proof. For any edge wwv, it is contained in the locally greedy census matching if and only if it is in the highest
weight class among N, and N,. By definition, after the initialization, maintains a locally greedy
census matching. And the initialization takes O(m) time.

For an edge update uv, the only possible changes in the locally greedy census matching are in N, and N,,.
For insertion of uv, checks whether the edges related to u and v in the current matching still satisfies
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Algorithm 1: Dynamic Locally Greedy Census Matching

1 function Initialize()

2 for each node u € G do

3 | Initialize its neighborhood N, < 0.
4 for j=k,...,1do

5 for uv € M; do

6 if N, =0 and N, = () then

7 L Add uv to the matching.

8 Add uv to N, and N,,.

9 function Insert (j, uv)
10 Add wv to N, and N,,.

11 if u is matched to some vertez u', and uu' € M; such that 1 < j then
12 L Delete uu' from the matching.

13 if v is matched to some vertex v', and vv' € M; such that i < j then
14 L Delete vv’ from the matching.

15 if uv is in the highest weight class among N, and N, then

16 L Add wv to the matching.

17 function Delete (j, uv)

18 Delete uv from N, and N,,.

19 if N, is not empty then

20 uu’ < the edge in the highest weight class among N,,.
21 if uv' is in the highest weight class among N, . then
22 L Add uu’ to the matching.

23 if N, is not empty then

24 vv’ 4+ the edge in the highest weight class among N,,.
25 if vv’ is in the highest weight class among N, . then

26 L Add vv’ to the matching.

the condition, and whether uv can be added. For deletion of uv, only the edges in the highest weight class among
N, or N, can be added into the matching. finds those edges and checks whether the condition is
met. Therefore, it maintains a locally greedy census matching and the worst-case recourse is O(1).

For each node u, there is at most one edge from each weight class in N, i.e., |N,| < k. To maintain the
maximum element in IV, we can use a binary search tree which runs in O(log k) time. Both Insert and Delete
have O(1) number of updates and queries to the binary search tree. Therefore, the update time would be O(log k).

Alternatively, we can use a packed bit-representation of the weight-class information in N,. We set the i-th
bit to be 1 if and only if there is an edge in N,, in the (k —)-th weight class. Thus to find the edge in the highest
weight class among N,,, it suffices to look at the lowest bit in the representation, which can be done in O(k/logn)
time in the word RAM model. a

5.2 Dynamic Approximate MWM on Degree-Two Graphs After combining the odd and even matchings
with our locally greedy census matching algorithm, we are left with a union of two matchings which is a graph
with maximum degree at most two. That is, we need to solve the following problem.

PROBLEM 5.2. (FULLY-DYNAMIC (1 — €)-APPROXIMATE MWM ON DEGREE-TWO GRAPHS) Given a graph G
undergoing edge updates satisfying that its maximum degree is at most two. The task is to dynamically maintain
a matching M satisfying the following condition:

w(M) = (1= 0(e)) - pu (G)-
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Observe that a degree-two graph consists of paths and cycles. Since an exact MWM on a path or cycle P
can be computed in O(|P]) time with dynamic programming, it suffices to maintain a collection of short paths
and cycles on which a large-weight matching is supported. For this, one can delete the minimum weight edge in
each O(1/¢e)-length neighborhood while keeping a 1 — O(e) fraction of the total weight. We propose
to solve M by dynamically maintaining this O(1/¢)-length decomposition of the paths and cycles and
computing an exact MWM on each piece.

LEMMA 5.2. (DyNAMIC PATH/CYCLE MAINTAINER) There is a deterministic data structure D that maintains
a set of dynamic paths or cycles {P;} under the insertion/deletion of edges and supports the following operations,
where all update times and recourse mentioned are worst-case:

1. Find the path/cycle P, that u belongs to in O(|P,|) time.

2. FindHeads(P): For a path P, find its both ends in O(|P,|) time.

3. Insert/Delete(uv): Insert/delete an edge uwv in O(|P,| + |Py| + 1) time.
4

. FindMin(P, h, ¢, r): For a path P, find the edge with the minimum weight between the £-th and the r-th edges
counting from h, one of the end of P, in O(|P|) time.

5. For a path/cycle P, explicitly maintain its MWM in O(|P|) time and recourse.

Proof. We can check all elements in a path in linear time in its size. Thus the first 4 operations are straightforward
to achieve. Now we prove that it can output the MWM. Consider the following dynamic programming for
computing MWM on paths. For a path P, number its edges from Py to P p|. Denote f;o/; as the MWM on the
path P; ... P; when P is in the matching or not. For any i < |P|, f; /1 can be computed by

fie =wi x+ onax fic1y-
Therefore, the value can be computed in O(]P|) time and the edge list corresponding to the MWM can be inferred
by taking notes of how each state is updated. ]

LEMMA 5.3. During the execution of|Algorithm 2, D maintains a set of paths/cycles with length at most 3[e~1].

Proof. The length of a path only increases after an edge insertion in D, and [Algorithm 2 calls Maintain every
time which splits the path into two whenever its length is at least 3[¢~!]. Thus the paths have lengths at most
3[e71] — 1. The only case D keeps a cycle is that before the formation of that cycle, the path has a length at
most 3[e~1] — 1. Therefore, the cycle has length at most 3[¢71]. 0

LEMMA 5.4. |Algorithm 2 initializes in O(me~') time and solves |Problem 5.2 by explicitly maintaining an
matching with O(e~1) worst-case update time and O(e~1) worst-case recourse.

Proof. m Lemma 5.3/ show that D maintains a set of paths/cycles with length at most 3[e~1]. By m we
know that each operation of D takes time O(1/¢). Now consider the recurrence in Mamtaln Any path that
appears in Maintain has length at most O(1/¢) and will be at least [¢~!] shorter in line Thus there are
only O(1) recurrences in Maintain. Therefore, the worst-case update time of the algorithm is O(1/¢) and the
worst-case recourse is O(1/e).

Now we show it maintains a (1 — O(e))-approximated MWM. In a degree-two graph, every connected
component is either a path or a cycle, and D maintains an exact MWM on each component of G \ R according
to the last operation in [Lemma 5.2, We know that p,,(G) > %ZeEG we, since for each component in G, the
“odd” edges and “even” edges both form a matching. On the other hand, an edge is added into R only if it is
the minimum among a set of [e71] edges, and those sets are disjoint for different edges in R since we only add
edges to R when the path is at least 3[e~'] long. Thus > cpwe < €Y e We < 2¢ - 1y (G). Denote M as the
matching output by D, we have

w(M) = p(G\ R) > po(G Z we > (1 —2€) po(G).
eER
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Algorithm 2: Fully-Dynamic (1 — €)-Approximate MWM on Degree-Two Graphs

1 function Initialize()

2 D < an instance of the dynamic path/cycle maintainer described in [Lemma 5.2.
3 R+ 0.

4 for wv € E do Insert (uv).

(S

function Insert (u,v)
D.Insert(uv).
| if P, is a path then Maintain(P,).

N o

8 function Delete (uv)

if v € R then R <+ R\ uv.

10 | D.Delete(uv).

11 hy,u < D.FindHeads(P,).

12 if there is an edge h,h!, € R then

13 R < R\ hyhl,.
14 D.Insert(h,hl,).
15 Maintain(P,).

16 hy,v < D.FindHeads(P,).
17 | if there is an edge h,h), € R then

18 R < R\ hyhl,.
19 D.Insert(h,h.).
20 Maintain(FP,).

21 function Maintain(P)
22 h,t + D.FindHeads(P).
23 if |P| > 3[e~!] then

24 uv  D.FindMin(P, h, | (|P| - [e711)/2], L(|P| — [e~*])/2] + [e71] — 1).
25 D.Delete(uv).
26 R+ RU{uv}.
27 Maintain(P,).
28 Maintain(P,).

5.3 Weight Reduction Framework for General Graphs We are now ready to show our main result, a
deterministic framework with poly(1/¢) multiplicative overhead and recourse, which reduces the aspect ratio from
W to poly(1/e) for any (1 — €)-approximate dynamic MWM algorithm.

THEOREM 5.2. Given a dynamic (1 — g)-approzimate MWM algorithm A that, on input n-vertex m-edge graph
with aspect ratio W, has initialization time Z(n,m,W,e), amortized/worst-case update time U(n,m,W,e),
amortized/worst-case recourse o(n,m,W,e), there is a transformation which produces a dynamic (1 — O(e))-
approzimate MWM algorithm with initialization time

O(Z(n,m,0(c7°),0(e)) +me™")
time, amortized/worst-case update time
OU(n,m,0(e7%),0(e)) + o(n,m,0(c7°),0(c))e™ ),

and amortized /worst-case recourse
O(o(n,m,0(e7%),0(e))e ).

The transformation is partially dynamic preserving.

There are three steps in[Algorithm 3. In the first step, for all 1 < i < [(L+1)/3], M; is maintained by A; and
is a (1 — e)-approximation of ., (E;). In the second step, we use the locally greedy census matching [Algorithm 1
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Algorithm 3: Reduction Framework

10
11

12
13
14
15
16
17
18

19
20
21
22
23
24
25
26

27
28

Input: A dynamic algorithm for (1 — €)-approximate maximum weight matching .4
function Initialize()

L« |log,,. W| = O(1).
E 1=FEp,=0.
fori=0,...,L do

L Ei < {e€ E: |log, . w(e)] =i}
fori=1,...,[(L+1)/3] do
l; 31— 3,1; + min(L, 31— 1).
Ei «— “le Ej.

j=ti—1

A; < an independent copy of A.
Initialize A; with E;.
Denote M; as the matching maintained by A;.

C1,Cs + two independent copies of
Initialize C; with {M; |i=1 (mod 2) A1 <i < [(L+1)/3]}.
Initialize Co with {M; | i =0 (mod 2) A1 <i < [(L+1)/3]}.

Denote M,qq as the matching maintained by C; and Megyen as the one maintained by Cs.

M —Algorithm 2

Initialize M with Myqq U Meven-
output the matching maintained by M.

function Update (e)

j < [logy . w(e)].
Update E; accordingly.
fori:1<:<[(L+1)/3]nt;—-1<j<r;+1do
Update El based on the update in Ej.
Use A; to maintain M; based on the update in El
if ¢ is odd then Use C; to maintain M,qq based on the update in M;.
else Use Cy to maintain Meyen based on the update in M;.

Feed the updates in C; and Cs into M.

| output the matching maintained by M.

to aggregate M; for odd i and even i respectively, into Moqq and Meyen, with the guarantee from [Lemma 5.1] that
Moaa and Meyen both keep at least a (1 — 4¢) fraction of the total weight of the corresponding matchings. Then

we use for degree-two graphs to aggregate Myqq and Meyen, and shows that the final
matching output by [Algorithm 3|is a (1 — 2¢)-approximated MWM on Myqq U Meyen. We will prove that since at
each step we lose a O(e) fraction, the final matching we output keeps a (1 — O(¢))-approximate MWM.

LEMMA 5.5. Fore <1/2, maintains a matching M with p,(M) > (1 — O(€)) i (G).

Proof. shows that

Nw(Ml U M2 U---u M[(L_;'_l)/g") Z (]. — O(E)),uw(G)

Consider the locally greedy census matching Myqq and Meyen. Denote Inqq = {1 < i < [(L 4+ 1)/3] : ¢ is odd},
and Toven = {1 <4 < [(L+1)/3] : 4 is even}. [Lemma 5.1/ shows that

w(Moaa) = (1= 0(e) 3 w(M;) and w(Mewen) > (1-0()) Y w(M,).

1€1oda 1€ 1even
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Also, we know
Moqa € U M; and Meyen C U M;,

1€1oda 1€ leven

thus

[(L+1)/3]
fo(Moaa U Meven) > poo | | Mi | = ( > w(y) —w(Modd)> - ( > w(M;) —w(Meven>)

i=1 i€154a 1€ cven

> (1= 0(e)pu(G) = Ofe) - Y w(My) = O(e) - D w(My).

1€1oda 1€ leven

[Cemma 4.T] shows that

S2 M) < (1442 (G) and Y7 w(M) < (1+42)in (G)

i€1loda 1€1even

and thus
Mw(Modd U Meven) Z (1 - O(£))M’w(G)

The final matching M we output is a (1 — 2¢)-approximate MWM on Myqq U Meyen. Therefore,

u(M) > (1 - 0(2)11 (G).
0

LEMMA 5.6. |Algorithm 3 initializes in O(Z(n,m,0(c75),0(e)) + me~') time, and has update time
OU(n,m,0(e7°),0(¢)) + o(n,m,0(e7°),0(c))e™1) and recourse O(a(n,m,0(e7°),0(g))e1).

Proof. Each weight class [¢,7) has ©(¢°) aspect ratio. Thus each edge update e € E; causes o(n,m,0(e"),0(¢))
changes in corresponding M;s which take O(U(n,m,O(¢7°),0(¢))) update time. By m C1,Cy both
handle each of these changes in O(log;,. W/logn) = O(1) time and recourse, thus the update time of M would
be O(a(n, m,O(¢7%),0(g))e™1) and the recourse is at most O(c(n,m,O(¢7%),0(¢))e!). The initialization time
follows from that of each subroutine. ad

By repeatedly applying |Lemma 3.1 and [Algorithm 2| we can further reduce the aspect ratio.

THEOREM 5.3. Given a dynamic (1 — €)-approzimate MWM algorithm A that, on input n-vertex m-edge graph
with aspect ratio W, has initialization time Z(n,m,W,e), amortized/worst-case update time U(n,m, W, ), and
amortized/worst-case recourse o(n,m,W,e), there is a transformation that produces a dynamic (1 — O(e))-
approzimate MWM algorithm that has initialization time

O(Z(n,m, O(e™**2), O(c)) +me ™),
amortized/worst-case update time
OU(n,m,O(7*7*2"),0(e)) + o (n,m, O™, B(e))e 1),
and amortized /worst-case recourse
O(o(n,m,0(c~27%2""),0(¢))e~1+D)

for any integer parameter d € Z>o. The transformation is partially dynamic preserving.
Proof. For each weight class [¢,r) with aspect ratio ©(~27%2"") (we start with x = 0, i.e., ©(¢7°)), denote
m = V£ -r. There is a consistent constant ¢ in such that given two (1 — €)-approximate MWM M;
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and M on the “padded” weight classes [¢(,m - e~1) and [m - €,r) respectively, there is a matching of the weight
class [¢,7) on My U My with approximation ratio

(1 —c- (log(l/a)/log(e_l_g'r(w“))) -5) = (1 — 1-1—3—;*(1+1) -5) >(1-c-e).

Algorithm 2| can maintain a (1 —e)-approximate MWM on the union, thus maintain a (1 —(c+1)-¢)-approximate
(z+1) I
)

matching, and we reduce the aspect ratio from @(5_2_3'271) to ©(e=2732 . Repeatedly applying|Lemma 3.1

and for d times, we achieve a d-depth binary tree representation of the weight reduction. Each inner

node of the binary tree is a matching maintained on the union of its offspring. Since for each layer, we lose a ¢+ 1

factor in the approximation error, the matching maintained at the root has an approximation ratio 1 — (c+1)?-¢.
Since there are 2¢ = O(1) nodes in the binary tree, the initialization takes time

O(Z(n,m,0(e~2732""), 0(e)) + me™1).

For the update time and recourse, consider the layers in decreasing depths. In the deepest layer with depth
d, there are 22 = O(1) nodes. The edge change could occur in each of them, so there is an update time
OU(n,m,0(e=2732"") O(¢))) and recourse O(c(n,m,O(=2-32"") O(e))). For the layer with depth d — 1, the
number of edge updates in total equals the recourse of the layer with depth d, thus both the update time and
recourse would be O(o(n,m, @(5*2*3'2%), O(g)))e~ L. Suppose € < 1/2, an easy induction shows that the total
update time would be

OU(n.m.O(E7*"),0(0)) + o(n.m. O(>7>*), 0(e))e ),

and the recourse would be ,
O(a(7z,771,(9(z;‘_2_3'2 ),@(5))5_(1+d)).

Combined with we finish the proof. a

5.4 Low-Recourse Transformation The update time of our reduction comprises two parts: the original
update time of the algorithm A and its recourse. According to the multiplicative overhead on the
update time is constant while that on the recourse is poly(1/e). A high recourse of the algorithm could make it
inefficient when serving as a subroutine. [37] provides a low-recourse transformation that reduces the recourse
to worst-case O(W/e) for any a-approximate dynamic MWM algorithm. In this section, we design a tailored
low-recourse transformation for (1 — ¢)-approximate weight matching that reduces the recourse to amortized
O(poly(log W) /e) (see [Theorem 5.4). Besides efficiency, the low-recourse transformation can be applied to an
algorithm that implicitly maintains a matching as long as it supports the following vertex-match query, relaxing
the requirement of explicitly maintaining the matching.

DEFINITION 5.2. (VERTEX-MATCH QUERY) A dynamic matching algorithm is said to support the vertex-match
query in query time T if given any vertex query v, it answers in O(T') time either v is unmatched in the maintained
matching or the matched vertex of v; and it can output all the edges in the maintained matching M in O(|M|-T)
time.

Formally, denote G as the initial graph and G; as the graph after the i-th update. The recourse of a dynamic
matching algorithm A measures the changes in the support set of the matching maintained by A, which is defined
as follows.

DEFINITION 5.3. (WORST-CASE RECOURSE OF A DYNAMIC MATCHING ALGORITHM) For a fized dynamic
matching algorithm A that (possibly implicitly) maintains a matching M; on graph G;, the worst-case recourse of
A on Go, Gy, ..., Gy, is defined as max;cpy) |M; © M;_1|, i.e., the mazimum changes in the matching edge set.

DEFINITION 5.4. (AMORTIZED RECOURSE OF A DYNAMIC MATCHING ALGORITHM) For a fized dynamic
matching algorithm A that (possibly implicitly) maintains a matching M; on graph G;, the amortized recourse of
A on Gy, G1,...,Gy is defined as %Zie[k] |M; ®& M;_1|, i.e., the average changes in the matching edge set.
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We start with designing a transformation between two matchings ]\Z on G; and M; on G; where ¢ < j

that builds a large matching on G; based on M; and M; with small |J\A/[/Z @ M,;|. We will use A-additive-
approximate to represent an additive approximation. Formally, a matching M on G is A-additive-approzimate if
w(M) > pw(G) — A.

Algorithm 4: Direct Transformation between Two Time Points

Input: Two matchings ]\Z on G; and M; on Gj.
Consider P = J\Ajz ® M;.
Denote U as the set of updated edges between time i 4+ 1 and time j.
D + 0.
for any edge e in U N P and each of its direction do
if there exists at least 2/¢ edges in that direction in P then
Denote E’ as the closest 2/e edges.
if E' doesn’t contain any edge in U then
L Add the edge with minimum weight in E’ N M; into D.

o N e G A W N R

©

For those paths and cycles in P\ D that contains edges in U, J\,ZJ picks edges in M;.
10 For the remaining ones, M; pick edges in M;.

11 return M;.

CLAM 5.1. Suppose ]\Ajz is a Aj-additive-approzimate MWM on G; and M is a Aj-additive-approzimate MWM
on Gj. Then, [Algorithm 4 outputs a (A; + Aj + € - 1y (G;))-additive-approzimate MWM M; on G; such that
|M; & M;| <O((j —1)-e1).

Proof. Starting with M), the additive approximation is A;. It increases by ¢ - p1,,(G;) during the deletion in line

and A; during the substitution in line Since any edge in ]\Z @ ]\/ZJ belongs to a path or cycle in P\ D that
contains an edge in U, by construction, its size is bounded by O(1/¢) - |U| = O((j — i) - e~ 1). O

Now we are ready to introduce the full transformation. By running an independent copy of A on the
unweighted version of G we assume that we have access to a (1 — ¢)-approximation v; to the size of the MCM in
G;. The full transformation works in multiple phases, where each phase spans a contiguous segment of time points.
Suppose that a phase starts at time ¢. The transformation reads the entire edge set of the weighted matching M;
maintained by A on G and sets the length of the phase to be - 1;. Then, we define several checkpoints ¢; within

this phase, where t( is set to ¢ and the remaining checkpoints are defined iteratively as ¢;41 o+ % The

transformation will compute a matching ]\Z for each checkpoint, and this matching will be used as the output
from this time point until the next checkpoint. That is, for each time point ¢; < j < t;+1, the matching output
by the transformation on G; will simply be M;, N G;, which is M;, with edges deleted in G; dropped.

LEMMA 5.7. Suppose on Gy,, ]\Z is a (1 — x - €)-approzimate MWM. Then, for any j such that t; < j < tj11,
M, NGy is a (1 — (v +2) - €)-approzimate MWM on G;.

Proof. Denote U as the edge updates between t; and ¢;11 then

W) & S wie) £ TR W <G

ecU

The weight of the matching is at least

w(My, NGj) > w(My,) —w(U) > (1— (x+1)-€) - (G,
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while the MWM in the graph has weight at most

10(G) < 11(Gr) + w(U) < (14 €) - (G,

Thus
1—(z+1)-¢

M, NG;) >
’U)( tlﬂGj)f 1—|—z’;‘

p(G) 2 (1= (2 4 2) - ) - pr(G)-
a

Lemma 5.7 shows that it suffices to maintain a good approximate MWM Z\Zi at each checkpoint. Below we show
that the number of checkpoints within each phase is bounded by O(W).

LEMMA 5.8. Fach phase has at most % checkpoints.

Proof. For a phase starting at time %, its length is - 14,. The gap between any checkpoints ¢; and ¢;1; is at least
e w(My,) e pu(Gr) | (1—2) p(Gr) | (1= 2) - (u(Grp) — i) _ £(1—2)%,
w - W - w - W - W ’

thus the number of checkpoints is at most % 0

[Algorithm 4 provides a direct transformation between any two checkpoints. The full transformation will
use as a subroutine. The initial idea is to link the checkpoints in a path-like way, i.e., the matching
maintained by the full transformation M;, on G, is the output of [Algorithm 4/ on My, , and M;,, where M, is
the matching maintained by A on Gy,. Two issues arise. The first issue is that the guarantee of [Claim 5.1]is an
additive approximation, thus g, (Gy,_,) should not be too much larger than p,(Gy,). The second issue is that
the path length is O(W). Since after one direct transformation, the approximation error accumulates, suppose
we choose a (1 — §)-approximate MWM algorithm, the final approximation error could reach O(W - 4).

We solve the above issues in the following way. The first issue can be fixed by only allowing ]\Zl to be
transformed by some checkpoint ¢; with j1,,(Gt;) < 241, (G, ). The second issue is fixed by linking the checkpoints
in a tree-like way instead of a path-like. Formally, we define the transformation tree as follows.

DEFINITION 5.5. (TRANSFORMATION TREE) The transformation tree is a rooted tree where the nodes represent
distinct checkpoints and could have ordered children. The degree of a transformation tree is the mazimum number
of children of any node. The depth of a node in the transformation tree is the number of edges in the path between
the root and that node. The depth of the transformation tree is the largest depth of its node. The mapping between
the checkpoints and the nodes will ensure that the preorder traversal of the transformation tree corresponds to a
contiguous subarray of the checkpoints, i.e., t;,tiy1,--- ,t;. Further, it ensures that for any pair of nodes t;,t;
such that t;j is an ancestor of t; in the transformation tree, ., (Gt;) < O(1) - pw(Gy,).

LEMMA 5.9. Given a transformation tree with depth d and degree ¢ that corresponds to the checkpoints
ti,ter1, ..., t; and a dynamic (1—e)-approzimate MWM algorithm A with initialization time Z(n, m, W, e), update
time U(n, m, W, ) and query time T(n,m, W, ), there is an algorithm that dynamically and explicitly maintains
a (1 —0(d-¢))-approvimate MWM on Gy,,Gy,,,,...,Gy,; with initialization time

Z(n,m,W,e) 4+ O(w,) - T(n,m,W,e),
amortized update time
Un,m,W,e) +O(c-d-e ') - T(n,m,W,e),

and ensures that

1 o
— E: |M;, @ My, | =0(c-d-e1),
J

Y=+l

where J\Zk is the matching output by the framework on Gy, . The transformation is partially dynamic preserving.

Proof. We first describe the transformation. For the root ¢;, we set ]\Z = M,;,. For any checkpoint t;, > ¢;, it

has a parent node t, < tj in the transformation tree. We run |Algorithm 4| on ]\Zp and M, to get M;,. We now
establish the guarantee of the transformation.
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Approximation Error E?!aim 5.1 shows that for any checkpoint ¢, > ¢; and its parent node ¢, the additional
approximation error of My, increases by O(g)- 1. (GY, ) compared to that of M , since My, is a (1—¢)-approximate

MWM on Gy, . Denote Ay, as the set of ancestors of ¢, then the additive approximation error of ]\Zk is at most
O(e) - Yot e apugtny Pw(Ge) = O(d - €) - 1oy (G, ), since the definition of a transformation tree ensures that for any
t € Ay, .uw(Gtz) < 0(1) : :LLU)(Gtk)'

Runtime and Recourse The additional initialization time is the cost of reading the edge set of M,,. For
the update time and recourse, consider a fixed checkpoint t;, and its parent ¢,. Using the vertex-match query of
A, we can find all edges in Z\Ajt,c @ ]\Ajtp in time O((ty, —t,) -~ 1) - T'(n,m, W, ¢e) by In other words, the
cost of a direct transformation from ¢, to ¢, can be amortized by all updates between ¢,, and ¢; and the amortized
additional update time is O(e™1) - T'(n, m, W, ¢) while the amortized recourse is O(¢~1). It suffices to show that
for any fixed update ¢, there will be at most O(c- d) direct transformation that covers it, i.e., the number of pairs
t;, and its parent node ¢, such that ¢, < ¢ < ¢ is at most O(c - d). The definition of the transformation tree
ensures that its subtree also corresponds to a contiguous subarray of checkpoints. Consider a fixed depth of nodes
in the transformation tree. The subtrees with those nodes as root correspond to disjoint contiguous subarray.
Thus t could be included in at most one of them, i.e., the number of distinct ¢, is at most O(d). Since the degree
of each node is ¢, we conclude the proof. ]

Below we show an online construction of O(log W) transformation trees corresponding to disjoint contiguous
subarrays whose union covers the entire phase.

Algorithm 5: Online Construction of Transformation Trees within a Phase
Input: A set of checkpoints {to,t1,...,%} where l = O(W).

1 Denote M;, as the matching maintained by A on Gy,.
2 6 + [log %] = O(logW).
3 root ¢+ ig.
4 root.complete < 0.
5 root.depth < 0.
6 cur < tg.
7 fori=1,...,ldo
8 while |logw(Mcy)| > [logw(My, )] and cur # root do
9 L cur < cur.father.
10 if |log w(Mcyr)| > |logw(My,)] then
11 root <+ ;.
12 t;.depth < 0.
13 else
14 t;.father < cur.
15 t;.depth < cur.depth + 1.
16 if t;.depth = 6 then
17 while cur.complete =1 do
18 L cur < cur.father.
19 cur.complete = 1.
20 else
21 cur < t;.
22 cur.complete = 0.

LEMMA 5.10. [Algorithm 5| constructs O(log W) transformation trees with depth O(log W) and degree O(log W)
in amortized O(1) time that corresponds to contiguous subarrays that are disjoint and their union covers the entire
phase.

Proof. Tt is clear that [Algorithm 5 constructed a set of transformation trees in amortized O(1) time with depth
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O(log W) that are disjoint. Since there are O(W') checkpoints within a phase according to and the
choice of 8, those transformation tree satisfy the covering property. We will prove that there are O(log W) of
them, each with degree O(log W).

creates a new transformation tree whenever the root changes, i.e., at line Thus the new root
satisfies that [logw(Mpey root)| < [10gwW(Mo1a.root)|- The length of a phase starting with ¢y is set to be e - v,.
Thus for any checkpoint ¢; within the phase,

(1 - E) Vi < w(Mtz) <

Wy,
~1l-—c¢ fo

meaning that the number of different |logw(M; )] is at most O(log W).

For each node v in the constructed tree, v.complete represents whether there is a subtree with one of its
children as root that is a complete binary tree with depth § — v.depth. v.complete can only be 0 or 1 during the
execution. And whenever it changes to 1, v would continue building its subtree with a new child node. Therefore,
with the same reason as the number of roots, v would have O(log W) children when v.complete = 0 and O(log W)
children when v.complete = 1, proving that the degree is O(log W). 0

THEOREM 5.4. Given a dynamic (1 — g)-approximate MWM algorithm A with initialization time Z(n,m,W,¢),
update time U(n,m,W,e) and query time T(n,m,W,¢e), there is a transformation that produces a dynamic
algorithm that explicitly maintains a (1 — O(e - log W))-approximate MWM with initialization time

I(n7 m7 I/I/’ 8)’

amortized update time

U(n,m, W,e) + O(log> W - =) - T'(n,m, W,e),

and amortized recourse

O(log® W -e71).
The transformation is partially dynamic preserving.

Proof. The only initialization time is for A. We would prove the amortized update time and recourse within each
phase. According to [Lemma 5.10, |Algorithm 5 builds O(log W) transformation trees with O(log W) depth and
degree that correspond to disjoint contiguous subarrays of checkpoints and their union covers the entire phase.
Lemma 5.9 shows that for each transformation tree, we spend O(v4,) - T'(n, m, W, &) time and O(vy,) recourse for
initialization of the transformation. The initialization for O(log W) transformation trees can be amortized over
the entire phase to be O(log W -¢71)-T(n, m, W, ) amortized update time and O(log W -~ 1) recourse. Thus the
bottleneck is the O(log> W - e~1) - T'(n, m, W, ) amortized update time and O(log? W - £~!) recourse that each
transformation tree induces by the checkpoints other than root. ]

Consequently, our framework has a poly(1/¢) additive overhead independent of the underlying algorithm. For
simplicity, in the further use of this result in this work, we only consider algorithms that explicitly maintain the
matching with T'(n,m, W,e) = O(1).

COROLLARY 5.1. Given a dynamic (1 —¢)-approzimate MWM algorithm A that, on input n-vertex m-edge graph
with aspect ratio W, has initialization time Z(n,m, W, e), update time U(n,m, W, ) and query time T (n,m, W, ),
there is a transformation that produces a dynamic (1 — O(eloge™1))-approvimate MWM algorithm that has
initialization time

O(Z(n,m, 6(5_2_3'2%), O(g)) +me™1),

amortized update time
OU(n,m, @(5_2_3'2%), 0(e)) + e log? et - T(n,m, 6(5_2_3'2%)7 €)),

and amortized recourse
O(e 2 4log? ™)

for any integer parameter d € Z>o. The transformation is partially dynamic preserving.

Proof. Tt follows from combining [Theorem 5.3 and |[Theorem 5.4] 0
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5.5 Putting Everything Together With the help of our low-recourse transformation, we obtain an efficient
fully dynamic algorithm on low-degree graphs, which then leads to a O(poly(1/¢)) update time rounding algorithm
for weighted fractional matchings. The low-degree algorithm can also serve as an efficient aggregation even if we
reduce the aspect ratio to O(¢72) in our framework, which is the best we can hope for based on [Lemma 3.1.
Finally, combined with [11] we reduce weighted matching algorithms to unweighted ones in bipartite graphs.

5.5.1 Fully Dynamic Algorithm on Low-Degree Graphs

THEOREM 5.5. Given an n-vertex m-edge graph G with edge weights bounded by W that undergoes edge insertions
and deletions such that the mazimum degree of G is bounded by A, there is an algorithm with O(Ae=> log? e~
amortized update time and O(e=°log® ™) amortized recourse that explicitly maintains a (1 — O(eloge™"))-
approximate MWM in G.

Proof. For a subgraph of G, we can use the following standard algorithm [29] to maintain a (1 — €)-approximate
MWM on it.

Fact 5.1. There is a fully dynamic (1 — €)-approximate MWM algorithm that has amortized update time
O(AWe=2log(e71)) and recourse O(AWe=1) on a graph with mazimum degree A and aspect ratio W.

The theorem follows by applying with d = 3. |

5.5.2 Rounding Weighted Fractional Matching We obtain a weighted rounding algorithm with polynomial
dependence on e~!, showing that the dynamic fractional matching problem is as hard as the integral one up to
poly(1/¢) factors. Formally, a dynamic weighted rounding algorithm is defined as follows.

DEFINITION 5.6. (SEE E.G., [22, DEFINITION 3.11]) A dynamic rounding algorithm, for a given n-vertex graph
G = (V,E), edge weights w € N¥ bounded by W = poly(n), and accuracy parameter ¢ > 0, initializes with an
x € Mg and must maintain an integral matching M C supp(x) with w(M) > (1 —e)w @ under entry updates
to x that guarantee x € Mg after each operation.

We are going to use the given fractional matching to find a sparse subgraph on which there is a large weight
matching.

LEMMA 5.11. ([22]) Given an e > 0, there is a deterministic algorithm that, on an m-edge graph G with edge
weights bounded by W and a fractional matching € € Mg, initializes in O(m) time, supports

e inserting/deleting and edge or changing the value of x. in amortized 5(W ~e7 1) time,
and maintains

e a subgraph H C G with mazimum degree 5(5’2) on which a fractional matching =) of weight
ZeeEw(e)ng) > (1—¢) > .cpw(e)x. that satisfies 2 (v) < 2(v)+0(¢) for allv € V and ) — :ce‘ <
O(g?) for alle € E.

LEMMA 5.12. Given a fractional matching x € Mg, for any € > 0 we can initialize in 6(m) a subgraph H

of G and maintain it with 6(5’1) time per entry update to x such that H has mazimum degree O(c~2) and
pw(H) > (1 —O(e))w "z holds.

Proof. We split the edges into K = O(log W) classes Eg U ---U Ek such that F; contain precisely the edges with
weights between 2¢ and 2¢+! — 1 (inclusively). Let G; be the induced subgraph of E;. Let ¢/ = ©(¢/K). We run

Lemma 5.11{ on each of the G; with accuracy €’ and obtain H;. Let H = Ho U --- U Ho(1og w). By |[Lemma 5.11L
there is a fractional matching &(#+) of weight

Z wex!l) > (1 -¢) Z WL

e€E; eckE;
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and therefore letting () = (1) ... 4 2(H#x) we have w'x) > (1 — ¢)w'x. Notice that ) (v) <
x(v) + O(e'K) <1+ O(e) for each v € V and ) [B] < x[B] + O((¢')? - K) - |B|*> < «[B] + O(¢)|B| for all odd
sets of size at most O(1/¢). Therefore, we see that if we scale (/) down by a multiplicative 1+ O(e) factor then
it will be a feasible fractional matching supported on H. This proves that p,(H) > (1 — &)w"x. The update
time of the algorithm follows from that of [L which is O(’™") = O(e™!) since the edge weights in a
single F; are within a factor of two from each other. ]

THEOREM 5.6. Given an m-edge graph, there is a dynamic rounding algorithm that initializes in 5(m) time and
handles each entry update to x in O(e~8) time per update.

Proof. Given the fractional matching x, we run [Lemma 5.12 to maintain a 6(5_2)—degree subgraph H C G with
tw(G) > (1 — O(e))w " z. We then apply [Theorem 5.5 to maintain a (1 — O(eloge™1))-approximate matching
over H. By the guarantee of H, such a matching will have weight at least (1 — O(cloge™!))w"x. Since H has
maximum degree O(s~2), M handles each update to H in O(¢~7). The theorem follows as there are

6(5’1) modifications to H per update to by |Lemma 5.12 O

5.5.3 Improved Weight Reduction Framework for General Graphs The fully dynamic low-degree
algorithm in [Theorem 5.5 allows us to reduce the aspect ratio to O(¢72), which is the best we can get

using |Lemma 3.1,

THEOREM 5.7. Given a dynamic (1 — g)-approximate MWM algorithm A that, on input n-vertex m-edge graph
with aspect ratio W, has initialization time Z(n,m, W, ), and update time U(n, m, W, ), there is a transformation
which produces a dynamic (1 — elog(e~1))-approximate MWM dynamic algorithm that has initialization time

log(e™") - O(Z(n,m,0(c~?),0(¢)) + me ™),
amortized update time
poly(log(e™")) - OU(n, m,O(s72),0(¢)) + &),
and amortized recourse
poly(log(e™1)) - O(e ™).

The transformation is partially dynamic preserving.

Proof. According to we consider any 2-wide weight partition of G. Denote g = [log(¢~3)]+1, and for
0<j<g—1,denote I, ={i:i=j (mod g)}. The weight gap between neighboring “padded” weight classes in I,
is Q(e~1), and we use to aggregate matchings in I; and use the low-degree algorithm in |Theorem 5.5
to maintain a (1 — eloge™*)-approximate MWM on the union. Following a similar proof of [Lemma 3.1 itself, the
union of the greedy matchings keeps a 1 — O(eloge™1!) fraction thus so does the output matching.

Any edge would be contained in O(log(¢71)) “padded” weight classes. For initialization, we use

to compute a (1 — ¢)-approximate MWM on the union, and it takes mlog(¢~!)e~! time. The update time and
recourse come from [Theorem 5.1l and [Theorem 5.51 O

5.5.4 From Weighted Matching to Unweighted Matching in Bipartite Graphs [11] provides a
framework to reduce dynamic weighted matching algorithms to unweighted ones in bipartite graphs. We slightly
optimize their algorithm to have better runtime. The description of the algorithm, and its proof are
deferred to

LeMMA 5.13. ([11, [33]) For e < 1/6, given a dynamic algorithm A that, on input n-vertex m-edge bipartite
graph, nitializes in T(n, m,e) time and explicitly maintains an (1 — g)-approximate MCM in U(n, m,e) update
time, there is a dynamic algorithm that initializes in

O(Z(nW, mW,e) +mlog(e e )

time and explicitly maintains an (1 —¢)-approzimate MWM on a bipartite graph with integer edge weights bounded
by W in
O(W -U(nW,mW,0(g))) + W log(s~)e~?)
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amortized update time and has amortized recourse
O(Wlog(e 1)e™?).
The transformation is partially dynamic preserving. On non-bipartite graphs, the approximation ratio is % —€.

requires integer weights. By a standard scaling and rounding argument, one can reduce a
problem with real weights and W aspect ratio to the same problem with integer weights and We~! aspect ratio.
Combined [Theorem 3.2| [Lemma 5.13|and the above fact, we have the following reduction from weighted matching
to unweighted matching.

THEOREM 5.8. Given a dynamic algorithm A that, on input n-vertex m-edge unweighted bipartite graph,
initializes in Z(n,m,e) time and explicitly maintains an (1 — €)-approzimate MCM in U(n, m,e) update time,
there is a dynamic algorithm that initializes in

log(e™) - O(Z(O(s73)n, ©(¢3)m, O(g)) + me™ 1)
time and explicitly maintains an (1 — O(elog(e™1)))-approzimate MWM in
poly(log(e™1)) - OU(O(~3)n, O(e~3)m, O(¢)) - e 3 +7?)
amortized update time, and has amortized recourse

poly(log(e™")) - O(e™).

The transformation is partially dynamic preserving. In non-bipartite graphs, the approzimation ratio changes to

2 — O(elog(e™")) while the runtime and recourse remain the same.

The reduction improves on the work of [11], whose reduction, when combined with [29], has an update time
of U(e=O/e)p, e=O0/m O (e)) - e=O/e) . log W.

6 Applications

In this section, we discuss the implications of our reduction frameworks for obtaining (1—e¢)-approximate maximum
weight matching algorithms in various models.

6.1 The Dynamic Model In the dynamic setting, barring a few exceptions (for example, [28| [17]), much of
the focus has been designing algorithms for (1 — &)-approximate MCM. Thus, a lot of the weighted matching
results for bipartite graphs follow from the reduction of |11], and consequently, incur a multiplicative overhead of
e~O0/9) In this section, we remedy this. A summary of our results is given in We start with bipartite

graphs.

Table 1: Summary of Prior and Our Results on Dynamic Weighted Matching

Setting Prior Result Our Result Reduction
Fully Dynamic =00/ . ERTev o) O(poly(e~1) - Sar/E)
Bipartite 136]+[11] Lemma 6.1 Thm 5.8
O(mlognlog®(nW/e)e—2)
[17] 9 —8.
Irg'remf'rétal (fractional) Of(ne™> + Zw ]g(;ly(log(l/ ?)) Thm 5.8
ipartite m - e-00/9) Jog I/ emma, 6.
[20]+[11]
Fully Dynamic Vm -7 P08 Llog W O((v/m-e=* +¢e7°) - poly(log(1/e)) Thim 3.2
General [29] Lemma 6.7 '
Decremental  m - poly(log(nW)) - e~ ©(1/¢) O(m - poly(logn,e™ 1)) Thm 3.2
General [22] Lemma, 6.8 )
Fully Dynamic _ -
) O(n%98 . ¢=00/e) . 1og W) O(n%%® - poly(s71))
Offline Thm 5.8
Bipartite [36]+[11] Lemma 6.3
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Bipartite Graphs For bipartite graphs, we show the following three results in the fully dynamic and
incremental setting respectively.

LEMMA 6.1. There is a fully dynamic randomized algorithm that maintains a (1 — €)-approzimate MWM in a
bipartite graph in O(poly(s~1) - Jacve=) update time.

LEMMA 6.2. There is a deterministic incremental algorithm that maintains a (1 — €)-approzimate MWM in an
incremental bipartite graph in O(ne% poly(log1/¢) + me =% poly(log 1/¢)) total update time.

LEMMA 6.3. There is a randomized algorithm that given an offline sequence of edge insertions and deletions to
an n-vertex bipartite weighted graph, maintains the edges of a (1 — €)-approzimate mazimum weight matching in
amortized O(n®58 poly(e~1)) time with high probability.

We now prove [Lemma 6.1, In order to achieve this, we use the following recent result by [36].

LEMMA 6.4. ([36]) There is a fully dynamic randomized algorithm that maintains a (1 — e)-approximate MCM
in a bipartite graph in O(poly(s~1) - Jacve=) update time.

Proof of The result follows from [Lemma 6.4] and [Theorem 5.8] O

Prior to the best-known result had an update time of ¢=(1/¢) . s=arvms > Which was obtained
by combining the result of [36] and [11]. We now show [Lemma 6.2] and for that we need the following recent
result by Blikstad and Kiss.

LEMMA 6.5. ([20]) There exists a deterministic incremental algorithm that maintains a (1—¢)-approzimate MCM
in an incremental bipartite graph in O(ne=% + me=5) total update time.

Proof of The result follows from the application of [Theorem 5.8 to the amortized runtime given by
[Cemma 6.5 0

Prior to the best known incremental algorithm has an update time of O%m . lo%n Jlog?(nWe=1)-e72)

(see [17]) or O(e=91/2) . m - log W) (by combining [20] and [29]). We now prove [Lemma 6.3. In order to achieve
this, we use the following recent result by [36].

LEMMA 6.6. ([36]) There is a randomized algorithm that given an offline sequence of edge insertions and deletions
to an n-vertex bipartite graph, maintains the edges of (1—¢)-approzvimate matching in amortized O(n°58 poly(¢~1))
time with high probability.

Proof. The result follows from [Theorem 5.8 and [Lemma 6.3! O

We now show our results for general graphs.
General Graphs For general graphs, we show two results in the fully dynamic and decremental settings,
respectively.

LEMMA 6.7. There is a deterministic fully dynamic algorithm that maintains a (1 — €)-approximate MWM in
O((y/m -e=* +e7°) - poly(log(1/¢)) update time.

Note that prior to this work, the best-known update time for an algorithm that maintains a (1—e¢)-approximate
maximum weight matching was O(y/m -e~?(1/%) .1og W). This was obtained by combining the results of [29] with
their bucketing scheme.

LEMMA 6.8. There is a randomized decremental algorithm that maintains a (1 — €)-approzimate MWM in a
decremental general graph in O(m - poly(logn,e~1)) total update time.

Prior to this work, the best known decremental algorithm maintaining a (1 —e¢)-approximate maximum weight
matching in a general graph had O(s~?(/2) . poly(log n))-update time, and was obtained by combining the results
of [22] with the bucketing scheme of [29]. We now proceed with showing the proof of For this, we
use the following result.
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LEMMA 6.9. ([29]) There is a deterministic fully dynamic algorithm that maintains a (1 —e)-approximate MWM
in O(ymWe=2) update time.

Proof of The result follows from [Lemma 6.9] and [Theorem 3.2} 0
We now show the proof of [Lemma 6.8. Our proof uses the following recent result by [22].

LEMMA 6.10. ([22]) There is a randomized decremental algorithm that maintains a (1 — €)-approzimate MWM
in a decremental general graph in O(m - W - poly(logn,e~1)) total update time.

Proof of The result follows from [Lemma 6.10] and [Theorem 3.2] 0

6.2 The Streaming Model

Model Definition In the streaming model, the edges of the input n-vertex graph G = (V| E) are presented
to the algorithm in a stream (in an arbitrary order). A semi-streaming algorithm is allowed to make one or a few
passes over the stream, use a limited amount of memory O(npoly(logn)), and at the end output a solution to
the problem at hand, say, find an approximate maximum weight matching of G.

Our Results As in the dynamic case, we obtain two types of reductions. First is an aspect ratio reduction,
and the second, is a weighted to unweighted reduction for bipartite graphs.

THEOREM 6.1. Suppose there is a semi-streaming algorithm for (1 — €)-approzimate mazimum weight matching
in an n-node m-edge general graph with aspect ratio W that uses p(n,m, W, ) passes and space s(n,m,W,e),
then for any constant ¢ > 0 there exists a semi-streaming algorithm for (1 — ¢~ 'e)-approzimate maximum weight
matching that uses p(n, m,0(s~2+e)) ¢) passes and space complexity O(s(n,m,0(e~?+9)) &) -log._1 W).

THEOREM 6.2. Suppose there is a semi-streaming algorithm for (1 — e)-approximate MCM in an n-node m-edge
bipartite graph that uses p(n,m,e) passes and space s(n,m,e), then there exists a semi-streaming algorithm for
(1 — O(e))-approxzimate mazimum weight matching in a n-node m-edge bipartite graph with aspect ratio W that
uses p(O(n -~ B+)), O(m-e~3+9)) O(e)) passes and space O(s(O(n -~ B+)) O(m -~ 3+9)) 0(¢)) - log._. W).

The above reduction has the property that it is a weighted to unweighted reduction that preserves the number
of passes, while increasing the space complexity by a factor of log W.

As a consequence of our reductions, we new results and trade-offs for streaming (1 — ¢)-approximate bipartite
maximum weight matching, which are summarized in the We state them formally thereafter.

Table 2: Summary of Results on (1 — €)-approximate Bipartite MWM in Streaming
Prior Result Our Result (Ve > 0 constant) Reduction Used

_ _ O(e72%) passes
2, 1 :
O(Oﬁ(ngigoi(eEW)))spzs;es 2] O(n - =B+ log W) space Theorem 6.2
& P Lemma 6.11
—1 3
O(e™7 -log®(1/¢)) passes O " -log™(1/¢)) passes

135 O(n - log W) space Theorem 6.1
O(n -log(1/e) - log W) space S—— =

Our first result is the following lemma.

LEMMA 6.11. For any constant ¢ > 0, there is a semi-streaming algorithm for (1 — €)-approzimate bipartite
mazimum weight matching that uses O(n - e=(3+9) . 1og W) space and has a pass complexity of O(c~2).

Prior to this, the semi-streaming algorithm of [2] had the best known pass complexity of O(e2 - log(s71)).
The second result is the following.

LEMMA 6.12. For any constant ¢ > 0 there is a semi-streaming algorithm for (1 — e)-approximate bipartite
mazximum weight matching that uses O(n -loge™! -log W) space and has a pass complezity of O(s=*- 10g3(1/€)).

This improves on the result of [35] which had the same space complexity, but a pass complexity of O(¢~%)
passes.
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Proofs of Our Streaming Results We first begin by stating the proofs of our reductions. We start by
proving [Theorem 6.2 This will be done using[Theorem 6.1 and the following result by [11} [33]. While their result
is stated as being applicable to integral weight graphs, as mentioned before, by standard scaling and rounding
techniques, one can reduce the arbitrary weight case to the integral case. We state a modified version of their
result incorporating this.

LEmMA 6.13. ([11, 33]) Suppose A, is a streaming algorithm that computes a (1 — €)-approzimation to the
MCM in p(n,m,e) passes and s(n,m,e) space. Then, there is a streaming algorithm A,, that computes a (1 —¢€)-
approzimation to the mazimum weight matching in p(nWe=!, mWe~1! ¢) passes and s(nWe=1, mWe1 ¢) space,
where W is the aspect ratio of the weighted graph.

Proof of[Theorem 6.2, Suppose A, is the bipartite unweighted matching algorithm in the premise of the
lemma. Then, we can use [Lemma 6.13|to get an algorithm A,, with space complexity O(s(nWe™!, mWe™1 ¢))
space, and p(nW, mW,e) passes. Applying [Theorem 6.1/ to A,,, get an algorithm A/ with pass complexity
p(O(n-e=G+)) 0(m -~ B+9)) O(e)) and space complexity O(s(0(n -~ ) O(m -~ B+9)) O(e)) - log.—1 W).
0

We now show how to implement our reduction in streaming.

Proof of[Theorem 6.1l Let A be the algorithm given in the premise of the lemma. As in[Theorem 3.2, we consider
any €~ “-wide weight partition of G, and let I;’s be the set of “padded” weight classes. Then, by [Lemma 3.1, the
union of matchings M, on I; contains a (1 — ¢~ '¢)-approximate maximum weight matching of G. We run a copy
of A on each of these weight classes I; and then combine them. Since we run log, 1+ W copies of A and the aspect
ratio of the weight classes is e =279 we have the desired space and pass bound. O

We now show the proof of [Lemma 6.11. Our proof uses the following result by [8].

LEMMA 6.14. ([8]) There is a semi-streaming algorithm for (1 — ¢)-approzimate bipartite MCM that uses O(n)
space, and has a pass complexity of O(e~2).

Proof of[Lemma 6.11 Instantiating the reduction of with the algorithm of [Lemma 6.14] we obtain
the desired O(n - e~ (3+¢) . 1og W) space complexity and has a pass complexity of O(s~2) d

For [Lemma 6.12, we need the following result.

LEMMA 6.15. ([35]) There is a semi-streaming algorithm for (1 — e)-approximate bipartite maximum weight
matching that has uses O(nlog(1/¢)) space and has a pass complexity of O(log® W - e~%). By applying the
reduction of [29], one can obtain an algorithm that uses O(n -log(e~1) - log W) space and has a pass complexity
of O(s~"log*(1/¢)).

We now show [Lemma 6.12] which improves the pass [Lemma 6.15] while still achieving a space complexity

which has logarithmic dependence on é

Proof of[Lemma 6.12, Let A be the algorithm in [Lemma 6.15| which has a space comilexity of O(n -log(1/e))

and has a pass complexity of O(log® W - e~4). We instantiate the reduction in [Theorem 6.1| with A. This yields
a semi-streaming algorithm that satisfies the premise of the corollary. O

6.3 The MPC Model

Model Definition In the MPC Model, there are p machines, each with a memory of size s, such that
p-s = O(m). The computation proceeds in synchronous rounds: in each round, each machine performs some
local computation and at the end of the round they exchange messages. All messages sent and received by each
machine in each round have to fit into the local memory of the machine, and hence their length is bounded by
s in each round. At the end, the machines collectively output the solution. In this paper, we work in the linear
memory model in which, the memory per machine is s = O(n) We first state our results in this model.
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Table 3: Summary of Results on (1 — ¢)-approximate Bipartite Matching in MPC Model

Rounds Space Weighted/Unweighted ~ Reference
O(e%loglogn) O(n) Unweighted 18]
O(e®loglogn) O(nlog. 1 W) Weighted 35

O(loglog(n/e) - e72) O(n-e=BF9) .log._, W) Weighted Lemma 6.16
O(log®(1/¢) - loglog(n/e) - €~%) O(nlog,. 1 W) Weighted [Cemma 6.17

Our Results As in the dynamic and streaming case, we give the following reductions, the first one being an
aspect ratio reduction, and the second, a reduction from weighted to unweighted matching in bipartite graphs.

THEOREM 6.3. Suppose there is an MPC algorithm for (1 — €)-approximate mazimum weight matching in an n-
node m-edge general graph with aspect ratio W that uses r(n, m, W, €) rounds and space s(n,m, W,e) per machine,
then for any constant ¢ > 0 there exists an MPC algorithm for (1 — O(e))-mazimum weight matching that uses
r(n,m,0(e~ %) ¢) rounds and O(s(n,m,0(s~*9)) ¢) -logW + nlog W) space per machine.

THEOREM 6.4. Suppose there is an MPC algorithm for (1 — ¢)-approxzimate MCM in an n-node m-edge bipartite
graph that uses r(n,m,e) passes and space s(n,m,e), then there exists an MPC algorithm for (1 — O(e))-
approxrimate mazimum weight matching in a n-node m-edge bipartite graph with aspect ratio W that uses
r(O(n-e~ B+, O(m-e~B+9)) O(e)) rounds and space O(s(O(n-e~B+)) O(m-e~G+9)) O(e))-log W +nlog W)
per machine.

As a consequence of these two reductions, we get the following two results about about (1 — ¢)-approximate
bipartite maximum weight matching, which matches the round complexity of the best known MPC algorithm for
unweighted matching by [8].

LEMMA 6.16. There is an MPC algorithm for computing a (1 — €)-approzimate bipartite mazimum weight
matching in O(loglog(n/e) - €=2) rounds and O(n - =G+ .log__, W) space per machine.

The second lemma improves on the result of [35].

LEMMA 6.17. There is an MPC algorithm for (1 — e)-approzimate bipartite mazimum weight matching using
O(log®(1/¢) - loglogn - e=*) rounds and O(nlog.—+ W) space per machine.

We summarize these results in [Table 3.
Proofs in the MPC Model We first show the proof of our main reductions. We start with the proof of
Theorem 6.4} and for that, we need the following theorem, which is implicit from the work of [11] 33].

LEMMA 6.18. (ImpLICIT IN [11, 33]) Suppose A, is an MPC algorithm that computes a (1 — €)-approzimation
to the MCM in r(n,m,e) rounds and s(n,m,e) space per machine. Then, there is an MPC algorithm A,
that computes a (1 — €)-approzimation to the mazimum weight matching in r(nWe=t, mWe=1 ¢) rounds and
s(nWe=t, mWe=1 ¢€) space per machine, where W is the aspect ratio of the weighted graph.

The proof of is implied by the above lemma, and

Proof of[Theorem 6.4, Suppose A, is the bipartite unweighted matching algorithm in the premise of the lemma.
Then, we can use [Lemma 6.18 to get an algorithm A, with O(s(nWe=t,mWe~1! ¢)) space per machine, and
r(nWe=t, mWe~! ¢) rounds. Applying to A, get an algorithm A/, with round complexity
r(O(n-e=B+)) O(m-e~+9) 0(¢)) rounds and space O(s(O(n-c~ ) O(m-e~3+¢)) O(¢)) -log W +nlog W)
per machine. 0

We now state the proof our aspect ratio reduction in MPC.

Proof of [Theorem 6.3, Let A be the algorithm given in the premise of the lemma. As in[Theorem 3.2, we consider
any €~ “-wide weight partition of G, and let I;’s be the set of “padded” weight classes. Then, by |Lemma 3.1|, then,
the union of matchings M; on I; contains a (1 — ¢~ 'e)-approximate maximum weight matching of G. We run a
copy of A on each of these weight classes I; and then combine them in a single matching. Since we run log W
copies of A and the aspect ratio of the weight classes is e~ (3+9), we have the desired space and pass bound. 0

Copyright (© 2025
Copyright for this paper is retained by authors



We now show the proof of |[Lemma 6.16. In order to do that, we need the following result.

LEMMA 6.19. ([8]) There is an MPC algorithm for (1—¢)-approzimate bipartite matching using O(e~2-loglogn)
rounds and O(n) space per machine.

Proof of[Lemma 6.16 Let A be the algorithm of[Lemma 6.19. We instantiate the reduction in with A
to get an MPC algorithm for (1—¢)-approximate bipartite maximum weight matching that has O(log log(n/¢)-e~2)

round complexity and O(n - e~ (3+¢) . log__, W) space per machine. 0
Next, we show the proof of [Lemma 6.17. We need the following result.

LEMMA 6.20. ([35]) There is an MPC algorithm for (1 — €)-approzimate bipartite maximum weight matching
using O(log®(W)loglogn - e=4) rounds and O(n) space per machine. By applying the reduction of [29], we can
obtain an MPC' algorithm for the same problem that uses O(loglogn -7 -log®(1/¢)) rounds and O(nlog.—+ W)
space per machine.

Proof of[Lemma 6.17, Let A be the algorithm of [Lemma 6.20 with space complexity O(n) and round complexity
O(log®(W)loglogn - e~*). Instantiating [Theorem 6.3 with A, we get a (1 — ¢)-approximate bipartite maximum
weight matching with round complexity O(log”(1/¢) - loglog(n/e) - e~*) and space O(n - log.— W) per machine.
O

6.4 The Parallel Shared-Memory Work-Depth Model

Model Definition The parallel shared-memory work-depth model is a parallel model where different
processors can process instructions in parallel and read and write from the same shared-memory. In this model,
we care about two properties of the algorithm: work, which is the total amount of computation done by the
algorithm and the depth, which is the longest chain of sequential dependencies in the algorithm. Our goal in this
section will be to show that our reduction can be implemented in parallel model very efficiently. In particular,
we show the following theorems.

THEOREM 6.5. Suppose there is a parallel algorithm that computes a (1 — €)-approzimate mazimum weight
matching on an n-node m-edge graph with aspect ratio W with B(n,m,W,e) work and D(n,m,W,e) depth.
Then there exists a parallel algorithm that computes a (1 — &)-approximate mazimum weight matching in
O(B(n,m,e°,0(¢)) - logW + nlogn) work and O(D(n,m,e=%,0(¢)) + log W + log*n) depth.

Since the lack of a parallel implementation of the reduction in [11], we currently cannot reduce the weighted
matching problem directly to an unweighted one. Thus we use [Theorem 6.5 to improve the following weighted
parallel algorithm by reducing the weight ranges.

LEMMA 6.21. ([35]) There exists a shared-memory parallel algorithm that computes a (1 — €)-approximate
mazimum weight matching with O(mlog®(W)e=*) work and O(log®(W)log?(n)e=*) depth. Using [29], this
translates into a parallel algorithm which computes a (1 — €)-approzimate mazimum weight matching with
O(mlog(W)log®(1/e)e~7) work and O(log(W)log?(n)log®(1/e)e~7) depth.

A consequence of our reduction is the following improvement, in both total work and depth.

COROLLARY 6.1. There exists a shared-memory parallel algorithm that computes a (1 — &)-approximate maz-
imum weight matching on an m-node m-edge graph with aspect ratio W with O(mlog(W)e=*) work and
O(log®(n)log(W)e*) depth.

We now show how to implement our reduction in the parallel model. The most challenging aspect of this
implementation is to compute a maximum weight matching on degree two graphs. Such a graph is a collection of
paths and cycles. First an observation is in order. Consider two paths Py = (vo,--- ,v|p,|) or Py = (e1,--- ,e|p,|)
and Py = (ug,- -+ ,u|p,|) or Po = (e}, -+ ,e|p,). Asin the dynamic program described in , we maintain
for Pi: f(e1,,ep,y) for x,y € {0,1}. Here, f(e1,0,¢/p,|,0)is for example the value of the maximum weight
matching on P; in which e; and ey are unmatched. Similarly, for Ps, we maintain f (e}, z, eipzl,y) for z,y € {0,1}.
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Suppose, P = Py @ e @ P», where e = (v|p,|,v0), then, we can get the corresponding information for P as follows
for all z,y € {0,1}.

f(€1>$7€ip2|,y) = zg}%,}i} {f(ehxae\Pl\as) + UJ(C) -z f(ellataeTPZPy)}
0<s,t<1—2

Thus, using P; and P», we can get the information for P using a constant amount of work. We now describe our
algorithm. Similarly, using depth 1, and work |P|, we can find the corresponding maximum weight matchings for
P, given the maximum weight matchings for P; and P,. Analogously, we can also give such a dynamic program
for a cycle obtained by concatenating two paths.

CLAIM 6.1. There exists a parallel algorithm for computing a mazximum weight matching on a degree two graph
in O(n -logn) work and O(log?n) depth.

Proof. The algorithm proceeds by randomly concatenating paths. At any stage, the algorithm will maintain a
collection of paths P. Initially, P = {P(u,u) | u € V'}. These are just empty paths corresponding to every vertex
u € V, and with the endpoints of the paths being u. As the algorithm proceeds, P is updated as follows. Let V
be the collection of all endpoints of a path. Initially, V = V. For all u € V, toss a coin. We can do this in parallel.
Consider any edge e = uv such that u,v € V. If the results of coin tosses of u and v are opposite, then we combine
the paths P, = ((uo,w1) = e1, -+ ,ejp,| = (yp,j-1,u)) and P, = (ef = (v,v1), -, €[p | = (Vp,|-1,0|p,|)) as
follows:

L. In the collection of paths, remove Plug,u] and Plv,v|p,|] and add Plug,vp,|], which is the concatenation
of P,®ed P,.

2. We also update f as follows, for all z,y € {0, 1},

Flewelp,p) = ma {Flera,eip,y, ) +wle)- 2+ F(ehtoelp, ) |
0<s i<~z

3. Additionally, in O(|P|) time, we can also do a search version of the above dynamic program to maintain
the four candidate matchings which realize f(eq,z, eTPU‘,y) for x,y € {0,1}

Now, want to argue about the depth and work. First, with high probability, we have logn stages. Additionally,
within each stage, with high probability, we will have to contract O(logn) paths. Thus, total depth is O(log® n).
The total work done in each stage is proportional to the total lengths of the paths in P. Thus, the total work is
O(n -logn). 0

Proof of[Theorem 6.5, Let F; be as defined in Let A be the parallel algorithm specified in the
premise of the theorem. We consider G; = (V, E;) for ¢ € [L], and run A; on G; to compute M;, which is the
(1 —e)-approximate maximum weight matching in G;. Then, for all odd i € [L] we find a greedy census matching
M,qq. We do the same for all even i € [L], to get Meyen. Since the aspect ratio in G; is €75, the first step
takes work B(n,m,e~?,¢) -logW work and depth D(n,m,e=5,¢). The second step can be implemented in total
work B(n,m,e5,¢) -logW. The depth for the second step is log W, since we are only greedily combining log W
matchings. Finally, we want to compute a maximum matching on the graph Meye, U Mogq. Thus, we can find a
matching in this graph by applying [Claim 6.1l Thus, we are able to compute a compute a (1 — ¢)-approximate
maximum weight matching in O(B(n,m,e2,¢) - log W 4 nlogn) work and O(D(n,m,e~%, &) + log W + log® n)
depth. O

7 Open Problems

Our reductions go a long way toward showing weighted and unweighted matching have the same complexity
in a wide variety of models. By reducing the multiplicative overhead to poly(1/e), we are able to achieve this
equivalence even for small approximation parameter €. There are, however, a few limitations that we need to
overcome.
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1. A limitation of all existing reductions from weighted to unweighted matching in dynamic graphs is that

they incur a large approximation error in non-bipartite graphs: in particular, both our and
the reduction of [11] reduce the approximation guarantee by 2/3 —e. Achieving a general reduction for non-
bipartite graphs that only loses a (1 — ¢)-factor is probably the main open problem in the area, and would
be very interesting even with an update-time overhead that is exponential in €. A similar open problem is
to achieve such a reduction for other models, including a reduction for streaming and MPC that does not
increase the number of passes/rounds. Note that both our [Theorem 1.2 and the reduction of [29] already
apply to non-bipartite graphs, so we can safely assume that weights are small integers. The only remaining
challenge is thus that the framework of [11] uses an earlier tool called graph unfolding (first given by [33])
to reduce from small weights to unit weights, but this tool relies on the vertex-cover dual and seems limited
to bipartite graphs.

. A second limitation is specific to our paper: as discussed in the introduction, our reduction only works

for (1 — e)-approximate matching and not for general a-approximate matching. Removing this restriction
would show that in bipartite graphs at least, unweighted and weighted matching have almost equivalent
complexities in a wide variety of computational models.
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A Analysis of [11]

We first give the definitions and notations used in the statement of the algorithm and proof.

DEFINITION A.1. ([33]) Let G be a graph with integer edge weights in [W]. The unfolded graph ¢(G) is an
unweighted graph defined as follows: For each vertex u € G, there are W copies of u, {u',u?,...,u"V}, in ¢(G).
Corresponding to each edge uv in G there are wy, edges {uivw"”*i“}ie[w ] in ¢(Q).

A simple consequence of the above definition is the following observation.

OBSERVATION A.1. Let G be any weighted bipartite graph, and suppose W is the ratio between the mazximum and
minimum edge weights, then |V (¢(G))| =W -n and |[E(¢(G))| = W - m.

Fact A.1. ([33]) Let G be a weighted bipartite graph, and suppose M is the mazimum weight matching of G and
let My be the MCM of ¢(G). Then, w(M) = |My|.

DEFINITION A.2. Let G be a weighted graph, and let H C ¢(G). The refolded graph R(H) has vertez set V(QG),
and edges E(R(H)) = {uv € G |u'v! € H fori+j+1=w(uv)}.

Fact A.2. ([11]) Let G be a weighted graph with weight function w and let M be an a-approzimate matching of
o(G). If G is bipartite, then p,(R(M)) > o (G). If G is not bipartite, then p,(R(M)) > 2api,(G).

Now we modify Algorithm 1 of [I1] to achieve a better amortized update time.

LeMmMA 5.13. ([11, [33]) For e < 1/6, given a dynamic algorithm A that, on input n-vertex m-edge bipartite
graph, initializes in (n,m,e) time and explicitly maintains an (1 — e)-approximate MCM in U(n, m,e) update
time, there is a dynamic algorithm that initializes in

O(Z(nW, mW,e) +mlog(e™ e )

time and explicitly maintains an (1 —¢)-approzimate MWM on a bipartite graph with integer edge weights bounded
by W in
O(W -U(nW,mW,0(g))) + W log(s~)e~?)
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Algorithm 6: Bipartite Reduction

Input: A dynamic algorithm for (1 — €)-approximate MCM in bipartite graphs A4,
1 function Initialize()

2 Initialize A4, with the unfolded graph ¢(G).

3 Denote M, as the matching maintained by A,,.
4

5

M < Rebuild().
| output M.

6 function Update ((uv))

7 Update (u?,v™=»~%) in ¢(G) for i € [wy,] accordingly.
8 Use A, to maintain a matching M, of ¢(G).

9

c+c+ L
10 if c<e-W*/W then
11 | M« M\ uv.
12 else

13 | M + Rebuild().
14 | output M.

15 function Rebuild ()

16 M <+ a (1 — ¢)-approximate MWM on the refolded graph R(M,,).
17 ¢+ 0, W* + w(M).

18 output M.

amortized update time and has amortized recourse
O(Wlog(e™H)e™?).
The transformation is partially dynamic preserving. On non-bipartite graphs, the approxrimation ratio is % — €.

Proof. We first prove that [Algorithm 6 maintains a (1 —O(¢))-approximate MWM on a bipartite G. Since M, is a
(1 —e)-approximate matching, thus by [Fact A.2, p,(R(M,)) > (1 —€)uw(G). After each Rebuild, M is a (1 —¢)-
approximate MWM on R(M,,), thus W* = w(M) > (1—¢)- oy (R(M,,)) > (1—2€)- 1, (G). Between Rebuild, there
are at most ¢-W* /W edge updates, thus w(M) > (1—e)W™* and pu,, (G) < W*/(1—-2¢)+e-W* < (1+4¢)W*, and
w(M) > (1 — 58) iy (G). On a general graph, according to tw(R(My)) > 2(1 — €)1 (G) and similarly
we can prove that w(M) > (2 — O(e))pw(G).

Now we analyze the running time of[AIgorithm 6 for both bipartite and non-bipartite graphs. By [Theorem 2.1]

the initialization can be implemented in time

O(Z(nW, mW, ) +mlog(e 1 )e™).
The running time of A, is W - U(nW, mW, O(e)). Since

each Rebuild takes total time O(|R(M,,)|log(e~1)e™t) = O(W*log(e~')e™!) by|Theorem 2.1} Thus the amortized

cost of Rebuild and the amortized recourse of the algorithm is
OW*log(e™He ™) /(e - W*/W) = O(W log(e1)e™2).
d

B Counterexample to |[Question 3.1
To answer |Question 3.1|in the negative, we prove the following claim:
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CrLaM B.1. There is a graph G such that for any weight partition of G, [l1,7r1), [l2,7r2),...,[lk,7:) C R, the
Jollowing holds: if all possible choices of MWM M; of Gy, ) satisfy

,uw(Ml UMQ J---u Mk) Z (1 - 5) . [Lw(G),
then there is a weight class [£;,r;) such that r; > £; - exp(Q(671)).
To prove [Claim B.T, we will use the following gadget to explicitly build the graph G.

DEerFINITION B.1. (LEVEL-: GADGET) A level-i Gadget is a path with three edges a;,b;,c; such that the edge
weights of a; and b; are 1.5¢, and the edge weight of ¢; is 1.5°T1.

Proof Intuition: The MWM on a level-i gadget is 1.5+ 1.5'T! = 1.5¢-2.5 by choosing a; and ¢;. But now let
us consider what happens if the gadget is “broken”, meaning that it is partitioned into two different weight classes.
More concretely, say that a;,b; € [¢;,7;), while ¢; € [¢;11,7;41). Then, one valid MWM of weight class [¢;,r;) is
M; = {b;}, and clearly we have M1 = {c;}. As a result, po,(M; UM;41) = w(c;) = 1.5 < 2 puyy ({as, bi, i }).
In other words, the loss incurred by a broken gadget is a constant fraction of the weight of the gadget. Intuitively,
we will have gadgets on different levels, and any partition into k& weight classes will break k — 1 of the gadgets.
Since we can only afford a total loss of only du,, (G), the average weight class [¢;, ;] must contain at least Q(61)
non-broken gadgets to make up for the loss of the broken ones. Since each gadget is 1.5-wide, this implies that
the average weight class must be 1.5%07 ) _wide. We now formally prove [Claim B.1.

Proof. We first build the graph G using our gadgets. Fori = 0,1,..., N, where N = |log; ; W |, G contains 1.5~
level-i gadgets. Therefore p1,,(G) = 1.5" -2.5- N since the total MWM of each level is 1.5~ ~¢-1.57.2.5 = 1.5V - 2.5.
Now consider any weight partition [¢1,71),. .. [lk, 7). We assume that for any weight class [¢;,7;), there is some
integer j such that ¢; < 1.57 < r;. This is w.l.o.g. since otherwise that weight class does not contain any edge and
we can merge it with one of its neighboring weight classes.

k — 1 levels of broken gadgets can be found in this graph. For ¢ =0,1,2,...,k — 1, consider the largest j such
that 1.57 < r; and level-j gadgets will be broken. On a broken level-j gadget, the MWM will be 1.5/ instead
of 1.57 - 2.5. Since there are 1.5V ~7 level-j gadgets, the weight loss of all level-j gadgets is 1.5%. Therefore the
total weight loss is 1.5% - (k — 1).

Suppose the MWM on the union has weight at least (1 — &) - 1, (G) = (1 —9) - 1.5V - 2.5 N. Then we have
1.5V . (k—1) <4-1.57 . 2.5 N meaning k < 2.5-§ - N + 1. Therefore the would be a weight class [¢;, ;) with

v >l 1,575 05T — i -exp(Q(671Y)). O

C Reduction of a-Approximation Requires Exponential Width

Cramm C.1. For any constant % < a < 1, there is a graph G such that for any set of weight classes (not necessarily
a weight partition), [€1,71),[l2,72), ..., [k, k) C R, the following holds: if all possible choices of a-approzimate
MWM M; of G, ) satisfy

(M UM U---UMy) > (a—9) - pw(G),

then there is a weight class [(;,7;) such that r; > £; - exp(2(671)).
We use a similar gadget for a-approximation as before.

DEerFINITION C.1. (LEVEL-i GADGET FOR a-APPROXIMATION) A level-i Gadget for a-approximation is a path
with three edges a;, b;, c; such that the edge weights of a; and b; are 5, and the edge weight of ¢; is BT, where
B

Bl T @

Proof. We construct a graph G that contains 8% number of level-i gadgets for each 0 < i < N — 1, where
N = LM —1]. Thus py(G) = N - BN - (1 + 8). We will construct a sparsifier S C G such that for
any weight class [(;,7;) that doesn’t contain the entire graph, there is an a-approximate matching M; of Gy, .,
in S. That means if no weight classes in [¢1,71), [l2,72), - ,[lx,7x) € R contain the entire graph, there is a
choice of matchings such that M7 U My U --- U My C S. On the other hand, the construction of S will ensure
that py(S) < (o — ) - pw(G) suggesting that at least one weight class contains the entire graph and thus has
exp(Q(6~1)) width.

Now we explicitly construct S. For all 0 <i < N — 2, S contains all b; and ¢; edges in level-i gadgets. Also,
S contains all by_; edges and « fraction of ¢y_1 edges in level-(N — 1) gadgets. Consider any weight class [I, 7).
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1. Suppose r < BN. Let j = |logg 7]. By picking all ¢; edges in any corresponding level i < j intersecting with
the weight class and all b; edges in level j, there is an a-approximate MWM.

2. Suppose r > BN, If [ > N1 then S clearly contains an a-approximation. Otherwise, if I > 1, by picking
all ¢; edges in any level ¢ < N — 1, there is an a-approximate MWM.

So far, we have shown that if none of the weight classes contains G, S can consistently output an a-approximate
MWM. However,
,U/w(S) _ (N— 1) .5N+1 +a_BN+1 + (1 —Oé) .5N7

and the largest matching in .S has approximation ratio

(N*l)~,3N+1+Oz~ﬂN+1+(1*OL)~,3N
N-BN-(1+5) -
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