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1. Abstract

The Hénon-Heiles system, initially introduced as a simpli�ed model of galactic dynamics, has become a
paradigmatic example in the study of nonlinear systems. Despite its simplicity, it exhibits remarkably rich
dynamical behavior, including the interplay between regular and chaotic orbital dynamics, resonances,
and stochastic regions in phase space, which have inspired extensive research in nonlinear dynamics.

In this work, we investigate the system’s solutions at small energy levels, deriving asymptotic con-
stants of motion that remain valid over remarkably long timescales—far exceeding the range of validity of
conventional perturbation techniques. Our approach leverages the system’s inherent two-scale dynamics,
employing a novel analytical framework to uncover these long-lived invariants.

The derived formulas exhibit excellent agreement with numerical simulations, providing a deeper un-
derstanding of the system’s long-term behavior.
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2. Introduction

In 1964, Michel Hénon and Carl Heiles introduced a model for the planar motion of a star under the
in�uence of a galactic center (represented by a rotationally symmetric potential). This model, motivated by
the question of the existence of a third integral for galactic motion, is both analytically simple to formulate
and "su�ciently complicated to give trajectories that are far from trivial" [14]. Hénon andHeiles’ numerical
investigations revealed highly intricate trajectory behavior, including an in�nite number of islands where
some trajectories remain con�ned, chains linking these islands, and ergodic trajectories densely �lling the
surrounding region.

The Hénon-Heiles potential is given by

(1) V (x, y) =
1

2
(x2 + y2) + x2y − 1

3
y3,

which can be interpreted as two harmonic oscillators coupled by a cubic "perturbation." The corresponding
Hamiltonian is

(2) h =
1

2
(ẋ2 + ẏ2) + V (x, y),

and the equations of motion are

(3)
d2x

dt2
= −x− 2xy,

d2y

dt2
= −y + y2 − x2.

From a theoretical perspective, this is a four-dimensional system of ordinary di�erential equations with
a resonant �xed point at the origin. The dynamics near such resonant �xed points remain poorly under-
stood, presenting an enduring theoretical challenge.

The numerical results of Hénon andHeiles have inspired extensivemathematical investigations into this
system, employing diverse analytical and numerical techniques. These include studies of fractal structures
[2], escape dynamics [4], separability conditions [17], and chaotic transitions [15], as well as broader
explorations of integrability properties [5], [7], [9], [13], [18] and numerical studies [19]. This rich body of
work underscores the continued relevance of the Hénon-Heiles system as a benchmark for understanding
nonlinear dynamics.

For energies h with 0 < h < 1/6, the trajectories are con�ned within a triangular region bounded by
the equipotential curve h = 1/6. At higher energies, trajectories can escape to in�nity [19].

In this paper, we analyze the trajectories for small variables; these evolve within the triangular con�ne-
ment region. We provide asymptotic formulas for the solutions, valid for time periods signi�cantly longer
than those for which simple perturbation series are valid.

2.1. Features Revealed Numerically. Numerical calculations reveal several interesting features of the
trajectories. Figure 1 plots the curve (x(t), y(t)) for a numerically obtained solution of the Hénon-Heiles
systemwith initial conditions x(0) = 0.1, y(0) = 0, ẋ(0) = 0.08, and ẏ(0) = 0.1 (for which h = 0.0132 <
1/6). The following features are observed: (A) over a short time, the trajectory is almost periodic; (B) each
nearly closed trajectory drifts over time; (C) over a long time, the trajectory densely �lls a domain.

We prove that the behaviors illustrated in (A) and (B) are mathematically correct. We derive explicit
approximations for the solutions and provide rigorous estimates for the time span over which these ap-
proximations remain valid.

2.2. Rescaling. To investigate the system in the regime of small variable values, we introduce a small
parameter ε through a rescaling of the variables. Speci�cally, we apply the transformations x 7→ εx and
y 7→ εy. Under this rescaling, the Hénon-Heiles system assumes a “perturbed” form:
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(a) For t = 6.27 (b) For t = 90 (c) For t = 4000

Figure 1. Numerically calculated evolution of the system for initial conditions x(0) = 0.1, y(0) = 0,
ẋ(0) = 0.08, and ẏ(0) = 0.1.

d2x

dt2
= −x− 2εxy,

d2y

dt2
= −y + εy2 − εx2.

(4)

The Hamiltonian rescales as h 7→ h/ε2; for simplicity, we will continue to denote it by h:

(5) h =
1

2

(

x2 + y2 + ẋ2 + ẏ2
)

+ εx2y − ε

3
y3.

It is important to note that the speed of the slow evolution decreases as ε decreases, as shown in Figure
2.

(a) ε = 1 (b) ε = 0.2 (c) ε = 0.1

Figure 2. Comparison of the evolution of the system with initial conditions x(0) = 0.1, y(0) = 0, ẋ(0) =
0.08, and ẏ(0) = 0.1 from time t = 0 to t = 1000 for various values of ε.
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2.3. Perturbation series solution. It is natural to attempt solving the system (4) using a perturbation
series in ε. Introducing an expansion of the form

x(t) = x0 cos(t) + ẋ0 sin(t) + εxε(t) + ε2xε2(t) +O(ε3),

y(t) = y0 cos(t) + ẏ0 sin(t) + εyε(t) + ε2yε2(t) +O(ε3),
(6)

a straightforward calculation yields the terms of this expansion explicitly, and these are given in Appendix
A. We observe that xε(t) and yε(t) are 2Ã-periodic, while the coe�cients of ε2 take the form:

xε2(t) = f1(t) + tf2(t), yε2(t) = g1(t) + tg2(t),

where fj(t) and gj(t) (j = 1, 2) are 2Ã-periodic functions. This generates a secular term tε2, which implies
that the perturbation expansion holds only for times that are not too large, namely up to tε2 = O(1).

We also observe the “almost periodic” nature of the motion. The time T required for a solution with
initial conditions x0, y0, ẋ0, ẏ0 to return to y(T ) = y0 can be determined using the expansion above,
yielding

(7) T = 2Ã + ε2Ã
14x0y0ẋ0 − 9x20ẏ0 + 5y20 ẏ0 + 5ẋ20ẏ0 + 5ẏ30

6ẏ0
+O(ε3), provided ẏ0 ̸= 0.

If ẏ0 = 0, the solutions do not exactly return to y0, but instead come close to it. In such cases, we �nd
"approximate constants" valid for a long time, as described in Theorem 3.1(i).

As illustrated by the �gures, the system exhibits multiscale behavior. This lies at the core of the secular
terms—awell-known phenomenon [1]—which ultimately limits the validity of the expansion to a timescale
too short to capture the system’s intricate long-term dynamics.

To address this issue, a variety of multiscale methods have been introduced in both mathematics and
physics [16]. However, in this particular problem, the application of classical multiscale approaches proved
to be unwieldy. Instead, we utilize "approximate adiabatic invariants", an approach andmethods introduced
in [10], [11].

3. Main Results

3.1. Method used. As in [10], [11], we use the Poincaré map to eliminate the fast variable, reducing the
problems to a purely slow evolution one.

We de�ne a variable u := Φ(x, ẋ, y, ẏ) as "slow" if d
dtΦ(x, ẋ, y, ẏ) = O(ε). It turns out that the homo-

geneous quadratic polynomials that represent slow variables are x2 + ẋ2, y2 + ẏ2, xy + ẋẏ, and ẋy − xẏ
(as well as their combinations).

We choose the following slow variables:

(8) v = y2 + ẏ2, w = ẋẏ + xy,

in addition to h (which is not only slow but in fact constant). It turns out that our �nal result is more
aesthetically pleasing when expressed in terms of u := h− v (another slow variable) instead of v, and we
will adopt this convention, though we will occasionally return to v during the proof.

Theorem 3.1 summarizes our main results: we provide approximations for solutions that are valid for
times much longer than those obtained from perturbation series expansions (6).

Before stating the rigorous results, it is useful to observe the behavior of v(t) and w(t) numerically, and
compare them with a non-slow variable. In �gure 3 (A) and (B), we observe that v(t) and w(t) exhibit a
sinusoidal behavior. For ε = 0.1, the slow period for both v(t) and w(t) is approximately 7570. During
this time, in a simple ε-expansion, the secular terms grow to as large as 75.7, causing the expansion to
fail after a small fraction of the period. Superimposed over this slow sinusoidal behavior, we observe fast
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oscillations of small amplitude. In contrast, the fast variable x(t), shown in Figure 3 (C), oscillates rapidly
within a larger range. 1

(a) v(t) = y(t)2 + ẏ(t)2 (b) w(t) = x(t)y(t) + ẋ(t)ẏ(t) (c) Fast variable x(t)

Figure 3. The evolution of the slow variables v(t) and w(t), and a non-slow variable x(t) with initial

conditions x0 =

√
3/5

2 , y0 = 0, ẋ0 =
1
5 , ẏ0 =

1
10 and ε = 0.1.

3.2. Main results. The main theoretical result is Theorem 3.1. It demonstrates that the iterated Poincaré
map of the slow variables u,w with respect to the manifold y = 0 satis�es the recursive formula (13), (14)

(in real variables (17)), which is valid for n such that nε3 j 1. For n slightly smaller, such that nε5/2 j 1,
the recursion decouples, and we obtain the simpler formula (16); this n is beyond the range of validity of
the perturbation series.

Using the iterated Poincaré map given by Theorem 3.1, the time evolution at any time t on the n+1-th
fast cycle (where n is the integer part of t/T , with T given by (7)) can be obtained by straightforward
integration or by using the perturbation series, with initial conditions calculated from un, wn, h.

The proof of Theorem 3.1 can be found in section §4.
Section §5 compares the theoretical results of the theorem with actual numerical results, showing ex-

cellent agreement, as seen in Figure 4.

(a) The quantity vn obtained numerically (blue) and
calculated from (17) (red).

(b) The quantity wn obtained numerically (blue) and
calculated from (17) (red).

Figure 4. Comparison between numerical calculations and (17) for n = 1024000, h = 0.1, ε = 0.01,

x0 =

√
3/5

2 , y0 = 0, ẋ0 = 0.2, and ẏ0 = 0.1.

1The plot in Figure 3 was obtained by numerically solving the system (4) with initial conditions x0 =

√
3/5

2
, y0 = 0, ẋ0 =

1

5
, ẏ0 = 1

10
, and ε = 0.1 (for which h = 0.1, smaller than 1

6
). We used Mathematica’s NDSolve, with AccuracyGoal set to

19. From this, we computed v(t) and w(t).
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We note that Theorem 3.1 assumes the initial condition y(0) = 0, which can always be arranged by
allowing the system to evolve until y(t) = 0.

The assumption (10) in the Theorem 3.1 simply states that x0 ̸= 0 (since, with y0 = 0, we have h2 −
u20 − w2

0 = ẏ20
(

2h− ẏ20 − ẋ20
)

= ẏ20x
2
0 g 0). In the case x0 = 0, higher-order expansions are required,

which we do not pursue here.

Theorem 3.1. Let x(t), y(t) be solutions of (4) with initial conditions

(9) x(0) = x0, y(0) = 0, ẋ(0) = ẋ0, ẏ(0) = ẏ0

where x0, ẋ0, ẏ0 ∈ R.
De�ne u = h −

(

y2 + ẏ2
)

and w = ẋẏ + xy, and let u0 := u(0) = h − ẏ20 and w0 := w(0) = ẋ0ẏ0.
Denote by un, wn the iterated Poincaré map with respect to the manifold {(x, y, ẋ, ẏ)|y = 0} (see, e.g.,
[8]).

(i) If ẏ0 = 0, then wn = O(nε3) and un = O(nε4).
(ii) If ẏ0 ̸= 0 and u0 = w0 = 0, we have un = O(nε3) and wn = O(nε3).
(iii) If ẏ0 ̸= 0, and u0 ̸= 0 or w0 ̸= 0, satisfying

(10) u20 + w2
0 < h2,

then there exist positive constants ε0, K0, and M , which depend only on u20 + w2
0 , such that for any N

satisfying Nε30 f K0, the following holds: for all n = 0, 1, . . . , N and all ε ∈ [0, ε0], we have

(11) u2n + w2
n = u20 + w2

0 + nε3¶n

where |¶n| f M .
Furthermore, with φ0 given by

(12) eiφ0 =
u0 + iw0
√

u20 + w2
0

,

we have

(13) un + iwn =
√

u20 + w2
0 e

iφn
(

1 + nε3¸n
)

with

(14) φn = φ0 +
14Ã

3
ε2

n−1
∑

k=0

√

h2 − (u2k + w2
k)

and

(15) |¸n| f M.

For n slightly smaller, such that nε5/2 j 1, and for su�ciently small ε, Formula (14) simpli�es to

(16) φn = φ0 +
14Ã

3
nε2
√

h2 − (u20 + w2
0) + n2ε5¸′n,

where ¸′n is bounded by constants depending only on u20 + w2
0 .

Remark 3.1. Since φn is real, separating the real and imaginary parts in (13) gives

(17)

un =
√

u20 + w2
0 cosφn + nε3¶′1,n,

wn =
√

u20 + w2
0 sinφn + nε3¶′2,n,

where ¶j,n, ¶
′
j,n are bounded by constants depending only on u20 + w2

0 .

The exponential form in (13) shows the errors written in multiplicative form.

Remark 3.2. Note that the value of n for which nε5/2 j 1 can be signi�cantly larger than the value at
which secular terms become signi�cant, as the latter corresponds to nε2 = O(1).
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4. Proof of Theorem 3.1

The proof of (i) is found in §4.7.1. The rest of this section is dedicated to the proof of (ii) and (iii) and
therefore we assume that ẏ0 ̸= 0 (hence v0 > 0). We need the following preparations and several lemmas,
based on which the proof is concluded in §4.7.2, §4.7.3 and §4.7.4.

4.1. Preparation. Wenow revert to the variable v, as de�ned in (8) at the beginning of this section. (Recall
that u = h− v.)

The system (4) naturally extends to the complex domain, and solutions are analytic in t, ε and initial
conditions.

We change variables (in the complex domain): pass from the variables x, ẋ, y, ẏ (dependent) and t (in-
dependent) to the variables h, v, w, t (dependent) and y (independent).

In these new variables (4) becomes

(18)
dt

dy
=

1
√

v − y2
,

dh

dy
= 0,

dv

dy
= −2ε(x2 − y2),

dw

dy
= −ε

(

x2 − y2
√

v − y2
ẋ+ 2xy

)

,

where x = x(y, v, w) is given by 2

(19) x = x(y, v, w; ε) =
1

v + 2εy (v − y2)

(

wy +
√

v − y2
√
S
)

with

(20) S = 2hv − v2 − w2 + 2εy
(

2hv − v2 − w2
)

+
4

3
ε2y4(v − y2)− 4 ε

(

h− 2

3
v

)

y3

and

(21) ẋ = ẋ(y, v, w; ε) =
w − x(y, v, w; ε)y

√

v − y2
.

The initial conditions (9) become

(22) v0 := v|y=0 = ẏ20, w0 := w|y=0 = ẋ0ẏ0, t|y=0 = 0, h|y=0 = h

We see in (18) that the derivatives of v and w are of order ε: they are slow variables.
Solutions of (18) with initial conditions (22) satisfy the system of integral equations:

v(y) = v0 + ε

∫ y

0
F (s, v(s), w(s), ε)ds, where F (s, v(s), w(s), ε) = 2(−x(s)2 + s2)

w(y) = w0 + ε

∫ y

0
G(s, v(s), w(s), ε)ds, where G(s, v(s), w(s), ε) = −

[

(x(s)2 − s2)ẋ(s)
√

v(s)− s2
+ 2x(s)s

]

(23)

and

t(y) =

∫ y

0

ds
√

v(s)− s2
,

h(y) = h,

(24)

Here, x(s) := x(s, v(s), w(s); ε) is given by (19), and ẋ(s) := ẋ(s, v(s), w(s); ε) is given by (21). The
path of integration in the complex y-plane is chosen to ensure the observed 2Ã-periodicity up toO(ε) and
maintain analyticity. As a motivation of our choice, note that expanding in series in ε the system (23), we

see that v(y) = v0+O(ε) therefore t(y) =

∫ y

0

1√
v0 − s2

ds+O(ε) and the path of integration should go

2Since h is a constant we omit marking the dependence on it.
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around both singularities s = ±√
v0 of integrand.

Ry

ℑy

√
v0−

√
v0 2

√
v0−2

√
v0

Figure 5. The curve of integration Cv0

To be precise, we consider the path of integration to be the
curve Cv0 de�ned as follows: starting at y = 0 the path goes
counterclockwise along a circle centered at

√
v0 and of radius√

v0 followed, counterclockwise, by the circle centered at y =
−√

v0 and of radius
√
v0, see �gure 5.

Integrating once around Cv0 we obtain the Poincaré map.
Denote by v1, w1 the values of v(y), w(y) after integrating
once along Cv0 :

(25) v1 = v0 + ε

∮

Cv0
F (s, v(s), w(s), ε)ds, w1 = w0 + ε

∮

Cv0
G(s, v(s), w(s), ε)ds

and, the time to complete a loop is

t1 =

∮

Cv0

ds
√

v(s)− s2

Continuing integration along subsequent loops Cv0 we obtain an iterated Poincaré map. Along the �rst

loop v(y) andw(y) are determined as solutions of the integral system v(y) = v0+ε

∫ y

0
F (s, v(s), w(s), ε)ds

andw(y) = w0+ε

∫ y

0
G(s, v(s), w(s), ε)dswhich is proven to have a unique solution in Lemma 4.1. With

these values for v(y), w(y), at the end of the �rst loop we have (25). Continuing the integration and ap-
plying Lemma 4.1 on subsequent loops, we �nd that on the (n+ 1)-th loop, v(y) and w(y) are the unique
solutions of the integral system:

(26) v(y) = vn + ε

∫ y

0
F (s, v(s), w(s), ε)ds, w(y) = wn + ε

∫ y

0
G(s, v(s), w(s), ε)ds

Here, we denote by vn and wn the values of v and w at the end of the n-th loop. Consequently, at the end
of the (n+ 1)-th loop, we have:

(27) vn+1 = vn + ε

∮

Cv0
F (s, v(s), w(s), ε)ds, wn+1 = wn + ε

∮

Cv0
G(s, v(s), w(s), ε)ds

4.2. Epsilon-expansion with remainder. We expand v(y) and w(y) in ε up toO(ε3) and keep track of
remainders. Substituting

v(y) = v[0](y) + εv[1](y) + ε2v[2](y) + ε3R(y),

w(y) = w[0](y) + εw[1](y) + ε2w[2](y) + ε3S(y).
(28)

in (23) (where the remaindersR,S also depend on ε), expanding and identifying the powers of εwe obtain

v[0](y) = v0, w[0](y) = w0

and

v[1](y) =

∫ y

0
F (s, v0, w0, 0) ds, w[1](y) =

∫ y

0
G(s, v0, w0, 0) ds,

v[2](y) =

∫ y

0

[

Fv(s, v0, w0, 0)v
[1](s) + Fw(s, v0, w0, 0)w

[1](s) + Fε(s, v0, w0, 0)
]

ds,

w[2](y) =

∫ y

0

[

Gv(s, v0, w0, 0)v
[1](s) +Gw(s, v0, w0, 0)w

[1](s) +Gε(s, v0, w0, 0)
]

ds.
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from which the terms v[1](y), w[1](y), v[2](y), and w[2](y) are calculated explicitly; they are given in the
appendix B.

4.2.1. Remainders. To derive the equations satis�ed by the remainders R and S, we rewrite (28) in the
form:

(29) v(y) = v0 + εÀv(y), w(y) = w0 + εÀw(y),

where Àv(y) = v[1](y) + εv[2](y) + ε2R(y) and Àw(y) = w[1](y) + εw[2](y) + ε2S(y). Using (29), the
functions F and G (with explicit formulas provided in (23)) admit ε-expansions with remainders:

F (y, v0 + εÀv(y), w0 + εÀw(y), ε) =
◦
F + εÀv

◦
Fv + εÀw

◦
Fw + ε

◦
Fε + ε2QF ,

G(y, v0 + εÀv(y), w0 + εÀw(y), ε) =
◦
G+ εÀv

◦
Gv + εÀw

◦
Gw + ε

◦
Gε + ε2QG,

(30)

where
◦
f denotes the function f evaluated at (y, v0, w0, 0) and QF , QG are quadratic forms in ïÀv, Àw, 1ð

whose coe�cients are integrals, in ¼ on [0, 1], of 1 − ¼ multiplying second derivatives of F evaluated at
(y, v0 + ¼εÀv, w0 + ¼εÀw, ¼ε); hence QF = QF (y, ε, ε

2R, ε2S), QG = QG(y, ε, ε
2R, ε2S) and they are

analytic in ε.
Substituting (28), (30) in (23) we obtain integral equations for R,S:

R(y) =

∫ y

0
[f1(s) + εf2(s, εR(s), εS(s))]ds := I1(R,S)(y),

S(y) =

∫ y

0
[g1(s) + εg2(s, εR(s), εS(s))]ds := I2(R,S)(y).

(31)

where

(32)
f1 =

1
2

◦
Fvvv

[1] 2 + 1
2

◦
Fwww

[1] 2 +
◦

Fvwv
[1]w[1] +

◦
Fvεv

[1] +
◦

Fwεw
[1] + 1

2

◦
Fεε,

f2 =
◦
Fv

(

v[2] + εR
)

+
◦
Fw

(

w[2] + εS
)

+QF (y, ε, ε
2R, ε2S).

The functions g1, g2 are similar.
Existence and uniqueness of solutions R(y), S(y) of the integral system (31) where the integral goes

along Cv0 is proved in Lemma 4.2.

4.2.2. Values after one loop. Let us denote the values of v[1](y), w[1](y), v[2](y), andw[2](y) at y = 0 after a

full loop along Cv0 by ACv[1](0), ACw[1](0), ACv[2](0), and ACw[2](0), respectively. A direct inspection
of the expressions in appendix B shows that

ACv[1](0) = v[1](0) = 0, ACw[1](0) = w[1](0) = 0,

ACv[2](0) =
14Ã

3
w0

√

2hv0 − v20 − w2
0,

ACw[2](0) =
14Ã

3
(h− v0)

√

2hv0 − v20 − w2
0.

Therefore, after one loop the values at y = 0 of v and w in (28) become

v1 :=v0 + ε2
14Ã

3
w0

√

2hv0 − v20 − w2
0 + ε3R0,

w1 :=w0 + ε2
14Ã

3
(h− v0)

√

2hv0 − v20 − w2
0 + ε3S0

(33)

where R0, S0 denote the values of R,S after one loop.
9



Remark 4.1. We use real initial conditions. After integration in the complex plane, along Cv0 , the values
v1, w1 are, again, real numbers (as they must coincide with the values of the solution obtained in the real
domain).

4.3. Heuristics. As long as we can continue integrating on subsequent loops integration, (i.e., as long as
Lemmas 4.1 and 4.2 remain applicable), after the (n + 1)-th loop, we have (27). There, using (33) for the
(n+ 1)-th loop, we obtain:

vn+1 − vn =
14Ã

3
ε2wn

√

2hvn − v2n − w2
n + ε3Rn

wn+1 − wn =
14Ã

3
ε2 (h− vn)

√

2hvn − v2n − w2
n + ε3Sn

(34)

To solve (34), approximately, to order O(ε3), it is natural to look at the di�erential system

dV

dn
=

14Ã

3
ε2W

√

2hV − V 2 −W 2,

dW

dn
=

14Ã

3
ε2 (h− V )

√

2hV − V 2 −W 2

(35)

which has the solutions

V (n) = h+A sin(n´ε2 +B),

W (n) = A cos(n´ε2 +B), where ´ =
14Ã

√
k0

3

(36)

where the constant quantity k0 = 2hV − V 2 −W 2 and the constants of integration A, B are determined
from the initial conditions: V (0) = v0, W (0) = w0.

In the following, we prove that this picture is correct: the iteration can be continued for n as stated
in Theorem 3.1, that V (n) and W (n) indeed approximate vn and wn, respectively, and we provide error
estimates.

4.4. Solutions along one loop. Lemma 4.1 proves the existence, form and bounds of solutions of (23)
along one loop. Lemma 4.2 gives estimates for the O(ε3) remainders. Since v(y) and w(y) will have

di�erent values at the end of the loop Cv0 , let us denote by Cv0 the open path obtained from Cv0 by making
the starting point y = 0 and the endpoint (also y = 0) distinct.

4.5. Solutions Along One Loop. Lemma 4.1 establishes the existence, form, and bounds of solutions to
(23) along a single loop. Lemma 4.2 provides estimates for theO(ε3) remainders. Since v(y) andw(y) take
on di�erent values at the end of the loop Cv0 , we denote by Cv0 the open path derived from Cv0 by making
the starting point y = 0 and the endpoint (which is also y = 0) distinct.

Lemma 4.1. Fix h > 0. Assume v0 > 0 and w0 ∈ R satisfy3

(37) (h− v0)
2 + w2

0 < h2,

and let c0 be a positive constant such that

(38) (h− v0)
2 + w2

0 < c20 < h2.

Then the solution of the system (23) with initial conditions (v0, w0) satis�es the following:

(i) The system of integral equations (23) has a unique solution for y surrounding Cv0 once, provided ε is
su�ciently small: 0 < ε f ε0, where ε0 depends only on c0.

More precisely, the solution takes the form v(y) = v0+ εṽ(y), w(y) = w0+ εw̃(y), with |ṽ(y)| f
M̃ and |w̃(y)| f M̃ , where M̃ is a constant depending only on c0.

3These are the assumptions of Theorem 3.1 (iii), since u = h− v.
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(ii) The solution is continuous with respect to the parameters v0,w0, and ε for v0, w0 in the domain de�ned
by (38) and ε satisfying 0 f ε f ε0. Furthermore, the solution is analytic in ε at ε = 0.

Proof. We focus on the integral equations for v and w in (23), as the behavior of t is an immediate conse-
quence (see Corollary 4.0.1). These equations are

(39) v(y) = v0 + ε

∫ y

0
F (s, v(s), w(s), ε)ds, w(y) = w0 + ε

∫ y

0
G(s, v(s), w(s), ε)ds

where the integrals are calculated along Cv0 . With the substitution v(y) = v0+εṽ(y), w(y) = w0+εw̃(y),
equations (23) become

ṽ(y) =

∫ y

0
F (s, v0 + εṽ(s), w0 + εw̃(s), ε) ds,

w̃(y) =

∫ y

0
G(s, v0 + εṽ(s), w0 + εw̃(s), ε) ds.

(40)

Consider the Banach space B of pairs ṽ(y) = ïṽ(y), w̃(y)ð of continuous functions on Cv0 , with the norm
∥ṽ∥ = max{supCv0

|ṽ(y)|, supCv0
|w̃(y)|}.

De�ne J : B → B by

J(ṽ) = J(ïṽ, w̃ð) := ïJ1(ṽ, w̃), J2(ṽ, w̃)ð
where

J1(ṽ, w̃) :=

∫ y

0
F (s, v0 + εṽ(s), w0 + εw̃(s), ε) ds,

J2(ṽ, w̃) :=

∫ y

0
G(s, v0 + εṽ(s), w0 + εw̃(s), ε) ds.

(41)

We show that J is a contraction in a suitable ball ∥ṽ∥ ⩽ M̃ in B, implying that ṽ = J ṽ has a unique
solution, by contraction mapping theorem.

Note that by (23) we have

(42) F (y, v0, w0, 0) = 2y2 − 2(x[0])2 := F1(y), G(y, v0, w0, 0) =
y2 − (x[0])2
√

v0 − y2
ẋ[0] − 2x[0] y := F2(y)

where, from (19), (20), (21)

(43) x[0] =
w0y +

√

v0 − y2
√
S0

v0
with S0 = 2hv0 − v20 − w2

0, and ẋ[0] =
w0 − x[0] y
√

v0 − y2
.

I. The constant M̃ .
We �rst show that the functions (42) are bounded for y ∈ Cv0 with a bound depending only on c0 (and

not on each v0, w0 separately). To see this, note that
(a) If (v0, w0) satisfy (38) then necessarily

(44) 0 < h− c0 ⩽ v0 ⩽ h+ c0, and |w0| ⩽ h.

(b) For y ∈ Cv0 , we have
(45) v0 ⩽ |v0 − y2| ⩽ 3v0

and

(46) |y| ⩽ 2
√
v0 ⩽ 2

√

h+ c0

(these follow by noting that such a y has the form y =
√
v0(±1 + ei¹) for some ¹, and thus

∣

∣v0 − y2
∣

∣ =

v0
∣

∣±2 + ei¹
∣

∣).
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Thus, from (44), (45) it follows that 0 < h−c0 ⩽ v0 ⩽ |v0−y2| ⩽ 3(h+c0) andS0 = h2−(h−v0)
2−w2

0 .
Thus

(47) 0 < h2 − c20 ⩽ S0 ⩽ h2.

So,

|x[0]| ⩽ h(2
√
h+ c0) +

√
3
√
h+ c0 h

h− c0
:= c2

|ẋ[0]| ⩽ h+ 2
√
h+ c0 c2√

h− c0
:= c3

Thus, the bounds on F1 and F2 depend only on c0:

|F1(y)| = |2y2 − 2x[0] 2| ⩽ 2|y2|+ 2|x[0] |2 ⩽ 8(h+ c0) + 2c22

|F2(y)| ⩽
|y2|+ |x[0] |2

|
√

v0 − y2|
|ẋ[0]| + 2|x[0]| |y| ⩽

(

4(h+ c0) + c22√
h− c0

)

c3 + 4c2
√

h+ c0

Therefore, for y ∈ Cv0 we have

∣

∣

∣

∣

∫ y

0
F1,2(s) ds

∣

∣

∣

∣

⩽ 4Ã
√
v0max |F1,2| ⩽ 4Ã

√
h+ c0max |F1,2| =: K0.

Clearly,K0 is a constant that depends only on c0. Let M̃ = 2K0.

II: We now show that the function J leaves the ball ∥ṽ∥ ⩽ M̃ invariant. Let ṽ be such that ∥ṽ∥ =

∥ïṽ(y), w̃(y)ð∥ ⩽ M̃ .
By substituting v(y) = v0 + εṽ, w(y) = w0 + εw̃, write the quantity (20) as S = S0 + εS1 where

S0 = 2hv0 − v20 − w2
0 and S1 is a polynomial in ε, v0, ṽ, w0, w̃, y. We know that S0 satis�es (47).

Let 0 < ε ⩽ ε0 be small enough (with ε0 ⩽ 1)4 so that it satis�es the following:

(1) εM̃ ⩽ ³(h− c0) for some ³ ∈ (0, 1),

(2) (h− c0)− ε
[

M̃ + 4
√
h+ c0(3(h+ c0) + εM̃)

]

> 1
2(h− c0) > 0, and

(3) (h2 − c20)− εmax0⩽ε⩽1max{v0,w0 | (h−v0)2+w2
0
⩽c2

0
}max∥ṽ∥⩽M̃,y∈Cv0

|S1| > 1
2(h

2 − c20) > 0

We now establish that the denominators which appear in the integrands in (40) do not vanish for y on
the path of integration and, moreover, are uniformly bounded below.

First, we have, using (45) and (1) from above: |v − y2| = |v0 + εṽ(y) − y2| ⩾ |v0 − y2| − ε|ṽ(y)| ⩾
v0 − εM̃ ⩾ (1− ³)(h− c0) > 0.

Then, the denominator in (19) does not vanish: using (44), (45), (46) and (2) we have |v+2εy(v−y2)| ⩾
v0−εM̃−4ε

√
v0|v−y2| ⩾ v0−εM̃−4ε

√
h+ c0(3v0+εM̃) ⩾ h−c0−εM̃−4ε

√
h+ c0(3(h+c0)+εM̃) ⩾

1
2(h− c0) > 0.

Finally, the quantity S in (20) does not vanish since |S| ⩾ |S0| − ε|S1| ⩾ h2 − c20 − εmax |S1| > 0
where for the last inequality we used (3) from above.

We claim that the functionsF,G, ∂vF, ∂vG, ∂wF, ∂wG, ∂εF, ∂εG evaluated at (y, v0+εṽ, w0+εw̃, ε) are

well de�ned, and continuous if ∥ṽ∥ ⩽ M̃ . Indeed, these functions are rational functions of v, w, y, ε,
√
S ,

√

v − y2, y; their denominators are products of v + 2εy
(

v − y2
)

,
√
S,
√

v − y2 which, by the estimates
above, for all ε ⩽ ε0, are bounded below by a positive constant dependent only on c0.

Then the absolute values of ∂vF, ∂vG, ∂wF, ∂wG, ∂εF, ∂εG evaluated at points (y, v0+ ε˜̃v, w0+ ε ˜̃w, ε)

with |˜̃v| ⩽ M̃ and | ˜̃w| ⩽ M̃ are bounded by some constant C which depends only on c0.
From (41) we have, with the bound C above,

|J1,2(ṽ)| ⩽ K0 + εℓC (2M̃ + 1) ⩽ K0 +K0

4The maximal value 1 was chosen conventionally, for the estimate (3) below.
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where ℓ is the length of the loop Cv0 (so ℓ = 4Ã
√
v0 ⩽ 4Ã

√
h+ c0 := ℓ0) and the last inequality holds for

ε small enough: ε ⩽ ε′0 := min{ε0,K0/[ℓ0C(4K0 + 1)]}. Therefore |J1,2(ṽ)| ⩽ M̃ and J leaves the ball
invariant.

III. J is a contraction. Indeed, with C same as above, we have |J1,2(ṽ) − J1,2(ṽ
′)| ⩽ ε2ℓC∥ṽ − ṽ

′∥.
Therefore, J is a contraction if ε < 1/(2ℓ0C) := ε′′0 .

IV. In conclusion, by the contraction mapping theorem, the system (40) has a unique solution for ε <
min{ε′0, ε′′0}.

(ii) Continuity in parameters and initial conditions follow from general theorems. □

Corollary 4.0.1. After integration along a loop Cv0 , the time which is initially 0 becomes, by Lemma 4.1:

t1 =

∮

dy
√

v(y)− y2
=

∮

dy
√

v0 + εṽ(y)− y2
=

∮

dy
√

v0 − y2
+O(ε) = 2Ã +O(ε)

therefore t1 is a “quasi-period" of the motion. In fact we have t1 = 2Ã +O(ε2).

Lemma 4.2 estimates the remainders R,S in (28); recall that they satisfy the integral system (31).

Lemma 4.2. Under the assumptions of Lemma 4.1 there exist positive constants ε0 andM depending only on
c0, such that the system (31) has a unique solution R,S and this solution satis�es

|R(y)| ⩽ M and |S(y)| ⩽ M for all y ∈ Cv0 , ε ⩽ ε0.

Moreover, R,S depend continuously on v0, w0, ε.

Proof. The proof is similar to the proof of Lemma 4.1. Fix v0, w0 satisfying (38) and consider the same Ba-
nach spaceB as in the proof of Lemma 4.1. We show that the operator (I1, I2) de�ned in (31) is contractive
in B if ε is small enough.

We see that the structure of the integral operators I1,2 in (31) is similar to that of the integral operators
J1,2 in the proof of Lemma 4.1. One di�erence is the appearance of the function arcsin y√

v0
(through the

functions v[2], w[2]) but this is regular on Cv0 .
The same arguments as in the proof of Lemma 4.1 go through straightforwardly.

□

4.6. Solution along n loops: iteration. Under the assumptions of Lemma 4.1, after the �rst loop we
replace the initial conditions v0, w0 by v1, w1. We can assume that v1, w1 satisfy (38) decreasing ε0 and
increasing c0 if needed; this is possible by Lemma 4.1. Lemma 4.1 can be applies again, for initial conditions
v1, w1. This procedure can be continued inductively for a �nite number N of steps. The question is how
large can N be: we �nd that the condition is Nε3 = O(1).

Let vn, wn be the values of v0, w0 after n loops, see also §4.1; vn, wn are real numbers, see Remark 4.1.
After n loops they satisfy (34) (where Rn, Sn depend on v0, w0, ε).

Rescaling. For simplicity, we rescale the variables as follows. Let ´ =
14Ã

3
, and de�ne

(48)
√

´ε = ε1, ´−3/2Rn = Rn,1, ´−3/2Sn = Sn,1.

For the remainder of this section, we omit the subscript 1 in the notation above to avoid overburdening
the expressions. Recall that u = h− v, and denote un = h− vn.

After rescaling, the recurrence (34) becomes

un+1 = un − ε2wn

√

h2 − u2n − w2
n − ε3Rn,

wn+1 = wn + ε2un
√

h2 − u2n − w2
n + ε3Sn.

(49)

where Rn, Sn depend on u0, w0, ε.
13



Lemma 4.3. Fix h > 0 and assume that for some positive constant c0, we have

(50) u20 + w2
0 < c20 < h2.

Consider the solution of the recurrence (49) with initial conditions u0, w0. Assume that for some positive
constants ε0,M , and for some natural number N , the remainders in (49) satisfy

(51) |Rn| f M, |Sn| f M, for all n = 0, 1, . . . , N − 1, and all ε ∈ [0, ε0].

(i) If u0 ̸= 0 or w0 ̸= 0, let c1 > 0 be such that

0 < c1 < u20 + w2
0.

Then, there exist positive constantsM¶,M¸, and K , depending only onM, c0, and c1, such that if

(52) Nε30 f K,

then for all n = 0, 1, . . . , N and ε ∈ [0, ε0], we have

(53) Tn := u2n + w2
n satis�es Tn = T0 + nε3¶n, with |¶n| f M¶,

and

(54) un + iwn =
√

T0 e
iφ0+iε2

∑n−1

k=0

√
h2−Tk

(

1 + nε3¸n
)

,

where φ0 is given by

(55)
u0 + iw0√

T0
= eiφ0 ,

and

(56) |¸n| f M¸.

(ii) For n small enough so that nε5/2 j 1, and for ε small enough, Formula (54) simpli�es to

(57) un + iwn =
√

T0 exp
[

iφ0 + inε2
√

h2 − T0 + in2ε5¸′n
]

(

1 + nε3¸n
)

,

where ¸′n, ¸n are bounded by constants depending only onM, c0, c1. Separating the real and imaginary
parts in (57), we obtain

(58)
un =

√

T0 cos
(

φ0 + nε2
√

h2 − T0 +O(n2ε5)
)

+ nε3¶′1,n,

wn =
√

T0 sin
(

φ0 + nε2
√

h2 − T0 +O(n2ε5)
)

+ nε3¶′2,n,

where ¶j,n, ¶
′
j,n are bounded by constants depending only onM, c0, c1.

(iii) If u0 = w0 = 0, then un, wn are O(nε3), in the sense that there exist positive constants M¶,K ,
depending only onM, c0, such that if Nε30 f K , then for n = 0, 1, . . . , N ,

Tn = nε3¶n, with |¶n| f M¶,

and un, wn are O(nε3).

Proof. (i) LetM and ε0 be as in (51). We chooseM¶ large enough so that the following holds

(59) εh4 + 4Mh(1 + ε2h) + ε32M2
⩽

1

2
M¶.

for all ε ⩽ ε0. We then chooseK small enough so that

(60) ε0h
2K ⩽ 1

and also

(61) KM¶ <
1

2
c1, and KM¶ <

h2 − c20
2

:= c2.
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1. Estimate of Tn. We deduce a recurrence relation for Tn from which we prove, by induction, the estimate
(53).
Squaring both sides in equations (49) and adding them we obtain

(62) Tn+1 = Tn + ε4Tn

(

h2 − Tn

)

+ ε3R̃n

where R̃n = −2Rn

(

un − ε2wn

√

h2 − Tn

)

+ 2Sn

(

wn + ε2un
√

h2 − Tn

)

+ ε3R2
n + ε3S2

n

We prove the estimate (53) for all n ⩽ N where N satis�es (52) by induction on n.
Of course, ¶0 = 0, so (53) holds for n = 0. Next, we assume that for some n with 1 ⩽ n ⩽ N we have

Tk = T0 + kε3¶k with |¶k| ⩽ M¶ for all k = 0, 1, . . . n− 1 and prove this estimate for Tn. In view of (61),
(10), and (52) we have

(63) Tk ⩾
1

2
c1> 0 and h2 − Tk ⩾ c2> 0 for k = 0, 1, . . . , n− 1

We sum for n from 0 to n− 1 in (62) and obtain

Tn = T0 + ε4
n−1
∑

k=0

Tk

(

h2 − Tk

)

+ ε3
n−1
∑

k=0

R̃k.

Therefore, using the fact that Tk > 0 and h2 − Tk > 0, it follows that

(64) |Tn − T0| ⩽ ε4h2
n−1
∑

k=0

Tk + ε3
n−1
∑

k=0

∣

∣

∣
R̃k

∣

∣

∣
.

Using the fact that |uk|, |wk| ⩽
√
Tk < h we have

(65)
∣

∣

∣
R̃k

∣

∣

∣
⩽ 4Mh(1 + ε2h) + 2ε3M2.

Hence
n−1
∑

k=0

∣

∣

∣
R̃k

∣

∣

∣
⩽ 4nMh(1 + ε2h) + ε32nM2.

Also, by the induction hypothesis,
∑n−1

k=0 Tk ⩽ n
(

T0 +K 1
2M¶

)

. Using this and (65) in (64) we obtain

(66) |Tn − T0| ⩽ nε3
[

εh2
(

T0 +K
1

2
M¶

)

+ 4Mh(1 + ε2h) + ε32M2

]

⩽ nε3M¶

where the last inequality holds for ε ⩽ ε0 since we choseK so that (60) holds, and since, by (59), we have

(67) εh2T0 + 4Mh(1 + ε2h) + ε32M2
⩽

1

2
M¶

Therefore, by (66), the estimate (53) holds for Tn, with the same bound M¶ for ¶n as for ¶1, . . . , ¶n−1.
The induction step is proved.
2. Estimate of un + iwn. Denote un + iwn =

√
TnAn (of course, An = eiφn for some real φn). From (49)

we obtain
√

Tn+1An+1 =
√

TnAn + iε2An

√

Tn

√

h2 − Tn + ε3(−Rn + iSn)

or, dividing by
√
Tn+1 (since Tk > 0 for all k ⩽ N ),

(68) An+1 =

√
Tn√
Tn+1

CnAn + ε3
−Rn + iSn√

Tn+1

with Cn = 1 + iε2
√
h2 − Tn.

Denote, for n ⩾ 0, C̃n =
√
Tn√
Tn+1

Cn and let B0 := A0 and An = Bn
∏n−1

ℓ=0 C̃ℓ for n ⩾ 1.
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The recursion (68) becomes, upon changing n to n− 1,

(69) Bn = Bn−1 + ε3S̃n−1, where S̃n−1 =
1

∏n−1
ℓ=0 Cℓ

−Rn−1 + iSn−1√
T0

.

Summing (69) from 1 to n it follows that

(70) Bn = A0 + ε3
n−1
∑

k=0

S̃k

and therefore, using the fact that A0 =
u0 + iw0√

T0
,

(71) An =
1√
Tn

n−1
∏

ℓ=0

Cℓ

(

u0 + iw0 + ε3
n−1
∑

k=0

−Rk + iSk
∏k

ℓ=0Cℓ

)

.

Noting that |Cℓ| ⩾ 1 the last sum is less, in absolute value, than nε3M
√
2.

For an upper estimate of | lnCℓ| note that we have R ln(1 + iε2x) = ln
√
1 + ε4x2 = O(ε4) and

ℑ ln(1 + iε2x) = iε2x+O(ε6) where for x ∈ (0, h) the terms O(ε4) have an absolute bound. Therefore

(72)

n−1
∏

k=0

Ck = exp

(

n−1
∑

k=0

lnCk

)

= exp

(

iε2
n−1
∑

k=0

√

h2 − Tk + nε4¸′n

)

where ¸′n has a uniform bound.
Further noting that by (53) we have

(73)
√

Tn =
√

T0 + nε3¶n =
√

T0 +O
(

nε3
)

Using (72) and (55) in (71) we obtain (54).
To keep track of ¸n, from (71), (72), (73) we have

1 + nε3¸n :=

(

1 + ε3
e−iφ0

√
T0

n−1
∑

k=0

−Rk + iSk
∏k

ℓ=0Cℓ

)

enε
4¸′n ⩽

(

1 + e−iφ0nε3M
√
2¸′′n
)

enε
4¸′n

where |¸′′n| ⩽ 1 and ¸′n has a bound in terms of T0 only.

3. The case nε5/2 j 1. We show that
√

h2 − Tk is close to
√
h2 − T0: using (63) we have

(74)
∣

∣

∣

√

h2 − T0 − kε3¶k −
√

h2 − T0

∣

∣

∣
⩽ kε3M¶

1

2
√
c2

therefore

ε2

∣

∣

∣

∣

∣

n−1
∑

k=0

√

h2 − Tk −
√

h2 − T0

∣

∣

∣

∣

∣

⩽ n2ε5M¶
1

2
√
c2

and we obtain (57).
(iii) If u0 = w0 = 0 then T0 = 0 and the arguments above in (i) for estimating Tn are still valid and it

follows that Tn = O(nε3) for n = 0, 1, ..., N where N satis�es Nε30 ⩽ K . Moreover, a direct iteration of
(49) gives that |un|, |wn| ⩽ Cnε3 for a suitable C > 0 (which is easily proven by induction). □

Lemma 4.4. Fix h > 0. Consider the recurrence (49) with initial conditions u0, w0 satisfying

(75) 0 < u20 + w2
0 < h2.

Let c0, c1 be positive constants so that

0 < c1 < u20 + w2
0 < c20 < h2.

16



Then there exist positive constants ε0,K0,M which depend only on c0, c1 so that for anyN satisfyingNε30 ⩽
K0, the remainders Rn and Sn in (49) satisfy |Rn| ⩽ M , |Sn| ⩽ M for all n = 0, 1, ..., N − 1 and for all
ε ∈ [0, ε0].

Proof. Denote

Tn = u2n + w2
n.

We �rst �x the constants ε0,K0,M .
Let a1, a2 be such that

(76) 0 < c1 < a1 < u20 + w2
0 < a2 < c20 < h2.

Applying Lemma 4.2 for the initial conditions v0 = h − u0 and w0 there exist ε
′
0 and M , dependent only

on c0, so that |R0| and |S0| are bounded by M , for all ε ∈ [0, ε′0].
Applying Lemma 4.3(i) forN = 1, there exist positive constantsM¶,K depending onM, c0, c1, namely

satisfying (59), (60), (61), such that if ε30 ⩽ K (that is, we choose ε0 such that it satis�es ε0 ⩽ ε′0 and ε
3
0 ⩽ K)

then T1 = T0 + ε3¶1 with |¶1| ⩽ M¶ for all ε ∈ [0, ε0].
Let

(77) K0 := min

{

K,
T0 − a1
M¶

,
a2 − T0

M¶

}

.

We now prove by induction that if Tn satis�es 0 < c1 < a1 ⩽ Tn ⩽ a2 < c20 < h2 and |Rn|, |Sn|, are
bounded by M for all positive ε ⩽ ε0 and for all n ⩽ N − 1 then the inequalities hold for n = N (with
the same M and ε0) as long as Nε30 ⩽ K0.

(i) The step N = 1 is valid by the choice ofM,K0, ε0 above.
(ii) Now assume the inequalities hold for n ⩽ N − 1 and prove them for n = N , under the assumption

Nε30 ⩽ K0. By the induction hypothesis we have |Rn|, |Sn| ⩽ M for n ⩽ N−1. By lemma 4.3, (i) with the
sameK,M¶ as at (i) (since the quantities depend only on c0), we have TN = T0+Nε3¶N with |¶N | ⩽ M¶

if Nε30 < K (which is clearly satis�ed since K0 ⩽ K). Then TN ⩽ T0 +K0M¶ ⩽ T0 + (a2 − T0) = a2
and similarly, TN ⩾ T0 −K0M¶ ⩾ a1. Then c1 < TN < c20 and Lemma 4.2 can be applied, yielding then
|RN |, |SN | are bounded by the sameM for ε ⩽ ε0.

□

4.7. End of the proof of Theorem3.1.

4.7.1. Proof of (i). This follows by a straightforward calculation, see the Appendix D.

4.7.2. Proof of (ii). This was proved in Lemma 4.3 (iii).

4.7.3. Proof of (iii). By Lemma 4.4, Lemma 4.3, and the rescaling (48) the theorem follows.

4.7.4. Proof of (iii). When nε5/2 j 1, we use the rescaling (48) and proof of Lemma 4.3 (ii).

5. Comparison between the approximate solutions (58) and numerical solutions

The agreement between our perturbative formulas for v andw and their numerical simulations is shown
in �gure 4. We found empirically that the numerical solver is accurate with at least ten digits. The numer-
ical values were calculated using WolframMathematica with WorkingPrecision= 32, AccuracyGoal= 30
and MaxSteps = 108.

Figure 6 shows that the maximal error stays small for hundreds of thousands of oscillations.

5.1. Open questions. The �rst question is whether better approximations, for longer times, can be ob-
tained by using a higher order truncation, or perhaps by using other slow variables. The question of
determining, rigorously, the region that the trajectory �lls densely, as seen in �gure 1 (C) remains open,
as well as the question of existence of regions of order in the phase space.
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Figure 6. Error Analysis: maximum value of the di�erence between the numerical and
theoretical value of vn on the interval [0, n] as a function of n.

Appendix A. Solution through perturbation expansion

The ε term in the perturbation expansion for x(t) and y(t) are

xε(t) = −4

3
sin2

(

t

2

)

(

(x0ẏ0 + y0ẋ0) sin t+ (x0y0 − ẋ0ẏ0) cos t+ 2x0y0 + ẋ0ẏ0

)

,

yε(t) = −2

3
sin2

(

t

2

)

(

(

x20 − y20 − ẋ20 + ẏ20
)

cos t+ 2(x0ẋ0 − y0ẏ0) sin t+ ẋ20 − ẏ20 + 2x20 − 2y20

)

.

The ε2 term in the perturbation expansion for x(t) and y(t) are xε2(t) = f1(t) + tf2(t), yε2(t) = g1(t) +
tg2(t), where

f1(t) =
1

144

(

16 cos(2t)
(

x30 + x0y
2
0 + 4x0ẋ

2
0 + 4y0ẋ0ẏ0

)

+ 29x30 cos(t) + 3x30 cos(3t)− 48x30

+ 65x20ẋ0 sin(t)− 16x20ẋ0 sin(2t) + 9x20ẋ0 sin(3t) + 29x0y
2
0 cos(t) + 3x0y

2
0 cos(3t)

− 48x0y
2
0 + 86x0y0ẏ0 sin(t) + 32x0y0ẏ0 sin(2t) + 6x0y0ẏ0 sin(3t)− 55x0ẋ

2
0 cos(t)

− 9x0ẋ
2
0 cos(3t)− 189x0ẏ

2
0 cos(t)− 3x0ẏ

2
0 cos(3t) + 192x0ẏ

2
0 − 21y20ẋ0 sin(t)

− 48y20ẋ0 sin(2t) + 3y20ẋ0 sin(3t) + 134y0ẋ0ẏ0 cos(t)− 6y0ẋ0ẏ0 cos(3t) + 32ẋ0ẏ
2
0 sin(2t)

− 192y0ẋ0ẏ0 + 5ẋ30 sin(t) + 32ẋ30 sin(2t)− 3ẋ30 sin(3t) + 5ẋ0ẏ
2
0 sin(t)− 3ẋ0ẏ

2
0 sin(3t)

)

,

f2(t) =
1

144

(

60x30 sin(t)− 60x20ẋ0 cos(t) + 60x0y
2
0 sin(t)− 168x0y0ẏ0 cos(t) + 168y0ẋ0ẏ0 sin(t)

+ 60x0ẋ
2
0 sin(t)− 108x0ẏ

2
0 sin(t) + 108y20ẋ0 cos(t)− 60ẋ0

(

ẋ20 + ẏ20
)

cos(t)
)

,

g1(t) =
1

144

(

16 cos(2t)
(

x20y0 + 4x0ẋ0ẏ0 + y30 + 4y0ẏ
2
0

)

+ 29x20y0 cos(t) + 3x20y0 cos(3t)− 48x20y0

− 21x20ẏ0 sin(t)− 48x20ẏ0 sin(2t) + 3x20ẏ0 sin(3t) + 86x0y0ẋ0 sin(t) + 32ẏ30 sin(2t)

+ 32x0y0ẋ0 sin(2t) + 6x0y0ẋ0 sin(3t) + 134x0ẋ0ẏ0 cos(t)− 6x0ẋ0ẏ0 cos(3t)

− 192x0ẋ0ẏ0 + 29y30 cos(t) + 3y30 cos(3t)− 48y30 + 65y20 ẏ0 sin(t)− 16y20 ẏ0 sin(2t)

+ 9y20 ẏ0 sin(3t)− y0
(

189ẋ20 + 55ẏ20
)

cos(t)− 3y0ẋ
2
0 cos(3t) + 192y0ẋ

2
0 − 3ẏ30 sin(3t)

− 9y0ẏ
2
0 cos(3t) + 5ẋ20ẏ0 sin(t) + 32ẋ20ẏ0 sin(2t)− 3ẋ20ẏ0 sin(3t) + 5ẏ30 sin(t)

)

, and

g2(t) =
1

144

(

60x20y0 sin(t) + 108ẋ20ẏ0 cos(t)− 168x0y0ẋ0 cos(t) + 168x0ẋ0ẏ0 sin(t)
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+ 60y30 sin(t)− 60y20 ẏ0 cos(t)− 108y0ẋ
2
0 sin(t) + 60y0ẏ

2
0 sin(t)− 60ẏ0

(

ẋ20 + ẏ20
)

cos(t)
)

.

Appendix B. Higher order expansions for the slow variables

Let v(y) = v[0](y) + εv[1](y) + ε2v[2](y) + ε3R(y) and w(y) = w[0](y) + εw[1](y) + ε2w[2](y) + ε3S(y)

(where the remainders R,S also depend on ε). Clearly, v[0](y) = v0, w
[0](y) = w0. To calculate the next

two terms, we expand 2ε(−x2 + y2):

2ε(−x2 + y2) = εT1(y) + ε2T2(y) +O(ε3)

where

(78) T1(y) = −2r0
v0

+
4y2

(

hv0 − w2
0

)

v20
− 4r0w0y

√

v0 − y2

v20

where we used the notation

r0 :=
√

2hv0 − v20 − w2
0

and

(79) T2(y) = v[1](y)A(y) + w[1](y)B(y) + C(y)

where the exact expressions of A(y), B(y), C(y) are found in the Appendix C.
Similarly,

−ε

[

(

x2 − y2
)

ẋ
√

v − y2
+ 2xy

]

≡ εT̃1(y) + ε2T̃2(y) +O(ε3)

where
(80)

T̃1(y) = −2w0y
2
(

−3hv0 + 2v20 + 2w2
0

)

v30
− r0y

(

y2
(

r20 − v20 − 3w2
0

)

+ v0
(

−r20 + 2v20 + 2w2
0

))

v30
√

v0 − y2
− r20w0

v20

and

(81) T̃2(y) = v[1](y)Ã(y) + w[1](y)B̃(y) + C̃(y)

where the exact expressions of Ã(y), B̃(y), C̃(y) are found in the Appendix C.

Using (78) in v[1](y) =
∫ y
0 T1(À)dÀ we obtain

(82) v[1](y) =
−2

3v20

(

− 2w0

(

v0 − y2
)

3/2r0+2v
3/2
0 w0r0− 2hv0y

3+6hv20y− 3v0w
2
0y− 3v30y+2w2

0y
3
)

.

Using (80) in w[1](y) =
∫ y
0 T̃1(À)dÀ, we get

w[1](y) =
1

3v30

(

6hv0w0y
3 − 6hv20w0y − 4v20w0y

3 − 5v
7/2
0 r0 + 3v30w0y − v

3/2
0 w2

0r0 + 2hv
5/2
0 r0 + 3v0w

3
0y

− 4w3
0y

3 +
√

v0 − y2(−2v20y
2r0 − 2hv20r0 + 5v30r0 + v0w

2
0r0 + 2hv0y

2r0 − 4w2
0y

2r0)
)

.

(83)

In the above, we �nd the integrals using the fact that each term of T1(À) and T̃1(À) has an analytic anti-
derivative and therefore we substitute the integration limits y and 0 in the antiderivative function.

Substituting (82), (83) in (78) and integrating from 0 to y along Cv0 , we obtain:

(84) v[2](y) =
7w0r0

3

∫ y

0

ds√
v0 − s2

+ Polynomial(y,
√

v0 − y2).
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Substituting (82), (83) in (80) and integrating from 0 to y along Cv0 , we obtain:

(85) w[2](y) =
7(h− v0)r0

3

∫ y

0

ds√
v0 − s2

+
Polynomial(y,

√

v0 − y2)
√

v0 − y2
.

After one integration along Cv0 , the value of v(y) and w(y) at y = 0, respectively, become

v1 := lim
y→0,y∈Cv0

v(y), w1 := lim
y→0,y∈Cv0

w(y).

Using (28), (82), (83), (84), (85), we obtain

v1 = v0 +
14Ã

3
ε2w0r0 + ε3R0, w1 = w0 +

14Ã

3
ε2(h− v0) + ε3S0.

We used that after analytic continuation along one loop on Cv0 , arcsin
(

y0√
v0

)

becomes arcsin
(

y0√
v0

)

+2Ã,

while the other terms are not rami�ed and return to their zero value.

Appendix C. Exact formulas for series coefficients

Denoting r0 =
√

2hv0 − v20 − w2
0 , the exact formulas for A(y), B(y), C(y) are given by:

A(y) = 2 +
8w2

0y
2

v30
− 2

(

2hy2 + w2
0

)

v20
− 2w0y

3
(

6hv0 − 2v20 − 4w2
0

)

+ 2w0y
(

−4hv20 + 3v0w
2
0 + v30

)

r0v30
√

v0 − y2

B(y) =
4w0

v0
− 8w0y

2

v20
+

4y
√

v0 − y2
(

−2hv0 + v20 + 2w2
0

)

r0v20

C(y) =
4r20y

v0
− 4y3

(

12hv0 − 5v20 − 15w2
0

)

3v20
+

8y5
(

3hv0 − v20 − 6w2
0

)

3v30

+
√

v0 − y2

(

12r0w0y
2

v20
− 8y4

(

9hv0w0 − 4v20w0 − 6w3
0

)

3r0v30

)

The exact expressions of Ã(y), B̃(y), C̃(y) are:

Ã(y) = −2w3
0

v30
+

2hw0

v20
− 4w0y

2
(

3hv0 − v20 − 3w2
0

)

v40

− 1

2r0v40 (v0 − y2)3/2

(

y(r20(v
2
0

(

−10hy2 − 15w2
0 + y4

)

+ 2v30
(

2h+ y2
)

+ 40v0w
2
0y

2 − v40

− 18w2
0y

4)− v20w
2
0y

2
(

10h+ 3y2
)

− 2v40
(

3hy2 + 2w2
0 + y4

)

+ 2v30
(

w2
0

(

2h+ 5y2
)

+ hy4
)

+ v50
(

4h+ 6y2
)

+ 3r40y
4 − 4v60 + 3w4

0y
4)
)

B̃(y) =
6hv0y

2 − 2hv20 + 3v0w
2
0 − 4v20y

2 + v30 − 12w2
0y

2

v30

− w0y
(

r20
(

7v0 − 9y2
)

− 2v0w
2
0 + v20y

2 − 2v30 + 3w2
0y

2
)

r0v30
√

v0 − y2

C̃(y) =
1

3v40

(

2w0(−18v20y
4 − 36w2

0y
4 + 18(r20 + v20 + w2

0)y
4 + 26v30y

2 − 42hv20y
2 + 30v0w

2
0y

2

− 3v40 + 6hv30 − 3v20w
2
0)y
)

+
1

3r0v60(v0 − y2)3/2

(

(6v90 − 12hv80 + 21r20v
7
0 + 12w2

0v
7
0 − 18hr20v

6
0

− 12hw2
0v

6
0 + 6w4

0v
5
0 + 33r20w

2
0v

5
0 + y2(−17v80 + 30hv70 − 54r20v

6
0 − 32w2

0v
6
0 + 54hr20v

5
0

+ 42hw2
0v

5
0 − 15w4

0v
4
0 − 138r20w

2
0v

4
0) + y6(3r60 + 3v20r

4
0 + 9w2

0r
4
0 − 12v40r

2
0 + 9w4

0r
2
0 + 24hv30r

2
0
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− 12h2v20r
2
0 − 66v20w

2
0r

2
0 − 4v60 + 3w6

0 + 6hv50 + 3v20w
4
0 − 12v40w

2
0 + 24hv30w

2
0 − 12h2v20w

2
0)

+ y4(15v70 − 24hv60 + 54r20v
5
0 + 41w2

0v
5
0 − 90hr20v

4
0 − 84hw2

0v
4
0 + 9r40v

3
0 + 27w4

0v
3
0 + 36h2r20v

3
0

+ 36h2w2
0v

3
0 + 204r20w

2
0v

3
0 − 18hr40v

2
0 − 36hw4

0v
2
0 − 54hr20w

2
0v

2
0 + 9w6

0v0 + 18r20w
4
0v0

+ 9r40w
2
0v0) + y3(−6v

3/2
0 w0r

5
0 + 6v

3/2
0 w3

0r
3
0 − 6v

3/2
0 w0

(

w2
0 − r20

)

r30))y
2
)

Appendix D. The case y0 = ẏ0 = 0

In this case x(t) = ẋ0 sin t+ x0 cos t+O(ε) and y(t) = O(ε) (for not large t), so after a translation in
t (of order 1) we can assume ẋ0 = 0 (and therefore h = x20/2). A direct calculation yields

x(t) =
√
2
√
h cos(t) +

ε2
(

3 cos3 (t) + 8 cos2 (t) + 15 sin(t) t+ 5 cos(t)− 16
)√

2h
3

2

18
+O(ε4)

and

y(t) =
2εh

(

−2 + cos2 (t) + cos(t)
)

3

+
ε3
(

(150 cos(t) + 75) sin(t) t+ 2 cos4 (t) + 15 cos3 (t) + 318 cos2 (t)− 239 cos(t)− 96
)

h2

135
+O(ε4)

where we see that x(t) and y(t) have the secular term tε2 and tε3, respectively. However, the secular terms
in v, respectively w, appear as tε4, respectively tε3:

v(t) = −4

(

3 cos4 (t) + 2 cos3 (t)− 5
)

h2

9
ε2 +O

(

ε4
)

and

w(t) = −2
(

cos3 (t)− 1
)√

2h
3

2

3
ε+

1

45
(−68− 27 cos5 (t)− 60 cos4 (t)− 5 cos3 (t)

+ (−75 sin(t) t+ 80) cos2 (t) + 80 cos(t))
√
2h

5

2 ε3 +O
(

ε5
)
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