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Abstract

Recent advances in Al models have increased the integration of Al-based decision
aids into the human decision making process. To fully unlock the potential of Al-
assisted decision making, researchers have computationally modeled how humans
incorporate Al recommendations into their final decisions, and utilized these models
to improve human-Al team performance. Meanwhile, due to the “black-box” nature
of Al models, providing Al explanations to human decision makers to help them
rely on Al recommendations more appropriately has become a common practice. In
this paper, we explore whether we can quantitatively model how humans integrate
both Al recommendations and explanations into their decision process, and whether
this quantitative understanding of human behavior from the learned model can
be utilized to manipulate Al explanations, thereby nudging individuals towards
making targeted decisions. Our extensive human experiments across various tasks
demonstrate that human behavior can be easily influenced by these manipulated
explanations towards targeted outcomes, regardless of the intent being adversarial
or benign. Furthermore, individuals often fail to detect any anomalies in these
explanations, despite their decisions being affected by them.

1 Introduction

Recent advances in Al models have significantly increased the integration of Al-based decision aids
into human decision making process. The widespread adoption of such Al-based decision aids has
opened up a new paradigm of human-Al collaboration—the Al model provides recommendations for
a given decision making task, while human decision makers are responsible for making the final
decisions. To fully unlock the potential of Al-based decision aids in enhancing human decision
making, a few studies [[1-5] have developed computational models to capture how humans factor
Al recommendations into their decision-making process, and explored how these behavioral models
can be utilized to improve human-Al team performance. For example, Vodrahalli, Gerstenberg,
and Zou [6] developed a human behavior model to characterize the impact of Al predictions and
confidence levels on human final decisions. This model was then utilized to adjust the model
confidence displayed to people, with the objective of calibrating human trust in Al assistance.

Meanwhile, the black-box nature of prevalent Al models has driven a greater integration of model
explanations, generated through various explainable Al (XAI) methods [7-{11], into Al-assisted
decision making. These explanations seek to provide some insights into the the underlying decision
rationales of Al models, assisting humans in evaluating the reliability of AI decisions and identifying
the optimal strategies to rely on Al recommendations. However, many empirical studies [12-18],
which evaluate the effectiveness of current XAl methods for improving people’s understanding
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of the Al model [16, (19, |20] and supporting their calibrated trust in the model [[13, |14, 20], have
demonstrated that humans often struggle to use the explanations generated by these methods in the
optimal way. Thus, despite designers’ expectations that XAl methods will positively shape human
interaction with Al models, they often fall short of their intended goals, such as fostering appropriate
levels of trust and reliance in Al-assisted decision-making. This could be because existing XAl
methods do not account for human reactions, making them unadaptive to human cognitive processes.
If this is the case, one may naturally wonder if it is feasible to quantitatively model how humans
incorporate both Al recommendations and explanations into their decision making process. If so,
can the quantitative understanding of human behavior obtained from the learned behavior models be
utilized to directly manipulate Al explanations, thereby nudging human decision-makers towards
making targeted decisions?

To answer these questions, in this paper, we begin by training behavior models that characterize
how Al recommendations and explanations are factored into human decisions based on the collected
behavior datasets for various decision making tasks. Utilizing these learned models, we then adjust
the Al explanations for different purposes through gradient-based optimizations. Our extensive human
experiments across various tasks demonstrated that such human behavior modeling can bring forth
both benefits and risks — when used for benign purposes, the human behavior models can inform the
adjustment of Al explanations such that the manipulated explanations could significantly enhance
the decision-making performance of human-Al teams in most tasks; however, the same behavior
models can also be exploited by adversarial parties for adversarial purposes, such as increasing human
decision-makers’ biases against a certain protected group and significantly decreasing the fairness
level of humans’ final decisions across different groups. Finally, examining human perceptions of
these manipulated explanations reveals the “scary” truth — while human decisions are easily swayed
by these altered explanations, individuals generally fail to detect any anomalies in the explanations,
underscoring a significant vulnerability in human-Al interaction.

2 Related Work

2.1 Computational Modeling of Al-assisted Decision Making

There has been a surge of interests among researchers recently in computationally modeling human
behavior in Al-assisted decision making [[I1H5}21424]. The goals of these studies for modeling human
behavior are diverse, encompassing improving human-Al team performance through intelligent
interventions or model recommendation adjustments [6} [25-29], deciding when to present Al powered
code suggestion in programming [30], evaluating the utility of Al explanations to improve user
understanding of AI model behavior [31-33], and deploying adversarial attacks on Al models to
reduce human trust [|34]. In this paper, we take a more holistic view and explore whether we can
model how humans integrate both Al recommendations and explanations into their decision making
process, and what the implications of such behavior modeling are.

2.2 Human-centered Evaluation of AI Explanations

With the increasing use of Al technologies as decision aids for humans, a variety of explainable
Al techniques have been developed to increase the interpretability of AI models [[7-11,33,/35-37].
To understand the effectiveness of these explanation methods, a growing body of empirical human-
centered evaluations have been conducted to examine how Al explanations would affect the ways that
humans perceive and interact with AI models [12-18,|31,(32,|38,|39]. These evaluations look into
various aspects of impacts of Al explanations, such as the influence on people’s trust and reliance on
the Al model [[13} 14} 20], understanding of Al model [16}|19}20]], and the collaboration performance
of the human-Al team [12, 40, |41]. Recently, some research has explored the modification of Al
explanations to influence human behavior. For example, Lakkaraju and Bastani [42] demonstrated
that handcrafting modifications in Al explanations—such as hiding sensitive features—can mislead
human trust in AI models. Another study [43]] found that aligning AI explanations with humans’ own
decision rationales can increase agreement between human decisions and the AI model’s predictions.
Different from previous work which required intensive handcrafting of Al explanations, in this paper,
we explore whether it is possible to directly exploit the computational human behavior models to
manipulate Al explanations, even without the access to AI models, with the goal of nudging human
decisions towards targeted directions.



3 Methodology

3.1 Problem Formulation

In this study, we explore the scenario of human-Al collaboration within the context of Al-assisted
decision making, and we now formally describe it. Consider a decision making task represented by a
n-dimension feature vector x € R", and y is the correct decision to make in this task. Specifically,
in this study, we focus on decision making tasks with binary choices of decisions, i.e., y € {—1,1}.
The Al model’s recommendation on the decision task is represented as y™ = M (x) ,y™ € {—1,1}.
Following the explainable Al methods like LIME[7] or SHAP[S], the Al model could also provide
some “explanations” of its decision, e = E(M(x)), e € R™, by showing the contributions of each
feature to the decision. With all these information, the human decision maker (DM) needs to make
the final decision y" € {—1, 1} by either accepting or rejecting Al model’s decision recommendation
y™, which can be characterized by 3" = H(x,y™, e). The goal of our study is to explore whether
we can quantitatively model such decision making process—specifically, H (x, y", e)—and whether
this quantitative understanding of human behavior can be utilized to adjust Al explanations (i.e.,
change e to e’) without accessing to the original AI model M (-), thereby nudging human DMs to
make the targeted decision §" € {—1,1}, denoted as " = H(x,y™, €’).

3.2 Modeling Human Behavior in Al-assisted Decision Making

We first build computational models to characterize how humans integrate both Al recommendations
and explanations into their decision process. Following previous works on modeling human behavior
in different scenarios of Al-assisted decision making [23}31]], we adopted a two-layer neural network
as the structure for modeling the human decision in this study:

Y" = Hap, (2,9, €) = Huw, ([2,y™, €, O €]) (1

The inputs to the behavior model include the task features x, the Al model’s prediction y™, the Al
explanation e, and the interaction term between the task features and the Al explanation = ® e that
reflects how humans may redirect their attention to the corresponding features highlighted by the
Al explanation. Given the human behavior dataset D = {z;,y", e;, y*}¥ |, we can employ the
maximum log-likelihood estimation to learn the behavior model H.,,,, .

3.3 Manipulating AI Explanations through the Behavior Model

We next proceed to explore how the quantitative understanding of human behavior from H,,, can
be utilized to manipulate AT explanations. In particular, given the targeted decision " for the task
instance x, we want to identify a new Al explanation e’ that maximizes the likelihood that human
DMs make the targeted decision ¢ according to the learned behavior model H,,, . In addition, to
prevent the case where the manipulated explanations €’ has a very low level of fidelity [10]], such as
suggesting a recommendation that is inconsistent with the Al model’s prediction 3™, we also impose
a constraint that the new explanation e’ should still support the original AT recommendation ™.
Since we assume no access to the original Al model, we define Emsistmcy(e, y™) as a measurement
of agreement consistency between the manipulated Al explanations and the Al recommendation:

0 if sign (3, e;) = sign(y™),
nsisten 5 m) = L 2
Leonsise Cy(e v™) {1 otherwise. 2)
Together, we use the following optimization problem to manipulate Al explanations:
argmine/ ER" Lbehavior(Hwh (wa yma 6/), gh)’ SUbj- to ﬁconsisteney(e/v ym) S 0 (3)

where Lpenavior i defined as the cross entropy function. Since exactly solving the above optimization
problem is intractable, we used the gradient-based optimization to approximate it:

efgwrl = elet - nve’s (ﬁbehavior(Hwh (ma ym, eé), gh) + A‘Cconsistency(elea ym)) “4)

where 7 is the step size, ) is the trade-off parameter, and e}, represents the parameterized explanations
in the optimization process. We can iteratively optimize manipulated explanations €’ until Lyehavior 15
smaller than a threshold 7 or reach the maximum number of rounds 7'.



4 Human Behavior Model Learning

To develop the human behavior model for manipulating Al explanations, we first conduct a human
subject experiment to collect human behavior data.

4.1 Decision Making Task and AI Assistance
We consider four decision making tasks in this study:

* Census Prediction (Tabular Data) [44]: This task was to determine a person’s annual
income level. In each task, the human DM was presented with a profile with 7 features,
including the person’s gender, age, education level, martial status, occupation, work type,
and working hour per week. The subject was asked to decide whether this person’s annual
income is higher or lower than $50k for each task. We trained a random forest model to
make the income prediction, and the accuracy of the Al model was 76%.

* Recidivism Prediction (Tabular Data) [45]]: This task was to determine a person’s recidi-
vism risk. In each task, the human DM was presented with a profile with 8 features, including
their basic demographics (e.g., gender, age, race), criminal history (e.g., the count of prior
non-juvenile crimes, juvenile misdemeanor crimes, juvenile felony crimes committed), and
information related to their current charge (e.g., charge issue, charge degree). The subject
was asked to decide whether this person would reoffend within two years. We trained a
random forest model to make the prediction, and the accuracy of the Al model was 62%.

* Bias Detection (Text Data) [46]: In this task, the human DM was presented with a text
snippet and needed to decide whether it contained any bias. We fine-tuned a BERT [47]
model to identify bias in the snippet, and the accuracy of the AI model is 79%.

 Toxicity Detection (Text Data) [48]: In this task, the human DM was presented with a text
snippet and needed to decide whether it contained any toxic content. We fine-tuned a BERT
model to identify the toxic content, and the accuracy of the AI model is 86%.

To understand how people respond to various Al explanations, we employed LIME and SHAP to
explain the predictions made by the Al model. Additionally, we augment the LIME or SHAP expla-
nations by either randomly masking out contributions from some features or amplifying contributions
of some features (referred to as the “Augmented” explanations) to see how humans react to them.
These explanations are provided with Al recommendations together to humans in decision making.

4.2 Experimental Procedure

We posted our data collection study on the Prolific || to recruit human participants. Upon arrival,
we randomly assigned each participant to one of the four decision making tasks and they needed to
fill in an initial survey to report their demographic information and their knowledge of AI models
and explanations. Participants started the study by completing a tutorial that described the decision
making task that they needed to work on. To familiarize participants with the task, we initially asked
them to complete five tasks independently without Al assistance. During these training tasks, we
immediately provided the correct answer at the end of the task. After the completion of training tasks,
participants moved on to the formal tasks. In the formal tasks, participants would receive one type
of Al explanations among SHAP, LIME, or Augmented. Specifically, each participant was asked
to complete a total of 15 tasks. In each task, participants were provided with the Al prediction and
the explanations along with the task instance. They were then required to make their final decisions.
Finally, participants were required to complete an exit survey to report their perceptions of the Al
explanations they received during the study. They were asked to rate the alignment of Al explanations
with their own rationale, as well as the usefulness, transparency, comprehensibility, satisfaction with
the provided explanations, and their trust in the AI models, on a 5-point Likert scale. For the detailed
survey questions, please refer to Appendix We offered a base payment of $1.2 and a potential
bonus of $1 if the participant’s accuracy is above 85%. The study was open to US-based workers
only, and each worker can complete the study once.

"https://www.prolific.com/



Table 1: The number of subjects recruited in data collection for training behavior models, and the
average accuracy of the human behavior model in 5-fold cross validation for each task.
Census Recidivism Bias Toxicity
Number of Participants 78 80 72 42
Model Accuracy 0.74 0.79 0.65 0.76

4.3 Training Results

After collecting data on human behavior, we developed human behavior models for each type of task.
For the human behavior models for two textual tasks—Toxicity Detection and Bias Detection—we
employed the pretrained BERT encoder to extract features from the original sentences, which were
then used as the task feature x in the human behavior model H,,,. We optimized these behavior
models using Adam [49] with an initial learning rate of 1le — 4 and a batchsize of each training
iteration of 128. The number of training epochs is set as 10. Table[I]shows the number of participants
recruited, as well as the average accuracy of the human behavior model evaluated through 5-fold
cross validation for each task. We observed that the average accuracy of all human behavior models
exceeds 0.65, which is considered to be reasonable. Consequently, we utilized these learned human
behavior models to manipulate Al explanations in the following evaluations.

S Evaluation I: Manipulating AI Explanations for Adversarial Purposes

In our first evaluation, we adopted the role of an adversarial party to explore whether they could
utilize the learned human behavior model to manipulate Al explanations. The manipulation goal was
to nudge human DMs to be biased against certain protected groups in the decision making process.
We are particularly interested in comparing the fairness level of human decision outcomes between
human DMs who receive original explanations, such as SHAP or LIME, and those who receive
manipulated explanations. Notably, all human DMs are provided with the same Al predictions for
the same decision making task. Additionally, we also explore differences in human perceptions of
original Al explanations versus manipulated Al explanations.

Evaluation Metrics and Manipulating AI Explanations. Following previous work [50,/51]], we
used the false positive rate difference (i.e., FPRD) and the false negative rate difference (i.e., FNRD)
to measure the fairness level of human decision outcomes—the closer these values are to zero, the
more fair the decisions are. To manipulate Al explanations and nudge human DMs toward biasing
against certain protected groups, we define the targeted human decision ¢j” for each task as follows:

* Census Prediction: In this task, we considered a person’s sex as the protected attribute.
The targeted human decision is defined as §” = 1 (indicating a person’s annual income
exceeds $50K) when xx, = male, and ;&h = —1 (indicating a person’s annual income
does not exceed $50K) when x, = female. The fairness metrics can be computed as
FPRD = FPRemale — FPRmale, and FNRD = FNRgemae — FNRmaje-

* Recidivism Prediction: In this task, we considered the defendant’s race as the protected
attribute. The targeted human decision is defined as ¢ = 1 (indicating the defendant will
reoffend) when ... = black, and " = —1 (indicating the defendant will not reoffend)
when ;.. = white. The two fairness metrics can be computed as FPRD = FPRypie —
FPRyack, and FNRD = FNRyhite — FNRpjack-

Bias Detection: In this task, we divided text snippets into groups based on their political
leaning. The targeted human decision is defined as §” = 1 (indicating the text is biased)
When Ejeaning = democratic, and g}h = —1 (indicating the text is not biased) when ®jeaning =
republican. The fairness metrics can be computed as FPRD = FPRe, — FPRgen, and
FNRD = FNRop — FNRgen.

Toxicity Detection: In this task, we divided text snippets into groups based on the victim
of the text. The targeted human decision is defined as " = 1 (indicating the text is toxic)
when xyi.qm = White, and yh = —1 (indicating the text is non-toxic) when xyicim = black.
The two fairness metrics can be computed as FPRD = FPRyj,ck — FPRyhite, and FNRD =
FNRyjack — FNRyhite-



Table 2: The number of participants we recruited in the evaluation study, categorized according to the
type of Al explanation they received and the task they were assigned to.
Census Recidivism Bias Toxicity

SHAP 86 89 60 88

LIME 65 71 59 85
Adversarially Manipulated 82 92 71 65
Benignly Manipulated 77 84 69 46

For the Bias Detection and Toxicity Detection tasks, the original datasets [46| 48] provide annotations
for the political leanings of the sentences and the targeted victims of the text snippets, respectively.
After determining the targeted decision §” for each task instance, we then followed the gradient-based
optimization procedure (i.e., Equation |4)) to identify the manipulated explanation. We set the step size
7 as 0.01, the trade-off A as 0.01, the optimization threshold 7 as 0.1, and the maximum optimization
number 7" as 100. For the initial Al explanation ego at the start of the optimization process, we
directly initialize ey, as ey, ~ U(—1,1). We then repeated this optimization process for 5 times
and took the average to use in the following human evaluations. For the examples of manipulated
explanations, please refer to Appendix [B.3.

Data Collection. We followed the experimental procedure described in Section[4.2 to collect data
on human responses to and perceptions of different Al explanations. We randomly assigned either
SHAP or LIME explanations, or the manipulated explanations, to participants. Participants were
required to complete 15 tasks with Al model predictions and the assigned explanations (SHAP
or LIME or manipulated). We offered a base payment of $1.2 and a potential bonus of $1 if the
participant’s accuracy is above 85%. Table [2]reports detailed statistics of the participants in each task.
Below, we analyzed how the manipulated explanations affect fairness level of human decisions and
how do humans perceive those explanations.

5.1 How do the adversarially manipulated explanations affect fairness level of human
decisions?

The fairness levels of participants’ decision outcomes under the manipulated explanation, SHAP ex-
planation, and LIME explanation are presented in Figure|[I] Visually, it appears that when human DMs
are provided with manipulated explanations, both FPRD and FNRD scores of their decision outcomes
tend to deviate more from zero compared to when DMs receive SHAP or LIME explanations.

To examine whether these differences are statistically significant, we conducted regression analyses.
Specifically, the focal independent variable was the type of explanation received by participants, while
the dependent variables were the participants’ FPRD and FNRD scores. To minimize the impact of
potential confounding variables, we included a set of covariates in our regression models, such as
participants’ demographic background (e.g., age, race, gender, education level), their knowledge of
Al explanations, their trust in Al models, and the FPRD or FNRD scores of the Al model decisions
they received in the study. These covariates were selected based on prior HCI research [14, |20,
41] which empirically reveal how characteristics of human DMs may moderate the impacts of Al
explanations on human decisions in Al-assisted decision making.

Our regression results indicate that the adversarial party can significantly increase the level of
unfairness in human decision outcomes with manipulated explanations through human behavior
modeling. Specifically, when examining FPRD, we found that participants who received manipulated
Al explanations made more unfair decisions compared to those who received SHAP or LIME
explanations (p < 0.05) in the Census and Recidivism tasks. The difference was marginally
significant (p < 0.1) in the Toxicity task. When examining FNRD, results show that participants who
received manipulated explanations made decisions that were significantly more unfair than those who
received SHAP or LIME explanations (p < 0.01) in the Bias task.

5.2 How do humans perceive the adversarially manipulated AI explanations?
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Figure 1: Comparing average FPRD and FNRD of the human decision outcomes under the adversar-
ially manipulated explanation, SHAP explanation, or LIME explanation. Error bars represent the
95% confidence intervals of the mean values. *, ", and ™ denote significance levels of 0.1, 0.05,
and 0.01, respectively. For both FPRD and FNRD, a value closer to zero indicates that the human
decisions are more fair.
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Figure 2: Comparing the average human perceived transparency and usefulness of the adversarially
manipulated explanation, SHAP explanation, and LIME explanation. Error bars represent the 95%
confidence intervals of the mean values.

In Section we found that the adversarial party can manipulate Al explanations to nudge human
DMs toward making more unfair decisions compared to those who received the original Al explana-
tions, aligning with the adversarial party’s intentions. To determine whether DMs could detect any
abnormalities in the manipulated explanations, we examined how their perceptions of Al explanations
varied among manipulated, SHAP, and LIME explanations.

Figures[2a)and [2b compare the average perceived transparency and usefulness of three types of Al
explanations. Visually, there are no significant differences in how the explanations are perceived by
people who received different explanations. We also applied regression models to predict human
perceptions of these explanations by accounting for their demographic background (e.g., age, race,
gender, education level), their knowledge of Al explanations and their trust in AI models. The
regression results indicate that there are no significant differences in the perceived transparency and
usefulness of manipulated explanations compared to SHAP or LIME explanations. Similar patterns
were observed for perceptions of alignment, comprehensibility, satisfaction, and trust between the
manipulated and unmanipulated explanations. While adversarially manipulated explanations signifi-
cantly influence human decision making behavior, individuals generally do not detect abnormalities in
the manipulated Al explanations across most tasks. For further details, please refer to Appendix

6 Evaluation II: Manipulating AI Explanations for Benign Purposes

In the previous section, we found that the adversarial party could use the behavior model to manipulate
Al explanations, thereby misleading humans into making unfavorable decisions against specific
groups. Naturally, one might wonder could a third party also use behavior models to manipulate Al
explanations for benign purposes, such as promoting more appropriate human reliance on AI models?
For instance, can manipulated Al explanations lead humans to reject Al recommendations when the
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Error bars represent the 95% confidence intervals of the mean values. * O and ¥ denote significance
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Al model decision is likely incorrect, and encourage acceptance when the decision is likely correct?
We aim to explore the answers to this question in this section.

Evaluation Metrics and Manipulating AI Explanations Following previous work [ 14,41, 43],
we used the accuracy, underreliance, and overreliance to measure human DMs’ appropriate reliance
level on Al models. Underreliance refers to the fraction of tasks where the participant’s decision was
different from the Al model’s decision when the Al model’s decision was correct. Overreliance refers
to the fraction of tasks where the participant’s decision was the same as the Al model’s decision when
the Al model’s decision was incorrect. To manipulate Al explanations for the promotion of more
appropriate reliance on Al models, it is necessary to determine the reliability of AI model prediction
on each task instance. Recent work [52, 53] has proposed methods to leverage the complementary
strengths of humans and Al by combining human independent decisions and Al model, which is
often shown to result in more accurate decisions than those made by either humans or AI models
alone. Specifically, given the human independent decision y{rﬁdependem, the Al model recommendation

y™, and the task instance x, these methods learn models to combine yi’,ﬁdependem and y™ to produce a
combined result:
Yeombine = CombineModel(yﬁdependem, Yy, x) )

To see whether y.ompine can yield better decisions compared to Al alone or human alone, we evaluated
various combination models including the human-Al combination method [53] and several truth
inference methods [54H57]] used in crowdsourcing. Our results showed that the human-AlI combination
method [53] generally outperformed Al solo and independent human decision, as well as other
combination methods. Thus, ¥compine produced by the human-Al combination method [53] is defined
as the targeted decision 7" for manipulating AI explanations. For detailed information on the
evaluations of each combination method, please refer to the Appendix [C.I] We again followed
Equation 4 to manipulate the Al explanations. We set the step size 7 as 0.01, the trade-off \ as
0.01, the optimization threshold 7 as 0.1, and the maximum optimization number 7" as 100, and the
initial AT explanation ey, at the start of the optimization process is initialized as e, ~ U(—1,1).
We repeated this optimization process for 5 times and took the average to use in the following
experiments. For the examples of manipulated explanations, please refer to Appendix [C.4.

Data Collection. We recruited participants from Prolific once again to collect behavioral data under
the benignly manipulated explanations, following the experimental procedure described in Section[4.2.
We offered a base payment of $1.2 and a potential bonus of $1 if the participant’s accuracy is above
85%. Table [2]shows the detailed statistics of the participants we recruited for each task. Subsequently,
we analyzed whether the benignly manipulated explanations can promote appropriate reliance of
human DMs on Al models, as well as their perceptions of these Al explanations.

6.1 Can benignly manipulated explanations promote appropriate reliance of human DMs on
Al models?

Figures [3a] [3b] and 3c| compare the average accuracy, overreliance, and underreliance of human
decision outcomes under manipulated, SHAP, and LIME explanations, respectively. It is clear that
providing human DMs with manipulated Al explanations leads to an increase in the accuracy of their
decision outcomes for most of tasks. We subsequently conducted regression analyses to determine
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Figure 4: Comparing the average human perceived transparency and usefulness of the benignly
manipulated explanations, SHAP explanations, and LIME explanations. Error bars represent the 95%
confidence intervals of the mean values.

whether these differences are statistically significant. The regression models incorporated a set of
covariates, including participants’ demographic backgrounds (e.g., age, race, gender, education level),
their knowledge of Al explanations, their trust in AI models, and the accuracy of the Al models. The
regression results indicate that in the Census, Recidivism, and Bias tasks, substituting SHAP or LIME
explanations with manipulated explanations significantly improves the accuracy of human-Al team.
In contrast, for the Toxicity task, we observed no statistical difference, which could potentially be
attributed to the high competence of humans in solving this task (e.g., when presented with SHAP
or LIME explanations, the average decision accuracy of participants already exceeds 0.8, leaving
limited room for further improvement).

6.2 How do humans perceive benignly manipulated AI explanations?

In Section[5.2, we observed that it is challenging for humans to detect abnormalities in the adversari-
ally manipulated explanations, even though they are unconsciously influenced by the manipulated
explanations to make more unfair decisions. In this section, we revisit this question to investigate into
whether humans’ perceptions of the manipulated explanations change, when they are manipulated
for benign purposes. Figures[#ajand Bb compare the average human perceived transparency and
usefulness of the benignly manipulated explanations, SHAP explanations, and LIME explanations.
Regression analyses reveal no statistically significant differences among the perceived transparency
and usefulness of these three types of explanations. Similar trends were observed for other perceptual
aspects of explanations, including perceived alignment, comprehensibility, satisfaction, and trust. For
further results, please refer to Appendix [C.3.

7 Conclusion and Limitations

In this paper, we explore whether we can quantitatively model how humans incorporate both Al
recommendations and explanations into their decision making process, and whether we can utilize
the quantitative understanding of human behavior obtained from these learned models to manipulate
Al explanations for both adversarial and benign purposes. Our extensive experiments across various
tasks demonstrate that human behavior can be easily influenced by these manipulated explanations
toward targeted outcomes, regardless of the intent being benign or adversarial. Despite the significant
influence of these falsified explanations on human decisions, individuals typically fail to detect
or recognize any abnormalities. Our study has several limitations. For example, it focuses on
modeling and manipulating score-based explanations. Further research is needed to explore how to
model how humans incorporate other types of explanations, such as example-based and rule-based
explanations, and how these can be manipulated to influence human behavior as observed with
score-based explanations in our study. Additionally, our study was limited to decision making tasks
involving tabular and textual data, which are naturally suited to score-based explanations. Further
explorations are needed to extend these findings to decision tasks with other data types (e.g., images).



Ethical Consideration

This study was approved by the Institutional Review Board of the authors’ institution. Through
our findings, we aim to draw the community’s attention to the ease with which third parties can
manipulate Al explanations with the learned behavior models to influence human decision making.
Users often lack the ability to accurately and appropriately interpret the Al explanations presented
to them, yet their decision behavior is easily swayed by the manipulated Al explanations. Our
findings highlight the critical importance of securing human-Al interaction data to prevent the misuse
of human behavior models derived from it. Additionally, there is an urgent need to ensure that
Al explanations provided to humans are more secure and inherently benign. Moreover, providing
pre-education is essential to assist humans in establishing a proper understanding of Al explanations,
which may potentially mitigate the risks of manipulation.

In addition, our experiments are based on datasets that are publicly available; “correct” decisions for
the tasks in these datasets are generally considered as recording the real-world ground truth. While
these datasets are not intentionally biased toward any specific groups, we acknowledge that there
might be implicit biases introduced to these datasets during the curation process, which are beyond
our control. Importantly, we note that we made no alterations to the datasets that would introduce
additional bias in our experiment.
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Table A.1: The average hourly payment received by participants in our study across four tasks. In the
row “Number of Participants”, the number in parentheses indicates the number of invalid participants
who did not pass the attention check questions.

Recidivism Census Bias Toxicity

Number of Participants 336 (16) 310 (25) 259 (20) 286 (17)
Average Working Time (Minute) 6.67 6.25 6.98 6.34
Hourly Payment (Base) $10.8 $11.7 $10.2 $11.3
Hourly Payment (Base + Bonus) $11.9 $11.8 $11.4 $14.4

Prediction Task 1/20

Please review the profile below and predict whether the defendant ‘Why our Al model makes this prediction?
Prediction Task 1/20 would reoffend in the next two years.

Please review the profie below and Why our Al prediction?
income is above $50K.

Dofendant Profio:

the d
lo: chance of an indvidual's annual Income exceeding $50,000, and blus bars
1. Age: X

3. Hours per week:

4.Prior Crime Count after
Age 18:

5. Felony Crime Count before
Age 18:

P e p—

6. Misdomeanor Count beore
] ‘Age 18:

| 7.Curent Charge Degree:

Model Prediction:

our
not above $50K.
Make your pradiction:

Now, do

(a) Census prediction (b) Recidivism prediction

Figure A.1: The task interfaces for the census prediction and recidivism prediction.

A The Design of Human Study (Additional Details)

A.1 Compensation Details

To determine the appropriate payment level for each type of task, we first conducted a preliminary
study to estimate the time workers might spend on the tasks. Our pilot study indicated that a base
payment of $1.2 per task translates to an approximate hourly rate of $10. To provide greater trans-
parency about the compensation received by participants in our formal study, Table[A.T| summarizes
the average hourly payment and the average time spent on each task.

A.2 Task Interfaces

Figure|A.lal |A.1b| |A.2al and |A.2b|show the interfaces participants used in the Census Prediction,
Recidivism Prediction, Bias Detection, and Toxicity Detection tasks, respectively.

A.3 Exit Survey Questions

In the study, after the main tasks, the participants need to fill in an exit survey to report their
perceptions of presented Al explanations. The survey questions are detailed as:

* Alignment: On a scale of 1-5, how well do you think the explanations align with your
understanding of the problem?

» Usefulness: On a scale of 1-5, how useful are the explanations in helping you make
decisions?

* Transparency: On a scale of 1-5, how well do you think the explanations reveal the Al
model’s decision making process?

* Comprehensibility: On a scale of 1-5, how easy is it for you to understand the explanations?

* Satisfaction: On a scale of 1-5, how satisfied are you with the explanations provided by the
Al model?

* Trust: On a scale of 1-5, would you trust the AI model’s prediction or decision based on the
explanations?
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Prediction Task 1/15 Prediction Task 1/15

Please review the sentence from a media report below and determine whether this sentence Please review the sentence from social media below and determine whether this sentence
exhibits bias. contains toxic content such as hate speech, harassment and threats.

Sentence: Sentence:

The issue isn't whether fafimers need or deserve aid but whether we recognize that we are one Callicles credits "Black Lives Matter” with the coming downfall of Kamala Harris. Why? Check it out.

society that must care for all its people, wherever they live and whatever their political allegiances. URL

Al Model Prediction: Al Model Prediction:

Our Al model predicts that this sentence is non-biased. Our Al model predicts that this sentence is non-toxic.

Blue words are associated with non-biased category, and red words are associated with Blue words are associated with non-toxic category, and red words are associated with
biased category. The darkness of the word indicates the degree of association with the toxic category. The darkness of the word indicates the degree of association with the two
two categories. categories.

non-biased biased non-toxic toxic

Make your prediction: Make your prediction:
Now, do you think whether this sentence exhibits bias? . Now, do you think whether this sentence contains toxic content? .
Yes, | think this sentence is biased. Yes, | think this sentence is toxic.
No, I think this sentence is non-biased. No, I think this sentence is non-toxic.
submit your prediction! submit your prediction!
(a) Bias detection (b) Toxicity detection

Figure A.2: The task interfaces for the bias detection and the toxicity detection.

Table B.1: Agreement between the sum of feature importance in explanations and Al predictions,
measured in terms of the Pearson correlation coefficient.
Census Recidivism Bias Toxicity

SHAP 0.88 0.97 0.88 0.91

LIME 0.41 0.40 0.76 0.78
Adversarially Manipulated 0.57 0.38 0.73 0.68
Benignly Manipulated 0.87 0.68 0.89 0.89

B Evaluation I: Manipulating AI Explanations for Adversarial Purposes
(Additional Results)

B.1 Visual Consistency of Explanations

Table [B.T compares the agreement between the sum of feature importance in explanations and Al
predictions, the Pearson correlation coefficients, measured in terms of Pearson correlation coefficient,
for adversarially manipulated, LIME, and SHAP explanations, respectively. We observed that the
visual consistency of the manipulated explanations is lower than that of SHAP but very close to that
of LIME.

B.2 Human Perceptions of Explanations

Figures[B.Ta to [B.Id|compare the average human perceived alignment, comprehensibility, satisfaction
with the provided explanations ,and the trust in the AI models under the under the adversarially
manipulated explanation, SHAP explanation, or LIME explanation. In general, our findings indicate
that there are no significant differences in people’s perceptions of the three explanations across four
tasks, with the exceptions for the alignment and trust in the Toxicity task. Specifically, for the
Toxicity task, participants perceived LIME explanations as aligning more closely with their own
rationales than the adversarially manipulated explanations, with a marginally significant difference
(p < 0.1). Furthermore, participants reported significantly greater trust in the AI models accompanied
by LIME explanations compared to those with adversarially manipulated explanations (p < 0.01).

B.3 Examples of Manipulated Explanations
Figures [B.2]to show the visual comparisons of adversarially manipulated, LIME, and SHAP

explanations for the Census Prediction task, Recidivism Prediction task, Bias Detection task, and
Toxicity Detection task, respectively.
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Figure B.1: Comparing the average human perceived alignment, comprehensibility, satisfaction
with the provided explanations, and the trust in the Al models under the adversarially manipulated
explanation, SHAP explanation, or LIME explanation. Error bars represent the 95% confidence
intervals of the mean values. “ and ™ denote significance levels of 0.1 and 0.01 respectively.
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3. Hours per week:

Al Prediction: 1, Label: 1, Targeted Decision: 0

4. Number of years of education :

5. Martial Status:

6. Occupation:
7. Work Class:
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Figure B.2: The visual comparisons of adversarially manipulated, LIME, and SHAP explanations for
the Census Prediction task.

C Evaluation II: Manipulating AI Explanations for Benign Purposes
(Additional Results)

C.1 Combining Human Decisions and AI Predictions

In the main paper, we aim to benignly manipulate Al explanations to encourage human DMs to rely
more appropriately on Al models. Following previous research 53]), we combined independent
human decisions with Al model predictions to determine the targeted decision for each task instance.
We evaluated the human-AI combination method [53] and several truth inference methods used in
crowdsourcing for truth discovery. We detailed the process of evaluation below.

Table C.1: The average accuracy of the independent human behavior model through 5-fold validation
for each task.

Census Recidivism Bias Toxicity
Accuracy 0.81 0.84 0.62 0.79
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Figure B.3: The visual comparisons of adversarially manipulated, LIME, and SHAP explanations for
the Recidivism Prediction task.

Political leaning: right-leaning, Al Prediction: 0, Label: 1, Targeted Decision: 0

As part of Pelosi's coronavirus plan, House As part of Pelosi's coronavirus plan, House As part of [B8IOSI8 coronavirus plan, [HENER
Democrats slipped in multiple measures from their Democrats slipped in multiple measures from their I sivoec in multiple measures [l their
HR. 1 legislation that would implement nationwide HR. 1 legislation that would implement nationwide HR. 1 legislation that Would implement Mationwide
ballot harvesting for federal elections — effectively ballot harvesting for federal elections — effectively ballot harvesting for federal elections —

allowing political operatives to collect and deliver an allowing political operatives to collect and deliver an Gllowing political BPSINNES to collect and deliver an
endless number of absentee ballots from voters. endless number of absentee ballots from voters. endless number of [N ballots from voters.

(a) LIME (b) SHAP (c) Manipulated

Political leaning: left-leaning, Al Prediction: 1, Label: 0, Targeted Decision: 1

Navalvny has for years been accusing Putin and Navalvny has for years been accusing Putin and Navalvny [l for years been accusing [l and
his entourage of rampant corruption. his entourage of rampant corruption. B8 entourage of [EMBEM corruption.

(a) LIME (b) SHAP (c) Manipulated

Figure B.4: The visual comparisons of adversarially manipulated, LIME, and SHAP explanations for
the Bias Detection task.

Simulating Human Independent Decision. To understand how humans independently make
decisions on each task instance, we first conducted a study again on the Prolific to collect independent
human decision behavior data across four tasks. We recruited 40 participants for each task. Each
recruited participant needed to complete 15 tasks. With the collection of human behavior data, we
then fitted two-layer neural networks to simulate human independent decision behavior. For Toxicity
Detection and Bias Detection textual tasks, we used the pretrained BERT encoder to initially extract
features from the original sentences as the input to the independent behavior models. We optimized
these independent behavior models using Adam [49] with an initial learning rate of le — 4 and

16



Victim: Black, Al Prediction: 0, Label: 0, Targeted Decision: 0

| think Mulan should be recast black women to be | think Mulan should be recast black women to be 1 think Mulen [ be recast [ - BiEcK NN
more inclusive. Not enough diversity, they are all more inclusive. Not enough diversity, they are all to [l more inclusive. Not enough diversity, they
Chinese. Chinese are all Chinese.

(a) LIME (b) SHAP (c) Manipulated

Victim: Black, Al Prediction: 1, Label: 1, Targeted Decision: 0

Am i the only one who gives an [Ug nigga a Am i the only one who [l an HEM nigca Am i the only one who Gives an [Nl hicsa a
chance then..BOOM he starts to act like you the Ghance then..BOOM starts to act fike you the [l Ghancel then..BOOM he starts to 3et like you i@
ugly one?e onezes ugly one?é

(a) LIME (b) SHAP (c) Manipulated

Figure B.5: The visual comparisons of adversarially manipulated, LIME, and SHAP explanations for
the Toxicity Detection task.
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Figure C.1: Comparing the average human perceived alignment, comprehensibility, satisfaction with
the provided explanations, and the trust in the Al models under the benignly manipulated explanation,
SHAP explanation, or LIME explanation. Error bars represent the 95% confidence intervals of the
mean values.

a batchsize of each training iteration of 128. The number of training epochs is set as 10. The
average accuracy of 5-fold validation for each model is reported in Table[C.T, which we found to be
satisfactory. We then utilized these fitted models to simulate independent human decisions y{,ﬁdependem
in the human-AI combination process to determine the potentially better decisions.

Comparing Combination Performance. We consider the human + Al combination method [53]]
and a few truth inference methods in crowdsourcing as baselines in the evaluation, including
GLAD [55], CATD [56], LEC [57], EM [54], and MV [54]. These methods combine the hu-
man independent decisions yi’,‘ldependem predicted by the fitted independent human behavior models and
Al model recommendations ™ to produce combined decisions Ycombine- 1 he accuracy of each method
on holdout task pools for each task to be used in the subsequent evaluation is reported in Table[C.2] In
general, we found that human + AI combination method outperforms other baselines. By integrating
human decisions with Al predictions, this method shows superior performance to either Al solo or
human solo across all four tasks. Consequently, we used the combined decisions ycompine from the
human + AI combination method as the targeted decision ¢” in subsequent experiments to manipulate
explanations.

C.2 Visual Consistency of Explanations

Table [B.T compares the agreement between the sum of feature importance in explanations and Al
predictions, the Pearson correlation coefficients, measured in terms of Pearson correlation coefficient,
for benignly manipulated, LIME, and SHAP explanations, respectively. We observed that the visual
consistency of the manipulated explanations is very close to that of SHAP and higher than that of
LIME.

C.3 Human Perceptions of Explanations

Figures|C.lato compare the average human perceived alignment, comprehensibility, satisfaction
with the provided explanations ,and the trust in the AI models under the under the adversarially
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Table C.2: The accuracy of each method on the holdout task pools, used in following experiments to

manipulate Al explanations. The best result in each row is highlighted in bold.
Human Solo AISolo Human + AI[53] GLAD [55] CAID[56] LFC[57] EM[54] MV [54]
.76 0.62 0.74 T 060 069

Census 0.61 0.73

Recidivism 0.54 0.58 0.61 0.59 0:61 0.58 0.59 0.62
Bias 0.55 0.80 0.81 0.66 0.65 0.67 0.69 0.66
Toxicity 0.76 0.86 0.86 0.78 0.79 0.81 0.77 0.82
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Figure C.2: The visual comparisons of benignly manipulated, LIME, and SHAP explanations for the
Census Prediction task.

manipulated explanation, SHAP explanation, or LIME explanation. We found that there are no
significant differences in people’s perceptions of the three explanations across four tasks on these

aspects.

C.4 Examples of Manipulated Explanations

Figures to [C.5] show the visual comparisons of benignly manipulated, LIME, and SHAP
explanations for the Census Prediction task, Recidivism Prediction task, Bias Detection task, and

Toxicity Detection task, respectively.
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Figure C.3: The visual comparisons of benignly manipulated, LIME, and SHAP explanations for the
Recidivism Prediction task.
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Figure C.4: The visual comparisons of benignly manipulated, LIME, and SHAP explanations for the
Bias Detection task.
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Victim: Black, Al Prediction: 0, Label: 0, Targeted Decision: 0

There's so many fine niggas at my work I'm
surprised | aint been fired for sexual harassment

(a) LIME
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Surprised | aint been fired for sexual harassment &
=
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L

(b) SHAP (c) Manipulated

Victim: Black, Al Prediction: 1, Label:1, Targeted Decision: 1

| would love to suck on that big black cock
sucking all the cum out the head all the time
that you can deliver why you fuck my throat

(a) LIME

Figure C.5: The visual comparisons of benignly manipulated, LIME, and SHAP explanations for the

Toxicity Detection task.
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NeurlIPS Paper Checklist

1.

Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes] .

Justification: In this paper, we aim to explore whether we can model how humans incorporate
both Al predictions and explanations into their decision making process, and whether we can
utilize the quantitative understanding of human behavior from these models to manipulate
explanations, thereby nudging human decisions in Al-assisted decision making. Through
extensive human subject experiments, we showed the good, bad, and the ugly side of this.
The claims in the abstract and the introduction accurately reflect the paper’s contributions
and scope.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes] .

Justification: We discuss the limitations of the work in the Conclusion section.

. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA] .

Justification: This paper does not include theoretical results.

. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes] .

Justification: We report the settings of the hyper-parameters for training behavior models
and manipulating Al explanations in the paper.

. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: We will ensure that the collected human behavior data is used responsibly by
implementing strict access controls to minimize potential risks associated with unauthorized
use or misuse. Individuals who wish to have access to the data or code must apply for
permission, which will only be granted to those who meet the necessary authorization
criteria.

. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes] .

Justification: We describe training and test details in the paper.

. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes] .
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10.

11.

12.

13.

14.

15.

Justification: The experimental results are accompanied by the 95% confidence intervals,
and the statistical significance tests.

. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes] .

Justification: We used one RTX 4060 for behavior model training and Al explanation
manipulation.

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes] .

Justification: We checked the ethics guidelines, and the research conducted in the paper
conform with the NeurIPS Code of Ethics.

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes] .

Justification: We discuss the societal impacts of the work in the Ethical Consideration
section.

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer:

Justification: We will ensure that the collected human behavior data is used responsibly by
implementing strict access controls to minimize potential risks associated with unauthorized
use or misuse.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes] .
Justification: We cited all datasets used in the paper.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA] .
Justification: The paper does not release new assets.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes] .

Justification: We included the task interfaces, the experimental procedure, and the compen-
sation structure in the paper.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
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https://neurips.cc/public/EthicsGuidelines

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [Yes] .

s

Justification: The study was approved by the Institutional Review Board of the authors
institution. To minimize the risk of leaving our study participants with inappropriate
impressions of manipulated Al explanations, upon the end of the study, we provided a
debrief session directly through the Prolific chat system. Each participant who received
manipulated Al explanations in the study were individually contacted through the Prolific
platform. In the chat-based session, we clarified that the Al explanations were manipulated
and did not accurately represent the underlying rationales of the Al models. We emphasized
that these explanations were intentionally biased for the purpose of the study, based on the
specific task participants were involved in.
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