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Abstract—With the ever-increasing computing power of supercomputers and the growing scale of scientific applications, the efficiency
of MPI collective communication turns out to be a critical bottleneck in large-scale distributed and parallel processing. The large
message size in MPI collectives is particularly concerning because it can significantly degrade overall parallel performance. To address
this issue, prior research simply applies off-the-shelf fixed-rate lossy compressors in the MPI collectives, leading to suboptimal
performance, limited generalizability, and unbounded errors. In this paper, we propose a novel solution, called ZCCL, which leverages
error-bounded lossy compression to significantly reduce the message size, resulting in a substantial reduction in communication costs.
The key contributions are three-fold. (1) We develop two general, optimized lossy-compression-based frameworks for both types of MPI
collectives (collective data movement as well as collective computation), based on their particular characteristics. Our framework not
only reduces communication costs but also preserves data accuracy. (2) We customize fZ-light, an ultra-fast error-bounded lossy
compressor, to meet the specific needs of collective communication. (3) We integrate ZCCL into multiple collectives, such as Allgather,
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Allreduce, Scatter, and Broadcast, and perform a comprehensive evaluation based on real-world scientific application datasets.
Experiments show that our solution outperforms the original MPI collectives as well as multiple baselines by 1.9-8.9x.

Index Terms—Error-bounded Lossy Compression, Collective Communication, Distributed Computing, Parallel Algorithm

1 INTRODUCTION

MPI collectives provide high-performance collective com-
munication in distributed systems, making a significant
impact on various research fields such as scientific applica-
tions, distributed machine learning, and others [1], [2], [3],
[4], [5], [6]. With the advent of exascale computing and deep
learning applications, the demand for large-message MPI
collectives has increased. For example, in image classifica-
tion tasks, VGG19 [7] and ResNet-50 [8] have 143 million
and 25 million parameters, respectively, with communica-
tion overheads of 83% and 72% [6]. Therefore, optimizing
MPI collectives for large messages has become essential [9],
[10], [11].

MPI collectives consist of both internode communication
and intranode communication, and the former is often the
major concern. The overall collective performance is usually
limited by the efficiency of internode communication be-
cause of limited network bandwidth. Therefore, optimizing

o Jiagjun Huang, Yujia Zhai, and Zizhong Chen are affiliated with the Uni-
versity of California, Riverside, CA 92521. Sheng Di, Ken Raffenetti, Hui
Zhou, Franck Cappello, Yanfei Guo, and Rajeev Thakur are affiliated with
Argonne National Laboratory, Lemont, IL 60439. Xiaodong Yu is affiliated
with Stevens Institute of Technology, Hoboken, N 07030. Zhaorui Zhang
is affiliated with The Hong Kong Polytechnic University, Kowloon, Hong
Kong. Jinyang Liu is affiliated with University of Houston, Houston, TX
77204. Xiaoyo Lu is is affiliated with University of California, Merced, CA
95343. Kai Zhao is affiliated with Florida State University, Tallahassee,
FL 32306. Khalid Alharthi is affiliated with Department Of Computer
Science, College of Computing And Information Technology, University
Of Bisha, Bisha 61922, P.O. Box 551, Saudi Arabia.

internode collective communication is critical to improving
the overall performance of MPI collectives. This topic has
been a focus of research for decades, with state-of-the-art
algorithms achieving notable improvements. However, with
the increasing demand for large-message MPI collectives,
further optimization remains necessary [11], [12], [13]. Lossy
compression [14], [15], [16], [17] (rather than lossless com-
pression [18], [19], [20]) is a promising solution to mitigate
this MPI collective performance issue because of its ability
to significantly reduce the message size.

Although lossy compression has been widely used to
resolve many other scalability issues in high-performance
computing, such as reducing memory footprint [21], re-
ducing storage space [22], [23], and avoiding duplicated
computation [24], only a few studies have explored its use
in this direction, and all expose certain limitations. To elabo-
rate, Zhou et al. [25] proposed GPU-compression enhanced
point-to-point communication by integrating MPC [26] and
1D fixed-rate ZFP [17] into MVAPICH2 [27]. Their approach,
referred to as CPRP2P, simply involved compressing the
messages before transmission and decompressing them af-
ter reception, leading to significant performance overhead
due to the non-negligible time required for compression and
decompression. Meanwhile, Zhou et al. [28], [29] proposed
several additional approaches to improve multiple MPI
collectives using 1D fixed-rate ZFP [17] on GPUs. Their
methods, however, focus on fixed-rate compressionl, intro-

1. Fixed-rate compression means that the lossy compression would
be performed based on a user-specified fixed compression ratio.



ducing two major limitations: (1) compression errors cannot
be bounded, leading to an uncontrolled accuracy, and (2)
the compression quality is considerably lower compared to
the fixed-accuracy mode? in ZFP, as demonstrated by prior
research [30], [31].

The aforementioned limitations of compression-enabled
MPI collective algorithms motivate us to develop a new
efficient MPI collective framework which leverages lossy
compression technique to significantly improve the MPI
collective performance. However, this brings in three direct
technical challenges. @ Devising a general framework that
can effectively hide the communication cost and choose
an appropriate timing to call lossy compression is non-
trivial. @ The data loss nature of the lossy compression
brings up a critical concern on the accuracy of collective
operations. @ Existing lossy compressors are not designed
for the collective context, leading to suboptimal collective
performance because of unnecessary overheads when they
are directly applied in MPI collectives [14], [15], [17], [32],
[33].

Our developed framework is named as compression-
facilitated MPI collective framework (ZCCL), which can
address the aforementioned limitations and challenges. To
the best of our knowledge, this is the first-ever frame-
work that provides a general high-performance solution
for compression-integrated MPI collectives. Moreover, this
is the first accuracy-aware design, which ensures the ac-
celerated collective performance with error-bounded lossy
compression does not compromise data quality. To be more
specific, our contributions include:

« To address challenge @), we introduce two efficient
frameworks, which can significantly accelerate both
types of MPI collectives. Specifically, the first frame-
work notably diminishes the compression overhead in
the collective data movement operations (e.g., Scatter,
Bcast and All-gather), thereby achieving substantial
performance improvement. The second one hides com-
munication inside of compression in collective compu-
tation (e.g., Reduce-scatter), which in turn enhances the
performance of collective computation. Moreover, these
two frameworks can be combined together to speed up
more advanced MPI collective operations such as All-
reduce.

o To address challenge @, we devise several strategies to
effectively control error propagation within the ZCCL
framework. Specifically, we employ error-bounded
lossy compression, regulate the number of compres-
sion operations, and develop an efficient method to
resolve imbalances in collective communication caused
by error-bounded lossy compression. Through in-depth
mathematical analysis, we prove that our ZCCL frame-
work achieves well-bounded data accuracy.

e To address challenge @, we select the most suit-
able error-bounded lossy compressor for collective
communication, considering factors such as compres-
sion throughput, compression ratio, and compression
quality. We thoroughly analyze the newly developed
fZ-light compressor [34] and compare it with SZx [33],

2. Fixed-accuracy, also known as error-bounded lossy compression,
compresses data based on a user-specified error bound.
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which is used in the state-of-the-art C-Coll frame-
work [31]. After determining that fZ-light is the most
suitable option, we customize it to meet the specific
needs of collective communication. Specifically, we re-
design the compression workflow of fZ-light and imple-
ment a pipelined version to overlap compression and
communication. This optimization reduces the commu-
nication cost in our ZCCL framework by up to 3.3x.

e To demonstrate the generality of our design, we in-
tegrate ZCCL into multiple collectives, including All-
gather, Allreduce, Scatter, and Broadcast, and evalu-
ate performance using real-world scientific application
datasets. Experiments on 128 Intel Broadwell com-
pute nodes from a supercomputer show that ZCCL-
accelerated collectives achieve significant speedups
over the CPRP2P and C-Coll baselines, outperforming
MPI_Allreduce, MPI_Scatter, and MPI_Bcast by up to
3.6x, 54x, and 8.9x, respectively. Additionally, we
validate the practical effectiveness of ZCCL-accelerated
Z-Allreduce using a real-world use case (image stacking
analysis), which shows up to 3.0x performance gain
over MPI_Allreduce while maintaining high data in-
tegrity and accuracy during collective operations.

The rest of the paper is organized as follows: we intro-
duce background and related work in Section 2 and detail
our design and optimization in Section 3. Evaluation results
are presented in Section 4 followed by conclusion and future
work in Section 5.

2 BACKGROUND AND RELATED WORK

In this section, we discuss the background and related work.
We first introduce MPI collective communication, followed
by a discussion on high-speed lossy compressors and their
integration with MPI implementations. The focus of our
study is on lossy compression. This emphasis is due to
the significantly lower compression ratios observed with
lossless methods when applied to scientific datasets [14],
[15], [35].

2.1 MPI Collective Communication

There are many types of MPI collective operations, which
can be divided into two sub-categories — collective data
movement and collective computation according to their
communication patterns.

2.1.1 Collective data movement

Collective data movement includes gather, allgather, scatter,
all-to-all, and so on. The gather operation collects the data
from different processes and stores the collected data into
the root process. In comparison, allgather stores the col-
lected data to every participated process. As an opposite
of gather, the scatter operation divides the data in the root
process and sends the split data to all the processes. The all-
to-all operation acts as the “allscatter”, which collectively
scatters data on each process to each other.



2.1.2 Collective computation

Allreduce/reduce are two popular collective computation
operations. We use MPI_SUM as an example to explain
the working principle as it is frequently used. The reduce
routine will sum up all the data entries from all the processes
in the same communicator and store the sum into the root
process. The Allreduce does the same thing but keeps a copy
of the sum on every process in that communicator. Another
widely-used operation is the reduce-scatter, which acts like
a combination of the reduce and scatter: the reduced sum is
scattered into all the processes.

2.2 High-speed Lossy Compressors

Compression developers and scientific researchers have
shown significant interest in high-speed lossy compression
due to its ability to achieve high compression ratios. SZ [14],
[15], [32] is an example of a fast, error-bounded lossy com-
pressor, with performance comparable to other compressors
like FPZIP [36] and SZauto [16]. ZFP [17] is another well-
known compressor, offering relatively high compression
ratios and even faster speeds than SZ. However, neither can
match the speed of SZx [33], which achieves a compression
throughput of 700-900 MB/s on CPUs [33]. Recently, an
ultra-fast compressor, fZ-light, has been proposed, but it has
yet to be compared with the state-of-the-art SZx compressor
used in the C-Coll framework [31]. In Section 3.3, we thor-
oughly compare fZ-light with SZx in terms of compression
throughput, ratio, and quality, demonstrating that fZ-light is
the most suitable lossy compressor for MPI collective opera-
tions. Accordingly, we develop our customized compressor
based on fZ-light for MPI collectives, which will be detailed
in Section 3.5.2.

2.3 Lossy Compression-enabled MPI Implementations

Researchers have shown interest in using lossy compression
to improve MPI communication performance for years.
Zhou et al. proposed GPU-compression enhanced point-
to-point communication [25], and several optimized MPI
collective operations [28], [29] using 1D fixed-rate ZFP [17]
on GPUs, but their solutions are either showcasing limited
overlapping between compression and communication or
subject to the fixed-rate mode compression, leading to the
substandard compression quality, as demonstrated in [31].
Conversely, our general framework can optimize the collec-
tive performance of all MPI collectives while maintaining
controlled accuracy.

3 ZCCL DESIGN AND OPTIMIZATION

Figure 1 presents the overall design architecture of ZCCL.
We highlight the newly designed modules as green boxes.
The primary contributions lie in the performance optimiza-
tion layer and the middleware layer. We carefully char-
acterize the performance of multiple state-of-the-art error-
bounded lossy compressors in the context of MPI collectives
and select the best-qualified compressor — fZ-light, which
will be detailed in Section 3.3. We also propose a series
of performance optimization strategies specifically for both
of the two collective types (data movement and collective
computation), as indicated in the figure. The corresponding
details will be discussed in Sections 3.1.1, 3.1.2, and 3.5.2.

’ User Applications/Analysis (Image Stacking , etc.) ‘ Application

| ZCCL Interface (Z-Scatter, Z-Allreduce, etc.) | Interface
. Data Movement Framework | [Collective Comp. Framework
o Reduce " Overlap Pivslined Performance
O [|compression|Mitigate Errorf| {lcompression and|[™'0®M€d||| optimization
N ngrhead Propagation CorTF])munication fZ-light P

’ MPI P2P ‘ | Compression Adapter | Middleware

’ Abstract Device Interface ‘ ’ Emarboundsd Lossy ‘ Library

Compression

Fig. 1: Design architecture (yellow box: applications; green
box: new contributed modules; purple box: third-party).

3.1 Two Novel Frameworks for Compression-enhanced
Collectives

To integrate lossy compression into MPI collective commu-
nication, at least two important aspects must be considered:
performance and accuracy. In general, MPI collective op-
erations can be divided into two groups: collective data
movements, and collective computation. Instead of directly
using the CPRP2P method, we propose two frameworks to
implement collective communication for each group, which
can maximize the collective operation performance.

3.1.1

In this subsection, we detail our strategies for address-
ing the issues of communication imbalance and compres-
sion overhead in our optimized collective data movement
framework. For collective data movement operations, each
process in the same communicator needs to communicate
with each other to exchange data. If we directly use the
CPRP2P method, the sender needs to compress the data
every time before sending it, and the receiver is required
to decompress the data upon the data arrival. Most of
the compression and decompression overheads in CPRP2P,
actually, can be avoided by carefully setting the timing of
compression operations, as the original data have not been
modified during the intensive communication. Besides, the
CPRP2P can cause unbalanced communication in that input
data on different processes have various compressed data
sizes. Such unbalanced communication will slow down the
overall collective performance, resulting in a sub-optimal
performance. With our framework, we can balance the
communication with a fixed pipeline size as the compressed
data sizes are decided at the beginning of the intensive
communication. In the following text, we illustrate our idea
with two examples: a ring-based allgather algorithm and
a binomial tree broadcast algorithm. The same philosophy
can be easily extended to other collective algorithms in this
category.

Figure 2 shows the high-level comparison of our pro-
posed framework versus the CPRP2P in the ring-based
allgather algorithm. In this algorithm, N—1 rounds are re-
quired to get the gathered results on every process, where N
is the number of processes in the communicator. In order to
use lossy compression to reduce communication cost in the
ring-based algorithm, the straight-forward idea is perform-
ing compression and decompression at each round. Instead,
our design does not decompress the received data until the

Collective data movement framework



Our Proposed
Framework

Compression-enabled Point-
to-Point Communication

1CPR1DEC VS 1 CPRODEC

" Ring-based All-gather: |
Round 1

" Ring-based All-gather: |
Round 1

| Ring-based All-gather:
i Round 2

| Ring-based All-gather: |
. Round N-1

| Ring-based All-gather: |

| Round N-1

Perform Ring-based All-gather by N-1 Rounds

’ JTransfer data = Compression (CPR) = Decompression (DEC)‘

Fig. 2: High-level design of our collective data movement
framework in the ring-based allgather algorithm to mitigate
compression error propagation. A means the original data
and A. means the compressed data. This rule applies to
other data chunks as well. This algorithm completes in N —1
rounds, where IV is the number of processes.

last round, thus significantly decreasing the compression
overhead from (N—1)T.hunk t0 Tepunk, Where Tepynk is
the compression cost of one chunk. When N is large, our
novel framework could have nearly N x better performance
compared with CPRP2P in terms of compression. Note that
the decompression cost remains the same.

Figure 3 presents a similar comparison in the bino-
mial tree broadcast algorithm. There are logaN rounds
before the completion, where N refers to the total pro-
cess count. We notice that our proposed framework could
reduce the compression and decompression costs from
logo N -(Teomp+Taeccom) to Teomp+Tdecom and the perfor-
mance improvement is loga N X, where Teopmp, and Tgecom
are the compression time and decompression time of the
data at the root process, respectively.

Besides the compression cost, the CPRP2P method can
lead to an undesirable error propagation issue during col-
lective sends and receives, as the same data chunk under-
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goes multiple rounds of compression and decompression.
Our framework also solves this issue by compressing the
same data chunk for only one time. Similar to the analysis
of compression overhead, for the absolute error bounded
compression, our proposed framework can decrease the
worst case accuracy loss by (IN—1)x and (logaN)x in the
ring-based allgather and binomial tree broadcast algorithm,
respectively.

3.1.2 Collective computation framework

For collective computation routines, the data entries from
all processes in the same communicator need to collectively
compute with each other. Unlike in the case of collective
data movement, the data transferred in this communication
pattern can be updated. As a result, the previous frame-
work cannot be utilized here thus we need to propose
a new framework. Despite the updated transferred data
precluding us from diminishing compression, we find an
opportunity to hide communication inside the compression
and decompression. To clearly elaborate our proposed de-
sign, we use the ring-based reduce_scatter algorithm as an
instance. Note that this framework can be easily extended
to other collective computation operations.

CPR-P2P

Our Proposed Framework

After all communications,
perform decompression from
P1to P7

Log,P(CPR+DEC) versus CPR+DEC

= Compression (CPR)
= Decompression (DEC)

Fig. 3: High-level design of our collective data movement
framework in the binomial tree broadcast algorithm. It com-
pletes in loga N rounds, where N is the number of processes.

Our proposed framework for collective computation is
depicted in Figure 4. It employs a ring-based reduce_scatter
algorithm, where each process is required to exchange
message chunks with its neighboring processes. For large
datasets, these chunk sizes become substantial as they are
determined by dividing the size of the input data by the
number of processes. In the initial CPRP2P model, com-
pression and decompression occur before and after any
communication, respectively. Consequently, a single round
incurs three types of overhead: compression/decompres-
sion for one message chunk, send/receive operations for
the compressed message chunk, and reduction operation for
one message chunk. Typically, the compression-related over-
head is more significant than the send/receive overhead,
as compressed data sizes are considerably smaller than
their original counterparts. In our redesigned approach, we
significantly mitigate the send /receive overhead by actively
pulling communication progress within the compression
and decompression phases. This substantially reduces the
overall communication time.
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Fig. 4: High-level design of our collective computation
framework in the ring-based reduce-scatter algorithm.

3.2 Theoretical Analysis of Error Propagation in ZCCL

In this section, we prove the error-bounding nature of our
ZCCL framework mathematically. In the following analysis,
we assume the lossy compression error e for data x follows a
normal distribution, without loss of generality. Specifically,
the normal distribution is represented as e ~ N(u,o?)
within the range of [z — €, z + €], where € is the compression
error bound. This is exemplified in Figure 5, in which we
compress climate, weather, seismic wave datasets by SZ3
and ZFP. It clearly shows the normal distribution curve gen-
erated by Maximum Likelihood Estimation (MLE) fits the
measured compression error values very well for different
application datasets.

— Fitted normal distribution of MLE
= Probability of measured compr error

0 = 5.80e-08

—— Fitted normal distribution of MLE —— Fitted normal distribution of MLE
== Probability of measured compr eror

m= Probability of measured compr error

0 = 1.32e+01

10 -05 00 05 10 -75 -50 -25 00 25 50 75 -2 -1 0 1 2
o

(2) SZ3(Climate) (b) SZ3(Weather)

.....

(c) SZ3(Seismic Wave)

—— Fitted normal distribution of MLE
== Probability of measured compr error

0 = 3.48e-09

—— Fitted normal distribution of MLE —— Fitted normal distribution of MLE
mmm Probability of measured compr error mmm Probability of measured compr error

0 = 6.50e-05 0 = 1.70e+00

E ) 0 ] i -4 ) 0 ] 7

(d) ZFP(Climate) (e) ZFP(Weather) (f) ZFP(Seismic Wave)

Fig. 5: Exemplifying the normal distribution property of
compression errors.

For the collective communication primitive in MPI, the
data will be aggregated gradually from each node during
the communication process, which is shown in Fig. 2, Fig. 3
and Fig. 4. With lossy compression integrated, the compres-
sion error will also be aggregated in the data aggregation
stage. In the collective data movement framework of ZCCL,
each data chunk is compressed only once. Thus, the final
error for each data point is within €. Unlike the data move-

5

ment framework, the compression error is aggregated in the
collective computation framework of ZCCL, and the aggre-
gation function often involves the Sum, Average, Max, Min
operations for the floating point data. We further illustrate
the error propagation for these operations. For the collective
computation framework, we assume there are n data that
are collected from 7 nodes, and the compression error for
each of them is e;, which follows the normal distribution
ei ~ N(u;,o?).

Theorem 1. Based on the above analysis, the final aggregated
error for Sum operation falls into the interval [—2+/no, 2y/no]
with the probability of 95.44%, where n is the number of comput-
ing nodes in MPI and o is the variance of the error bound of the
lossy compressor.

Proof. The linear combination (e.g., Sum in MPI) of normally
distributed random variables also follows a normal distri-
bution that is shown in the formula (1), where a; denotes
various constants for n data.

n n n
Zi:o a;e; ~ N(Z:i=0 aifbi, Zi:o azo?) 1)

For the Sum operation in the collective computation
framework, the compression error will be involved grad-
ually with the aggregation chain, which is shown in the
formula (2):

Lsum = ((((-fl + 61) + l‘z) + 62) + ...+ €n>
= (11/'1 + 61) + (1’2 + 62) + ...+ (l’n =+ en)

Where x; indicates the data collected from node i
and gy, represents the final aggregated data. We further
demonstrate that the compression error e, remains to follow
the normal distribution after compression through Figure
6, which illustrates the probability of the measured com-
pression error (ez) with the fitted MLE curve. The same
property also holds for subsequent compression errors in
the aggregation chain such as e3, e4, and so on.

)

— Fitted normal distribution of MLE
m Probability of measured compr error

0 = 1.95¢-05

— Fitted normal distribution of MLE
m Probability of measured compr error

0=3.22e-04

-0 -05 00 05 10

‘‘‘‘‘

(b) ZFP(e2)

-i0  -05 00 05 10
a0

(a) 5Z3(e2)

Fig. 6: Exemplifying the normal distribution property of
compression error es.

From the formula (2), we can calculate the aggregated
COMPression error as €sum = Y i ¢;- The aggregated error
€sum follows the normal distribution as formula (3):

gsum ~ N(Zz:o Hi, Zi:O 012) (3)

The formula (3) indicates that the variance o2 of the
aggregated error €y, will be restricted well. When we
utilize the same compression error bound across various
nodes, the aggregated error conforms to a normal distribu-
tion represented as €sym ~ N(0, ncr2). Therefore, the final
aggregated error falls within the interval [—2+/no, 2\/no]



with the probability of 95.44% according to the properties
of normal distribution.
O

Since the compression error is bounded by the error
bound €; and the error follows the norm distribution, we can
assume that e; ~ 30; (e; bounded to 30; with probability of
99.74%).

Corollary 1. Based on the above assumption, the final aggregated
error falls within the interval [—2\/ne, 2\/ne] with the proba-
bility of 95.44%. For example, if there are 100 nodes, the final
aggregated error will be bounded within the range [—2€, 22e]
with a probability of 95.44%.

Corollary 2. Being similar to the Sum operation, the final ag-
gregated error for the Average operation in collective computation
framework follows the normal distribution €4,q ~ N (0, %2) The
final aggregated error will be reduced extremely compared to the
original error by n times.

Theorem 2. For the Max, Min operations, the final error follows
the normal distribution €mqz min ~ N (0, (2 — Bt2)0?).

Proof. Since we need to compare the data from the neigh-
bored node gradually, there is a 1 probability that we
can choose the non-compressed data. Otherwise, the se-
lected data will contain an error within the error bound é.
Therefore, the variance of the final aggregated error can be
calculated as following formula (4):

1 n+2

1
—no? —Do*+ ..+ -0 =(2— ? 4
5110 +2n_1(n Jo© + +20 ( on Yoo (4)
O
3.3 Identify Best-qualified High-speed Error-bounded

Lossy Compressor

In this section, we compare various lossy compressors
to identify the most suitable one for MPI collectives. As
highlighted in previous analysis, along with controlling
data distortion through error bounds, two critical metrics
are compression throughput and compression ratio. Prior
literature [14], [16], [32], [33], [37] shows that SZx achieves
significantly higher compression speed than other compres-
sors, including 572 [32], SZ3 [37], FPZIP [36], Auto-SZ [16],
and ZFP [17]. Another high-speed compressor, fZ-light, is
optimized for multi-core CPU architectures, though its per-
formance compared to SZx remains unclear. Therefore, we
focus on SZx and fZ-light to determine the best compressor
for compression-enabled collective communication.

We introduce SZx and fZ-light as follows. SZx divides
the input data into small blocks (e.g., 128 floating point
values) and calculates the mean p of the maximum and
minimum values for each block. If all data points within a
block fall within the interval (1 — e, i+ ¢€), where e is a user-
defined compression error bound, the block is labeled as a
‘constant block’, and SZx uses the mean p to represent the
entire block. If some data points fall outside this interval, the
block is classified as a ‘non-constant block’, and SZx applies
IEEE 754 analysis to compress the data block. These op-
erations primarily involve bitwise operations, addition, or
subtraction, making SZx extremely fast. In contrast, fZ-light
employs a multi-layer block partitioning approach. It first

6

divides the input data into larger thread-blocks, each han-
dled by a single thread, and then further subdivides these
thread-blocks into smaller blocks. Next, fZ-light performs
fused quantization and Lorenzo prediction on each thread-
block, converting data values into integers, with the first
value stored as an outlier (occupying four bytes). It then
obtains the sign-bits and code-length log max, where maz is
the maximum integer within the small block, for each block.
Finally, fZ-light applies an ultra-fast bit-shifting encoding
scheme to compress the integers. If the code-length is 0, the
block is considered to be a ‘constant block’, and only the
one-byte code-length is stored in the compressed bytes. Oth-
erwise, the code-length and other fixed-length encoded bits
are stored. While fZ-light’s operations are also lightweight,
the multiplication involved in the quantization stage may
lead to higher computational costs compared to SZx.

We compare SZx and fZ-light in terms of compression
throughput, ratio, and compression quality across four dif-
ferent application datasets. The details of these applica-
tion datasets are summarized in Table 5 in Section 4.1.
All experiments were conducted on a node with two
Intel Xeon E5-2695v4 CPU sockets. The performance of
compression-enabled collectives is closely tied to the com-
pression throughput and ratio of the chosen compressor,
while the data quality of the collective output depends on
the compression quality of the selected compressor. For
compression throughput, we start with the single-thread
performance. As shown in Table 1, SZx outperforms fZ-light
in the RTM application dataset, while fZ-light is faster than
SZx in most cases of the Hurricane application dataset. For
the Nyx and CESM-ATM datasets, SZx and fZ-light exhibit
comparable compression and decompression throughputs.
Overall, SZx and fZ-light demonstrate similar compression
performance in single-thread mode. Since both SZx and
fZ-light are optimized for multi-core CPU architectures, we
also evaluate their multi-thread compression throughput, as
shown in Table 2. In contrast to the single-thread scenario,
fZ-light consistently outperforms SZx across all relative er-
ror bounds and application datasets in multi-thread mode.
The superior performance of fZ-light in this mode is at-
tributed to its lightweight computational costs and efficient
memory access pattern, enabled by the multi-layer block
partitioning approach, along with fused quantization and
Lorenzo prediction, and the ultra-fast bit-shifting encoding
scheme. In summary, fZ-light demonstrates significantly
better compression performance than SZx in multi-thread
mode.

Apart from compression performance, another critical
factor influencing collective performance is the compression
ratio. In table 3, we present the compression ratios and
percentages of constant blocks for SZx and fZ-light when
compressing four distinct application datasets. We observe
that fZ-light consistently outperforms SZx in compression
ratio across different application datasets. This advantage
is due to fZ-light's quantization and Lorenzo prediction
stages, which significantly reduce the entropy of the original
data, making it easier to compress. In contrast, SZx operates
directly on the higher entropy original data. We also notice
that within the same application dataset, a smaller relative
error bound leads to a lower percentage of constant blocks
for both fZ-light and SZx. This reduction in the percentage



of constant blocks results in a lower compression ratio, as
non-constant blocks require more space in the compressed
format compared to constant ones. Based on this analysis,
we conclude that fZ-light achieves a higher compression
ratio than SZx.

Apart from performance factors, compression quality is
crucial for achieving accurate collective output. Normalized
Root Mean Square Error (NRMSE) is a widely used metric
for evaluating the accuracy of reconstructed data. In Table
4, we assess the NRMSE and its standard deviation for SZx
and fZ-light across four different application datasets under
four relative error bounds. The results show that SZx consis-
tently achieves slightly lower NRMSE in all cases. This can
be attributed to SZx’s approach of using the median value to
represent entire constant data blocks, resulting in extremely
low variance. However, although SZx demonstrates bet-
ter numeric compression accuracy than fZ-light, this does
not necessarily imply superior actual compression quality,
warranting further investigation. Peak Signal-to-Noise Ratio
(PSNR) is another important metric for evaluating com-
pression accuracy. The rate-distortion graphs in Figure 7
compare the compression bit rate (32/compression_ratio)
and PSNR of SZx and fZ-light. The results indicate that, for
the same bit rate, fZ-light achieves higher PSNR than SZx
across the RTM, NYX, and Hurricane application datasets.
In the CESM-ATM application dataset, fZ-light slightly un-
derperforms SZx at very low bit rates but outperforms SZx
when the bit rate exceeds 1. This rate-distortion analysis
demonstrates that fZ-light offers better numeric compres-
sion accuracy than SZx at equivalent compression ratios. To
further understand the difference in compression quality, we
visualize the reconstructed data from both compressors in
Figure 8. When compressing the CLOUD field of the CESM
dataset to a compression ratio of 8.3, the reconstructed data
from SZx displays horizontal stripe artifacts compared to
the original data, while fZ-light maintains visual quality
consistent with the original one. These artifacts in SZx
arise because it flattens entire constant data blocks into a
single median value, losing the variance within the block.
In contrast, fZ-light utilizes Lorenzo prediction to preserve
data variance, leading to superior compression quality. In
conclusion, fZ-light demonstrates better overall compres-
sion quality than SZx.

Through comprehensive analysis, we conclude that
fZ-light is generally the better compressor for compression-
enabled collective communication. Thus, we decide to cus-
tomize fZ-light for accelerating collective communication.
For comparison, we also implemented compression-enabled
point-to-point communication-based collectives using the
fixed-rate mode and fixed-accuracy mode of ZFP, which
serve as baselines in our evaluation.

3.4 Characterization of Performance Bottlenecks

We integrate various high-speed compressors into the point-
to-point communication of the ring-based Allreduce algo-
rithm to identify key bottlenecks in collective performance,
which will guide our optimization strategies. The ring-based
Allreduce is an ideal example as it involves both collec-
tive data movement (allgather) and collective computation
(reduce_scatter). Figure 9 in Section 4.2 shows the detailed
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TABLE 1: Single-thread compression throughput (GB/s).
The higher throughput is underlined.

Throughput (GB/s) | RTM | Nyx | CESM-ATM | Hurricane
REL | COM DEC | COM DEC | COM DEC | COM DEC
1E-1 2.97 6.25 2.87 5.89 2.46 7.73 2.51 521
fZ-light 1E-2 2.80 5.80 1.97 3.93 1.22 275 1.60 3.15
& 1E-3 2.68 547 1.33 2.68 0.75 1.58 1.23 2.31
1E-4 2.61 539 0.99 1.83 0.71 1.30 1.10 1.93
1E-1 3.78 6.98 3.60 7.52 4.77 11.23 246 6.02
SZx 1E-2 3.67 6.61 1.78 4.34 157 2.25 1.36 2.82
1E-3 .55 6.26 113 2.76 1.03 1.37 1.15 2.28
1E-4 .51 6.22 0.83 1.82 0.93 1.23 1.05 1.97

TABLE 2: Multi-thread compression throughput (GB/s). The
higher throughput is underlined.

Throughput (GB/s) | RTM | Nyx | CESM-ATM | Hurricane
REL | COM DEC | COM DEC | COM DEC | COM DEC
1E-1 5410 5346 | 5213 5239 | 3950 103.65 | 51.38  79.34

fZ-light 1E-2 50.19 5258 | 3842 4642 | 19.97 41.91 2652 47.86
8 1E-3 4736 5095 | 2845 38.33 | 14.26 28.98 2015 3418
1E-4 4409 4826 | 2213 3185 14.61 26.08 1&02 27.79

1E-1 31.90 4597 | 3420 46.04 | 2038 69.87 2261  62.04

SZx 1E-2 28.77 45.09 | 16.82  34.88 497 23.88 8.04 33.25
1E-3 27.06  43.19 9.16 30.75 297 24.16 551 30.13
1E-4 26.99  43.52 5.93 24.66 2.78 22.76 497 26.54

performance breakdown for the direct integration of high-
speed compressors using the CPRP2P method. Execution
times are normalized to the total runtime of the original
MPI_Allreduce without compression. With fZ-light inte-
grated, the CPRP2P method achieves similar overall perfor-
mance to the original MPI. However, the main bottleneck
becomes compression, accounting for 66.42% of the nor-
malized execution time, followed by communication, which
takes 24.58%. Therefore, optimizing both compression and
communication is essential for improving the fZ-light inte-
grated baseline.

3.5 Step-wise Optimizations

In this subsection, we detail our stepwise optimization
strategies, a principal contribution of this paper. To fa-
cilitate explanation, we present our implementation of a

TABLE 3: Compression ratio and percentage of constant
blocks. The higher ratio is underlined.

C.B. = Constant Block | RTM | Nyx | CESM-ATM | Hurricane
REL | Ratio CBY% | Rato CB.Y% | Rato CB.% | Ratio CB.%
1E-1 129.64 98.91% | 107.83  96.65% | 69.45 89.30% | 73.74  90.99%

light 1E-2 107.06  97.54% 27.00 57.44% | 21.76  4530% | 25.76  62.45%

fZlig 1E-3 81.04  96.09% 1497  34.64% | 12.61  19.55% | 13.65 48.64%
1E-4 61.51 95.49% 7.81 21.37% 7.18 12.84% 8.12 44.68%
1E-1 8272 97.68% | 107.58  99.02% | 68.63  95.46% | 59.89  93.50%

SZx 1E-2 60.14 96.03% 11.12 55.58% 9.29 48.65% 10.61 59.72%
1E-3 4598  94.88% 5.76 37.49% | 439  1957% | 6.10  43.58%
1E-4 37.60  94.52% 3.62 18.55% 3.10 12.07% 4.59 38.82%

TABLE 4: NRMSE and its standard deviation. The lower
NRMSE is underlined.

RTM
NRMSE

4.62E-03
6.41E-04
8.12E-05
8.85E-06

3.22E-03
3.34E-04
3.29E-05
3.04E-06

Hurricane
STD

2E-02
2E-03
2E-04
2E-05

6E-03
5E-04
3E-05
3E-06

Nyx | CESM-ATM |
STD | NRMSE STD | NRMSE

2E-02 | 3.74E-02 2E-02 | 2.29E-02
3E-03 | 4.88E-03 1E-03 | 3.07E-03
3E-04 | 530E-04 9E-05 | 3.43E-04
2E-05 | 5.36E-05 8E-06 | 3.57E-05

1E-02 | 1.76E-02  5E-03 | 1.71E-02
8E-04 | 2.11E-03  4E-04 | 1.75E-03
1E-04 | 1.62E-04 4E-05 | 1.37E-04
6E-06 | 1.38E-05 3E-06 | 1.37E-05

REL

1E-1
1E-2
1E-3
1E-4

1E-1
1E-2
1E-3
1E-4

\
STD |
3E-03 | 2.17E-02

5E-04
7E-05
7E-06

2E-03
2E-04
2E-05
2E-06

fZ-light

SZx
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Fig. 7: Rate-distortion graphs on four application datasets.

(c) fZ-light

Fig. 8: Visualization of reconstructed data for SZx vs. fZ-light
with the same compression ratio of 8.3.

ring-based Allreduce algorithm accelerated by the ZCCL
framework. These optimization strategies are applicable to
other collective operations as well. We use fZ-light as an
exemplar to explain our optimization strategies, which are
also applicable to other compressors. Notably, in the ring-
based Allreduce, the data transfer required for each process
is just 2(1\1[\,_1)-Dmput, where Djypy: represents the input
data size and N is the number of processes. Thus, this
design is highly efficient for processing long messages. Fur-
thermore, our integration of lossy compression significantly
enhances the efficiency of collective communication involv-
ing long messages. We have termed our ZCCL-accelerated
MPI_Allreduce as Z-Allreduce, with “Z” denoting compres-
sion. Subsequently, we will discuss the design and imple-
mentation specifics of Z-Allreduce in a structured, step-by-

step approach.

3.5.1 Utilize our collective data movement framework

To reduce the compression overhead and balance commu-
nication, we utilize the data movement framework that
we presented in Section 3.1.1. At the beginning, every
process compresses its local data and stores the com-
pressed data size. Then, every process synchronizes with
each other to collect the compressed data sizes in a lo-
cal integer array compressed_sizes. As the compressed
data size only has four bytes, this step is very fast. Af-
ter that, all processes get the sum of all the compressed
data sizes, noted as total_count. Then, each process com-
municates with each other with a fixed pipeline size
until every process has sent to_send = total_count —
compressed_sizes[send_rank] and received to_recv =
total_count — compressed_sizes[sel f_rank] from other
processes in a ring communication pattern. After all com-
munication ends, every process starts to decompress all
the received compressed data and store the decompressed
data in the receive buffer. Note that they do not need to
decompress the data that are compressed by themselves.
After this step, we can significantly decrease the time spent
by compression and Allgather communication compared
with the direct integration of fZ-light. Besides, our solution
can also preserve the quality/accuracy of the data very
well because of the error-bounding feature, which will be
demonstrated later in Section 4.6.

3.5.2 Customize fZ-light to reduce communication over-
head with our collective computation framework

In order to use our collective computation framework in the
reduce-scatter stage of the ring-based Allreduce algorithm,
we need to redesign the compression workflow of fZ-light
so that we can consistently poll the progress of the Isend and
Irecv inside of the compression and decompression. There-
fore, we design and implement the PIPE-fZ-light (pipelined
fZ-light) based on the original fZ-light. Instead of compress-
ing the original data as a whole, we divide the compression
process into small chunks, each of which handles 5120 data
points. Between the compression of two adjacent chunks,
we actively poll the communication progress of the non-
blocking receive. However, the compressed data of each
chunk cannot be simply combined together, otherwise the
compressed data cannot be correctly decompressed because
each compressed chunk is of variable uncertain length. To
solve this problem, we decide to store the compressed data
of all chunks in the same output buffer and pre-allocate
enough memory space (four bytes per chunk, small memory
consumption) at the front of the buffer for storing the



compressed data sizes of those chunks together (essentially
a kind of index), instead of storing them along with the com-
pressed data chunks. Such a design is more cache-friendly,
thus having lower overhead. During the decompression,
we maintain a chunk-starting-location pointer based on the
recorded compressed chunk sizes to tell the algorithm where
the decompression operation should start for each chunk.
We repeat this process chunk by chunk and poll the progress
of the non-blocking send between decompression chunks.
Through this optimization, we can hide the communication
in the reduce-scatter stage inside of compression, which fur-
ther improves the performance of our Z-Allreduce design.

4 EXPERIMENTAL EVALUATION

In this section, we present and discuss the evaluation results.

4.1 Experimental Setup

Since inter-node communication is the major bottleneck for
collectives as discussed previously, we utilized a 128-node
cluster with one process per node in our experiments. Each
node is equipped with two Intel Xeon E5-2695v4 Broadwell
processors. Furthermore, each NUMA node contains 64 GB
of DDR4 memory, resulting in a total of 128 GB of memory
per node. The nodes are interconnected via Intel Omni-Path
Architecture (OPA), providing a maximum message rate of
97 million per second and a bandwidth of 100 Gbps.

TABLE 5: Information of the application datasets.

Application # fields Dims per field Total Size Domain
RTM [38] 151 849x849x235 95.3 GB Seismic Wave
NYX [39] 6 512x512x512 3.1GB Cosmology

CESM-ATM [40] 79 1800x3600 2.0GB Climate Simu.
Hurricane [41] 13 100x500x500 1.3 GB Weather Simu.

MPI collectives are common operations used in simu-
lation analysis. For instance, generating stacking images in
reverse time migration (essentially an Allreduce operation)
is a typical real-world use case [42], which will be demon-
strated in Section 4.6. We use the RTM application dataset
for our evaluation, as it is the largest dataset we have,
as shown in Table5. The information of our solutions and
baselines are presented in Table 6. The compression error
bound is set to 1E-4 by default. In our experiments, we
adopt a two-stage approach, consisting of a warm-up stage
and an execution stage. Each stage is run 10 times, and we
report the average results of the execution stage to present
the overall performance.

TABLE 6: Collective communication solutions.

Solution

MPI (baseline)
CPRP2P (baseline)
C-Coll (baseline)
ZCCL (single-thread)
ZCCL (multi-thread)

Description

Orginal MPI collectives with no compression

Collectives implemented by CPRP2P with fZ-light

The current SOTA compression-accelerated collectives [31]
Single-thread mode of ZCCL

Multi-thread mode of ZCCL

4.2 Evaluating different compression-integrated base-
lines

We compare different compression-integrated CPRP2P base-
lines with the original MPI without compression using the
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Allreduce operation across 64 Broadwell nodes in Figure
9. The execution time of all the baselines is normalized
based the running time of the original MPI_Allreduce.
We can notice that fZ-light has the highest performance
in all CPRP2P baselines. This is because that fZ-light has
the best compression throughput and compression ratio
among all its counterparts. It is worth noting that, both the
ZFP(ABS) and ZFP(FXR) demonstrate considerably worse
performance than SZx and fZ-light when integrated into
collective communication because of their relatively low
compression throughput and ratio as shown in [31]. Com-
pared to the original MPI, fZ-light integrated baseline shows
much less communication time due to the significantly
decreased communication volume by the compression tech-
nique. Since the fZ-light integrated baseline presents the
highest performance in all the compression-enabled base-
lines, we use CPRP2P to represent it and compare our ZCCL
with it in later experiments.

()
£22
'E 2.0{ £ZJ Compression
.g %g XX Communication
g 1.4/ EEER Computation
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g 0.0 MPI fZ-light SZx ZFP(ABS) ZFP(FXR)

Compression-integrated Baselines

Fig. 9: Compare the normalized execution time of original
MPI and the CPRP2P baselines with different compressors.

4.3 Step-wise Optimizations to Z-Allreduce with Perfor-
mance Analysis

In this section, we carry out step-by-step optimizations
to our Z-Allreduce (ZCCL-enhanced Allreduce) integrated
with fZ-light and demonstrate the performance on 64 Broad-
well nodes. These optimizations are also applicable to Z-
Allreduce when integrated with other compressors. All
compression and decompression operations in this section
are conducted in single-thread mode. The ring-based Allre-
duce that we implement contains a Reduce-scatter stage and
an Allgather stage. Thus, we breakdown the performance of
the two stages separately.

4.3.1 Evaluating our collective data movement framework
with Allgather

Figure 10 shows the performance improvement achieved
by our novel design in the Allgather stage for data sizes
ranging from 50 MB to 600 MB. In ZCCL, our collective
data movement framework brings a considerable reduction
in both compression and decompression time. Notably, at
the data size of 300 MB, our ZCCL achieves a compression
speed-up of 3.74x when compared to CPRP2P approach.
Additionally, our balanced communication in ZCCL is up
to 1.46x faster than the unbalanced communication in
CPRP2P at 600MB. Overall, our ZCCL achieves the maxi-
mum speedup of 3.26x compared to CPRP2P at 250 MB.
We analyze the key reason why our solution can obtain a



significant performance improvement as follows. In fact, to
overcome the compression bottleneck and balance MPI com-
munication, we utilize our collective data movement frame-
work that pre-compresses the data before transmission and
decompresses it after all communication, rather than using
expensive CPRP2P in collective routines. This novel design
can significantly reduce the amount of compression required
during collective communication. Using CPRP2P also brings
unbalanced communication as the compressed data sizes
may vary, but we can balance the communication with a
fixed pipeline size in our new design because we do not
need to compress the data every time before we send it.

1.21 @A CPRP2P - Compression

° Z3 ZCCL - Compression
€ 111 IO CPRP2P - Communication
|

X3 ZCCL - Communication

/

50 100
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Data Size (MB)

Fig. 10: Compare the Allgather performance of CPRP2P and
our ZCCL from 50 MB to 600 MB.

Note that using CPRP2P may accumulate errors dur-
ing intensive collective communication, such as ring-based
communication, as the same data is repeatedly passed from
one process to another. Therefore, we have utilized our
new framework to ensure that errors in the final results
are bounded, which we will discuss in the application
evaluation section 4.6.

4.3.2 Evaluating reduced communication overhead with
our collective computation framework

We demonstrate the effectiveness of our collective com-
putation framework in this section. From Figure 11, it is
evident that our ZCCL leads to significantly less commu-
nication in the Reduce_scatter stage compared with the
CPRP2P method, resulting in a performance boost of up
to 3.32x for the data size of 300 MB. The rationale for
this performance improvement is shown in the following
text. To utilize our collective computation framework for
hiding communication during compression, we design and
implement PIPE-fZ-light (pipelined fZ-light), which could
break the compression process into small chunks and allow
us to overlap the compression with communication in a
fine-grained pipelined manner. As a result, we can signif-
icantly reduce communication time in the Reduce_scatter
stage. Combining this optimized Reduce_scatter with the
previously optimized Allgather, we have obtained the final
version of our Z-Allreduce and will evaluate it in the fol-
lowing parts.

4.4 End-to-end Comparisons of Z-Allreduce with Base-
lines

In this section, we compare the performance of our ZCCL-
accelerated Z-Allreduce with four different baselines on
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Fig. 11: Compare the Reduce_scatter communication time of
CPRP2P and ZCCL from 50 MB to 600 MB.

various data sizes, node numbers, and datasets.
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Fig. 12: Compare the performance of our ZCCL-accelerated
Z-Allreduce and multiple baselines from 50 MB to 600 MB.

4.4.1

In this section, we present the performance of our Z-
Allreduce, along with related baselines, using data sizes
ranging from 50 MB to 600 MB on 64 Broadwell nodes.
As shown in Figure 12, ZCCL consistently outperforms or
matches the state-of-the-art C-Coll, achieving up to 1.50x
and 2.69x performance improvements in single-thread
and multi-thread modes, respectively. Compared with the
CPRP2P method, ZCCL achieves even greater performance
enhancements, with up to 1.64x and 2.88x speedups in
single-thread and multi-thread modes. Additionally, ZCCL
is up to 1.91x and 3.46x faster than MPI in the two
modes. This high performance of ZCCL stems from reduced
compression and communication overhead, thanks to our
collective data movement and computation frameworks.
Moreover, we carefully select and customize the fZ-light
compressor, leading to higher performance than the SZx-
integrated baseline C-Coll.

Evaluating with different data sizes

4.4.2 Evaluating with different node counts

To demonstrate the scalability of our approach, we compare
the normalized execution time of our Z-Allreduce and four
different baselines using a fixed data size of 678MB (the
whole RTM dataset) across 2 to 128 nodes. As shown in
Figure 13, our ZCCL outperforms all the baselines across
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Fig. 13: Compare the performance of our ZCCL-accelerated
Z-Allreduce and multiple baselines from 2 to 128 nodes.

various node numbers. It can reach performance boosts of
up to 1.56 x and 3.56 x in the single-thread and multi-thread
versions compared to the MPI, respectively. Similar to our
observation in Section 4.4.1, we found that both the single-
thread and multi-thread modes of ZCCL are outperforming
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Fig. 14: Generalizability demonstration of our proposed
framework and optimizations with Bcast from 50 MB to 600
MB.

movement benefits more from our framework than collec-
tive computation.

1 MPI

the C-Coll framework, achieving 1.1x and 3.19x max-
imal performance improvements, respectively. Compared
with the CPRP2P baseline, our ZCCL even reaches better
speedups, with up-to 1.23x in the single-thread mode and
2.99% in the multi-thread mode. This scalability evaluation
again confirms the high-performance of our designs and
optimizations in the ZCCL framework.

4.5 Generalizability Demonstration on Other MPI Col-
lectives

We have demonstrated the high performance of our ZCCL-
accelerated Z-Allreduce, consisting of Z-Allgather and Z-
Reduce-scatter. To showcase the generalizability of our
frameworks and optimizations, we also present Z-Bcast and
Z-Scatter, which utilize the ubiquitous binomial tree algo-
rithm adopted by MPICH. We conduct experiments ranging
from 50 MB to 600 MB using 64 Broadwell nodes.

4.5.1 Broadcast

In Figure 14, we present the speedups of our Z-Bcast nor-
malized against the original MPI_Bcast. We also compare
Z-Bcast with the C-Coll baseline. The experimental results
show that ZCCL is 1.6x and 8.9x faster than MPI in single-
thread and multi-thread modes, respectively. These perfor-
mance improvements are originated from the reduced data
transfer volume and minimized compression overheads
provided by our framework. Additionally, ZCCL surpasses
C-Coll, achieving up to 1.1x and 7.5x speedups in single-
thread and multi-thread modes, respectively, demonstrating
superior communication efficiency.

4.5.2 Scatter

We evaluate our Z-Scatter against MPI and C-Coll in Figure
15, and observe that ZCCL achieves the highest performance
among all counterparts. It demonstrates 1.5x and 5.4x
performance improvements over MPI, and 1.2x and 4.5x
enhancements over C-Coll. These speedups are even more
pronounced compared to our Z-Allreduce, as collective data
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Fig. 15: Generalizability demonstration of our proposed
framework and optimizations with Scatter from 50 MB to
600 MB.

4.6 Evaluation of Image Stacking Performance and Ac-
curacy

We use the image stacking application to evaluate both the
performance and accuracy of our ZCCL. Image stacking is a
widely used technique in scientific domains such as climate
simulation and geology to generate high-quality images by
combining multiple individual images. Researchers employ
MPI to sum these images into final composite images [42].
We show the performance results and validate the
high quality of the stacked images generated under our
compression-accelerated collective framework in the fol-
lowing texts. As shown in Table 7, for ZCCL, we observe
speedups of 1.61x and 2.96x compared to MPI in single-
thread and multi-thread modes, respectively. In contrast, the
C-Coll baseline achieves only a 1.19 x performance improve-
ment, while the CPRP2P baseline lags behind the original
MPI without compression. In CPRP2P, compression con-
stitutes the majority of the overall runtime (63.12%), high-
lighting its inefficiency in compression costs. This scenario
is improved in the C-Coll framework, where compression



TABLE 7: Performance comparison and breakdown of im-
age stacking (The speedup is based on MPI. The last four
columns are performance breakdowns).

| Speedup | Compre. Commu. Comput. Other

CPRP2P (baseline) 0.95 63.12% 28.43% 8.38% 0.06%
C-Coll (baseline) 1.39 53.47% 34.24% 12.17% 0.11%
ZCCL (single-thread) 1.61 58.23% 27.57% 14.05% 0.15%
ZCCL (multi-thread) 2.96 23.18% 50.65% 25.87% 0.30%

takes a smaller proportion (53.47%), and communication
accounts for 34.24%. In the single-thread mode of ZCCL,
compression remains the largest contributor to runtime at
58.23%, but this is still a sound improvement over CPRP2P,
thanks to the significantly reduced compression time in
ZCCL. Additionally, communication time decreases sub-
stantially compared to C-Coll, due to the higher compres-
sion ratio of fZ-light compared to SZx. In the multi-thread
mode of ZCCL, compression costs are further reduced to
only 23.18%, with communication accounting for the largest
proportion at 50.65%. This is a result of the superior multi-
thread compression performance of our ZCCL framework,
boosted by the fZ-light compressor.

Apart from the performance analysis, we also evaluate
the numeric and visual accuracy of our ZCCL. With an error
bound of 1E-4, ZCCL achieves a Peak Signal-to-Noise Ratio
(PSNR) [43] of 49.1 and a Normalized Root Mean Square
Error (NRMSE) [44] of 3.5E-3, demonstrating excellent data
quality. In Figure 16, we compare the visual accuracy of
the ZCCL framework against the original MPI without
compression. The comparison shows no visual difference
between the two methods, further confirming the high accu-
racy of our ZCCL framework. In summary, ZCCL achieves
sound speedups over the baselines while maintaining high
data accuracy.

(a) MPI (lossless) | (b) ZCCL

Fig. 16: Visualization of image stacking application.

5 CONCLUSION AND FUTURE WORK

In this paper, we introduce ZCCL, a novel design for
lossy-compression-integrated MPI collectives that signifi-
cantly improves performance with bounded errors. Our two
proposed high-performance frameworks for compression-
integrated MPI collectives, together with optimized and
customized pipe-lined fZ-light, enable us to implement Z-
Allreduce, which outperforms the original Allreduce by up
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to 3.6 x while preserving high data quality. We demonstrate
the generalizability of our approaches through Z-Scatter
and Z-Bcast, which outperform the original MPI_Scatter
and MPI_Bcast by up to 5.4x and 8.9x, respectively. In
summary, our research has addressed the issues of sub-
optimal performance, lack of generality, and unbounded
errors in lossy-compression-integrated MPI collectives, lay-
ing the foundation for future research in this area. Moving
forward, we plan to expand our research by implementing
more ZCCL based collectives and deploying our frame-
works and optimizations on other hardware, such as GPUs
and Al accelerators.
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