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Abstract
Fair-CO2 is a system for fairly attributing operational and embodied
carbon in cloud data centers to user workloads. It leverages the
Shapley value, a game theory solution for fair shared cost attribu-
tion with theoretical fairness guarantees. We propose the standard
Shapley value solution as a ground truth for attribution in cloud
data centers, addressing two key gaps in existing carbon attribu-
tion methods that lead to unfair attributions: the e!ect of dynamic
demand on embodied carbon, and interference e!ects on carbon at-
tribution in colocated scenarios. However, the computational cost of
the Shapley value solution scales exponentially with the number of
workloads and becomes intractable for large systems. Using Monte
Carlo simulations of di!erent workload schedules and colocation
scenarios, we show that Fair-CO2 can approximate the ground truth
Shapley attribution solution at scale. Fair-CO2 comprises two core
components: Temporal Shapley attribution that applies the Shap-
ley value to demand-aware embodied carbon attribution with low
computation complexity and an interference-aware resource cost
attribution method. We also show how users, once provided a fair
way of estimating their workload carbon footprint, can dynamically
optimize workload deployment for carbon savings.

CCS Concepts
• Hardware→ Impact on the environment; Enterprise level and
data centers power issues; • Computer systems organization →
Cloud computing.
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1 Introduction
In 2021, the information and computing technology (ICT) industry
represented 2.1% to 3.9% of global greenhouse gas (GHG) emissions
[23], on par with the footprint of the entire aviation industry. Given
the increasing demand in computing, ICT emissions are expected to
grow annually by 10%, accounting for up to 8% of global emissions
by 2030 [42, 50]. To combat the increasing environmental impact
of computing, technology companies, including Amazon, Google,
Microsoft, and Meta, have pledged to be carbon neutral by 2030,
reducing their climate impact [51, 58, 70, 75].

In order to guide data-driven carbon optimizations, cloud providers
must "rst understand and quantify the carbon impact of the myr-
iad services and workloads running in data centers. Fine-grained
accounting can open new opportunities for carbon-aware system
design. For example, per-workload spatio-temporal shifting can
maximize renewable energy use [1, 9, 11, 88]. Similarly, recent work
has explored the design of carbon-aware workloads for prominent
applications such as AI [38, 40, 73] by balancing algorithms, runtime
scheduling, and hardware design.

To enable such accounting, data center operators and service
providers have begun to implement carbon dashboards that provide
users with individualized carbon footprint estimates. For example,
Amazon Web Services (AWS), Microsoft Azure and Google Cloud
Platform (GCP) have developed accounting tools to help users quan-
tify the carbon impact of their cloud use [14, 52, 66]. The Green
Software Foundation, a non-pro"t supported by many industry and
academic partners, has also been proposing software attribution
standards, such as the Software Carbon Intensity (SCI). SCI has al-
ready been adopted by some large corporations, such as Accenture
[21, 22]. These carbon accounting methods have enabled companies
like Google to quantify and report carbon emissions to individual
enterprise and user products (e.g., Google Cloud, Workspace, Maps,
Meet) [65]. Similarly, open-source tools such as Cloud Carbon Foot-
print [79] and CodeCarbon [64] help users quantify the climate
impact of their software applications [45, 46, 56].

Challenges in carbon attribution. While cloud application
and workload carbon accounting methods are beginning to emerge,
existing methods do not fully capture the holistic emissions of work-
loads in cloud data centers. Speci"cally, existing methods su!er
from three main challenges: directly accounting for operational
and embodied emissions, accounting for dynamically varying data
center resource demands on varying carbon costs, and accounting
for workload interference and contention.
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First, some existing cloud carbon dashboards [66] do not
directly quantify both operational and embodied emissions.
Operational emissions owe to the energy consumed by workloads
and the corresponding carbon intensity of the data centers’ power
grid; embodied emissions owe to capital infrastructure investments
such as chip fabrication, memory, storage, and data center con-
struction. Attribution frameworks must explicitly account for both
operational and embodied carbon.

Second, carbon attribution frameworks must account for
dynamically changing levels of demand for cloud resources
that drive hardware provisioning decisions. Due to this #uc-
tuating demand driven by patterns (e.g., diurnal) and changes in
cloud user activity, data center providers must provision resources
such that resource requests are accommodated during peak demand
periods, unfortunately leading to idle resources during times of low
demand [7, 15, 32, 81]. Intuitively, workloads running during peak
demand contribute more to resource capacity requirements and
should be attributed higher emissions than workloads running dur-
ing o!-peak times. Similarly, batch workloads that allow temporal
#exibility to smooth peak resource demand should be attributed
less embodied carbon.

Third, carbon attribution models must account for re-
source contention and interference. Colocated workloads are
disproportionately a!ected in terms of latency, power, and energy
consumption [44] due to interference from shared resources (e.g.,
cores, memory), a!ecting both operational and embodied carbon.

Finally, live carbon signals are needed to guide real-time
carbon-aware system and workload optimization. Although
live operational carbon intensity signals exist, such signals do not
exist for embodied carbon in available carbon accounting method-
ologies. Furthermore, providing live embodied carbon signals while
considering dynamic demand, peak provisioning, and interference
at scale is challenging due to the dynamic and diverse set of millions
of workloads that all share the same data center infrastructure.

In this paper, we propose Fair-CO2, a framework to fairly at-
tribute cloud carbon emissions. We propose using the Shapley value
[68] as a ground truthmethod for this attribution. The Shapley value
guarantees several fairness properties and has been proven useful
in many fair attribution applications in economics [41, 43, 53] and
computer systems [17, 20, 34, 44]. However, computing Shapley
values is intractable at scale, as (1) its computational cost grows
exponentially with the number of workloads and (2) it retroactively
attributes carbon after observing temporal variances in demand.
Fair-CO2 addresses both the challenges of attribution quality and
fairness along with the challenges of scalability of the Shapley value
by (1) directly quantifying operational and embodied carbon mod-
els based on "ne-grained open source architectural carbon models
[30], (2) considering dynamic demand variance to account for the
total provisioned capacity, (3) adjusting operational and embod-
ied estimates based on workload interference, and (4) generating
live carbon intensity signals for operational and embodied carbon.
Using a diverse suite of workloads (PBBS [4], PostgreSQL, H.265,
LLAMA [25, 28], FAISS [18], Apache Spark) and Monte Carlo sim-
ulations of various workload schedules and colocation scenarios,
we compare Fair-CO2 to baseline methods such as Software Carbon

Intensity [22] and operational carbon-based methods used by in-
dustry [65] in terms of fairness, de"ned as the deviation from the
ground truth Shapley value solution.

The key contributions of this work include:
• Demonstration of the gaps in existing methods that lead to un-
fair carbon attribution (see Section 3). Current methods ignore
peak demand, which drives hardware capacity provisioning and
thus embodied carbon costs. Moreover, current methods ignore
interference between workloads. We show, using a diverse suite
of workloads, that current methods can unfairly attribute carbon
by more than 30% as a result of ignoring interference e!ects.

• Use of the Shapley value as a ground truth for fairly attributing
emissions by taking into account heterogeneity across hardware
resources (e.g., compute, memory, storage), interference, and
dynamic demand (see Section 4). However, while the Shapley
value achieves fairness, it is computationally impractical at scale
because of its exponentially scaling computational cost.

• Fair-CO2, a framework that attributes operational and embodied
carbon emissions taking into account dynamic demand, interfer-
ence, and utilization of hardware resources. In hyperscalers with
millions of virtual machines running over a month [15], Fair-CO2
is over 600 000 ↑more computationally e$cient than the ground
truth Shapley value method. In addition, Fair-CO2 produces a
live carbon intensity signal that enables real-time workload and
system-level carbon optimization.

• Evaluation of attribution fairness via Monte Carlo simulations
across 10,000 workload schedules and 10,000 colocation scenarios,
showing that Fair-CO2 reliably approximates the ground truth
Shapley value solution, providing attributions that are on average
4-6↑ fairer than existing attribution methods (see Section 7).

• Using PBBS [4], Apache Spark, and vector databases [18], we
demonstrate how Fair-CO2 can be used to guide carbon-aware
workload optimization through intelligent resource allocation
and runtime scheduling optimizations to balance performance
and carbon (see Section 8). In an example batch-processing vector
database, we demonstrate a reduction of 38.4% in carbon over
one week of simulated deployment.
Open-source: To enable future investigation in fair carbon at-

tribution methods and their application to carbon-aware system
optimization, we open source Fair-CO2 along with the scripts re-
quired to replicate all the experimental results shown in this paper.
They can be accessed through Github (https://github.com/S4AI-
CornellTech/fair-co2) or Zenodo (doi.org/10.5281/zenodo.15104035).

2 Background
The carbon footprint of computing hardware during its life cycle
can be broken down into operational carbon and embodied carbon
[31].

Operational carbon owes to a combination of static and dy-
namic energy consumption. Static energy, proportional to the num-
ber of servers provisioned, accounts for about 60% of server energy
according to characterization in Google data centers [65]; dynamic
energy, determined by workloads running on the underlying hard-
ware, accounts for 40% of energy consumption [65]. Operational
carbon emissions are the product of total energy consumption and
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Component TDP Embodied Carbon Ratio
DRAM 25 W 146.87 kgCO2e 1 W : 9.7943 kgCO2e
CPU 165 W 10.27 kgCO2e 1 W : 0.0622 kgCO2e

Table 1: The large di!erence between in TDP to embodied
carbon ratios between CPU and DRAM shows that power
and energy are poor proxies for embodied carbon.

the carbon of the energy grid. The carbon intensity of a grid en-
ergy source refers to how much greenhouse gasses are emitted
per unit of energy, measured as gCO2e/Joule or gCO2e/kWh. Grid
carbon intensity varies geographically and temporally based on the
availability of renewable energy in the power grids [1, 11].

Embodied carbon result from both hardware manufacturing
and capital infrastructure overheads (e.g., data center construction,
racks) and comprises about half of all carbon emissions from data
centers in hyperscalers such as Microsoft, Google and Meta [31, 86].
Recently, researchers have proposed various tools to quantify the
embodied carbon of processors [30, 76, 89, 91], memory [30], SSDs
[77], and data center-scale hardware [35, 86]. Despite these methods
for quantifying the embodied emissions incurred during the design,
manufacturing, and resource provisioning stages, there are few
methods on how to attribute the shared operational and embodied
emissions of workloads running in data centers, which is the focus
of this paper.

Existing cloud carbon attribution tools. To enable service-
level carbon accounting, the major public cloud providers — Mi-
crosoft Azure, Google Cloud Platform (GCP), and Amazon Web
Services (AWS) — have developed carbon attribution tools [14, 52,
65, 66] that allow users to directly estimate their share of carbon
emissions. Various open-source tools [64, 71, 72] and academic
works [3, 12, 29, 33, 63, 74, 87] also support a combination of oper-
ational carbon, embodied carbon, and energy attribution.

Generally, existing tools and frameworks separately attribute
operational and embodied carbon. For operational carbon, frame-
works leverage hardware power and resource utilization telemetry
to attribute energy at the granularity of workloads [64, 66, 71];
energy is converted to carbon by multiplying with the average
or instantaneous carbon intensity, which varies geographically
and temporally. Embodied carbon is attributed di!erently across
dashboards. For example, AWS and CodeCarbon do not directly
attribute embodied carbon. Systems that attribute embodied carbon
typically use billing cost, energy usage, or resource utilization over
time to quantify embodied carbon [14, 52, 63, 65, 79, 87]. However,
neither energy use nor billing cost is representative of embodied
carbon. Di!erent components can have drastically di!erent power
to embodied carbon ratios, as shown in Table 1 for an example
system (which is described further in Section 6.1). As such, we do
not discuss these methods in this paper and focus on the resource
utilization based attribution systems.

3 Baseline Methods: Resource Utilization
Proportional Attribution

Existing resource utilization-based attribution methods [22, 63, 65,
87] share many similarities:
(1) Using CPU utilization over time as metric to attribute energy
(2) Using resource allocation over time as a metric to attribute

embodied carbon

  

time

d
e

m
a
n
d

Minimum resource capacity needed

Best: 
100% utilization

Realistic: 
<100% utilization

Worst: 
~0% utilization

d
e

m
a
n
d

d
e

m
a
n
d

time time

Figure 1: Minimum required resource capacity is determined
by the peak demand. In the three scenarios shown above, the
minimum required resource capacity is the same as given by
the dashed line despite varying demand levels.

(3) Amortizing embodied carbon uniformly over time and attribut-
ing the amortized carbon proportional to resource allocation

As a representative model, we use Google’s production opera-
tional carbon accounting methodology as the reference baseline for
operational carbon attribution [65]. Given the described method-
ology does not directly account for embodied carbon, we use the
Green Software Foundation’s Software Carbon Intensity (SCI) stan-
dard as a representative baseline [22]. This combination of Google’s
operational accounting and the Green Software Foundation’s SCI
methods provides a state-of-the-art baseline referenced as the Re-
source Utilization Proportional Baseline (RUP-Baseline) for
the remainder of this paper. The RUP-Baseline is de"ned as:

(1) Attribute cluster per-resource static energy proportional to the
workload’s allocation of that resource over time

(2) Attribute cluster dynamic energy proportional to theworkload’s
CPU utilization over time

(3) Attribute cluster per-resource embodied carbon proportional
to the workload’s allocation of that resource over time

3.1 Limitations of Existing Attribution Methods
Dynamic resource demand is ignored. Data center resource
utilization can exhibit strong diurnal and other patterns (hourly,
weekly, monthly, etc.) [15], with low demand periods requiring
much fewer resources than peak demand periods. Resources are
provisioned largely on the basis of past demand and projected fu-
ture demand. Peak demand represents the minimum quantity of
resources that could have been provisioned while still being able to
fully meet load. We apply the concept of peak pricing to attribute
the carbon cost based on the impact on the minimum required
resource capacity. Per Figure 1, three very di!erent demand curves
can have the same minimum resource capacity needed. Intuitively,
an application that adds demand to the peak demand period in-
creases the minimum resource capacity needed in a data center,
increasing the embodied carbon. None of the existing models of car-
bon attribution address this relationship between dynamic resource
demands and aggregate embodied carbon footprint.

Colocation e!ects are ignored. Although colocation can re-
duce carbon footprint by better amortizing idle energy and "xed
embodied carbon costs, colocated workloads on a single node are
susceptible to interference due to shared resources [44, 49]. With
current methods for quantifying operational and embodied carbon
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(a) Runtime

(b) Energy

Figure 2: Using the RUP-Baseline carbon attribution method,
the carbon footprint of workloads can change drastically
based on colocation neighbors. We measure the e!ects of
colocating various PBBS [4], database, video encoding, and
machine learning workloads and how their runtime and en-
ergy attribution changes versus if they were run in isolation.

based on resource utilization and time, a workload that is nega-
tively impacted by interference can receive higher idle energy and
embodied carbon shares due to increased occupancy time.

Attribution methodologies that only use per workload resource
utilization ignore the e!ects of interference and can unfairly at-
tribute workload emissions without accounting for external in#u-
ences from colocated workloads. In the worst case, workloads that
induce signi"cant pressure on shared or contended resources (e.g.,
cores, caches, memory bandwidth) can cause other colocated work-
loads to su!er. As an example, Figure 2 shows the performance and
energy impact of pairing workloads from a suite including a subset
of the Problem-Based Benchmark Suite (PBBS) [4], PostgreSQL,
H.265 encoding, Llama inference [25, 28], FAISS [18], and Apache
Spark on server class Intel Xeon Gold 6240R CPUs (see Section 6.1).
Figure 2(a) shows that colocating NBODY (the n-body problem) and
CH (Convex Hull) results in 87% longer runtime for NBODY but
only 39% longer runtime for CH. CH overall causes large runtime
increases in its colocation partners’ resource utilization, whereas
NBODY has less of an e!ect. As a result, NBODY will be unfairly
attributed extra carbon, while CH will unfairly reap the bene"t of
colocation. These asymmetric interference e!ects show that the

RUP-Baseline method can lead to some workloads being unfairly
attributed additional embodied and operational carbon that stem
from colocation neighbors.

4 Shapley Value as a Fair Ground Truth
As described in Section 3, existing carbon attribution methods do
not directly account for dynamic resource demands and the e!ects
of colocating workloads which arise due to compute, memory and
storage units being shared across workloads and services in cloud-
scale systems. Just as hardware resources are shared, operational
and embodied carbon is also shared between workloads. However,
given the complexity of workloads that share hardware resources,
it is challenging to fairly divide both operational and embodied
carbon. To address the challenge, we propose using the Shapley
value [68], a game theory solution to complex and fair division of
cost problems.

Since its original formulation by Lloyd Shapley in 1951 [68],
the Shapley value has been the core solution concept for fair
attribution and collective welfare problems [53]. Shapley value
provides four desirable properties of fair cost attribution:

(1) Null Player. Workloads that have no e!ect on data center
carbon are attributed zero carbon.

(2) Symmetry. Workloads in the same equivalence class (i.e., with
the same computational intensities, resource utilization pro"les,
and colocation characteristics) are attributed the same amount
of carbon.

(3) E"ciency. The carbon footprint is fully attributed between
all workloads and no carbon remains unattributed. Carbon is
neither over-attributed nor under-attributed.

(4) Linearity. Linearity allows us to break down the problem of
attributing data center carbon to each cloud user into smaller
attribution subproblems (e.g., at rack or cluster scale).

By adhering to these four properties, the Shapley value has been
shown to yield fair attribution for complex shared-cost problems.
The Shapley value has a rich history of being used as a ground
truth for fair attribution across many domains. In environmental
economics, it is used to share pollution reduction costs between
countries [57] and to attribute pollution costs between supply chain
actors [13]. Other applications include cost-sharing for airport con-
struction [43], electricity markets [37, 83], and corporate "nance
[41]. In networking and telecommunications, the Shapley value is
used by seminal works in multicast transmissions [20] and network
design [5] for fair cost sharing. The Shapley value has also been
used in computer systems for energy attribution in mobile devices
[17] and to attribute overhead power in servers [34]. The Shapley
value is also widely used in explainable machine learning research
for feature attribution [47, 62]. This work applies the Shapley value
to attribute the carbon impact of data centers, where resources
are shared and individual workloads can interfere with each other.
This section formulates how carbon attribution can be framed as a
cooperative game theory problem using the Shapley value.

4.1 Formulation
The Shapley value fairly splits costs or rewards among a set of play-
ers by looking at each player’s marginal contributions to the total
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cost or reward. A set of players—workloads and users in our attri-
bution problem—is de"ned as a coalition. To calculate the Shapley
value fair attribution for each player, we evaluate all the possi-
ble ways of constructing the coalition by iteratively adding one
player (e.g., workload) at a time. For each permutation, each player
has a marginal contribution to the payo! when they are added.
The Shapley value of a workload is the player’s average marginal
contribution across all such permutations. In the context of attribut-
ing carbon to colocated workloads, the Shapley value examines
all the possible ways to construct a set of colocated scenarios by
adding one workload at a time. In each permutation, a workload
makes a marginal contribution to carbon costs by increasing the use
of server hardware, necessary resources, and power. The Shapley
value of a workload is the average of these marginal contributions
across all permutations. Given the set 𝐿 of 𝑀 workloads with the
carbon footprint function 𝑁 , the formula for the Shapley value 𝑂
for workload 𝑃 ↓ 𝐿 is:

𝑂𝐿 (𝑁) =
1
𝑀

∑
𝑀↔𝑁 \{𝐿 }

(
𝑀 ↗ 1
|𝑄 |

)↗1
(𝑁 (𝑄 ↘ {𝑃}) ↗ 𝑁 (𝑄)) (1)

For each permutation, the embodied carbon is determined by
the peak resource demand needed to run that permutation.

Similarly, each permutation will consume a di!erent amount of
energy depending on the static power consumption of the number
of nodes needed and the dynamic power consumption character-
istics of the workloads. The ground truth Shapley value method
averages each workload’s marginal contribution across permuta-
tions.

4.2 Fairness in Cloud Attribution via Shapley
The Shapley value provides a systematic method to attribute shared
costs with strong theoretical foundations, providing intuitively fair
attributions based on its four key properties: null player, symmetry,
e$ciency, and linearity. The Shapley value has been used as the gold
standard for fair cost attribution, including in computer systems
[5, 17, 20, 34] and pollution attribution [2, 13, 57].

We assign fair carbon costs to workloads that encapsulate their
contribution to peak demand and their contribution to overall en-
ergy consumption, taking into account interference e!ects (see
Section 3). Viewing the peak demand as the minimum required
resource capacity, the Shapley value is calculated based on each
workload’s share of the minimum required resource capacity. The
Shapley value also applies to interference-aware attribution of re-
source and energy costs, as it takes into account both a workload’s
sensitivity to interference and propensity to cause interference.

Limitations of Shapley value scalabilityWhile the ground
truth Shapley guarantees fairness, it requires extensive o%ine pro-
"ling and evaluating counterfactual schedules for each and every
coalition. The number of possible coalitions scales by 2N for N
workloads; exactly evaluating Shapley values becomes intractable
at scale, such as in hyperscaler data centers with millions of vir-
tual machines a month [15]. Motivated by the Shapley value as the
ground truth, the subsequent sections develop a carbon attribution
framework that provides both fairness and scalability.

5 Scalable and Fair Attribution with Fair-CO2
To address the scalability issues of the ground truth Shapley value
method, this section describes Fair-CO2, a scalable attribution sys-
tem that approximates the ground truth Shapley value. Fair-CO2
breaks the task into two steps. First, Fair-CO2 attributes carbon
across time periods by casting each time period as a player in com-
puting the Shapley value, as opposed to the ground truth Shapley
value method which casts each workload as a player. This allows
us to account for the impact of dynamic demand on fair carbon
attribution. Within a time period, Fair-CO2 generates rate-based
carbon costs per hardware resource which can be used to assess the
cost of individual workloads — circumventing the need for comput-
ing a Shapley value for each workload. Second, Fair-CO2 adjusts
the rate-based carbon cost to account for the e!ects of interference
between workloads.

In this section, we detail the two key components of Fair-CO2:
(1) Temporal Shapley for demand aware embodied attribution
(2) Interference-aware resource usage attribution

In addition, we also show how demand forecasting can be used
in Fair-CO2 to generate live carbon intensity signals for runtime
optimization.

5.1 Temporal Shapley for Fixed Costs
Fair-CO2 attributes embodied carbon and static operational carbon,
which are "xed costs that scale with the data center capacity, by
using the Shapley value to generate a dynamic carbon intensity
signal. This carbon intensity signal determines howmuch carbon to
attribute per unit of resource use at any speci"c time. Time periods
with greater demand have a greater carbon intensity, and vice versa.
For computational e$ciency, Fair-CO2 hierarchically attributes
from coarser to "ner granularity. Each time period is attributed
carbon and then successively broken into smaller time periods until
the desired granularity is reached. The Shapley value is used to
de"ne the contribution of each time period to the overall peak usage
of a resource, 𝑅 . For a time period 𝑃 de"ned as 𝑆𝑂𝑃𝑄𝑅𝑃 ,𝐿 ≃ 𝑆 < 𝑆𝑆𝑇𝑈,𝐿 ,
the peak demand is:

𝑇 (𝑃) = max(𝑅 (𝑆)), 𝑆𝑂𝑃𝑄𝑅𝑃,𝐿 ≃ 𝑆 < 𝑆𝑆𝑇𝑈,𝐿 (2)

The peak function for a set 𝑄 of time intervals is de"ned as the peak
usage of a resource across all time periods within 𝑄 .

𝑈 (𝑄) = max(𝑇 (𝑃)), 𝑃 ↓ 𝑄 (3)

To attribute contribution to the overall peak usage, we calculate the
Shapley value of each time period using 𝑈 () as the payo! function.

𝑂𝐿 (𝑈) =
1
𝑀

∑
𝑀↔𝑁 \{𝐿 }

(
𝑀 ↗ 1
|𝑄 |

)↗1
(𝑈 (𝑄 ↘ {𝑃}) ↗ 𝑈 (𝑄)) (4)

Resource usage and carbon during a time period is attributed pro-
portional to that time period’s Shapley value, attributing at a higher
rate for high-demand periods and at a lower rate for lower-demand
periods. De"ning the average carbon intensity as 𝑉𝐿 , for the time pe-
riod 𝑃: 𝑉𝐿 ⇐ 𝑂𝐿 (𝑈). Since the total amount of carbon 𝑊 must be fully
attributed,

∑
𝑉𝐿𝑋𝐿 = 𝑊 , where 𝑋𝐿 =

∫
𝑅𝐿 (𝑆)𝑌𝑆, 𝑆𝑂𝑃𝑄𝑅𝑃 ,𝐿 ≃ 𝑆 < 𝑆𝑆𝑇𝑈,𝐿 is

the total resource time. Thus:

𝑉𝐿 =
𝑂𝐿∑

𝑉 𝑂𝑉𝑋𝑉
𝑊 (5)

5



ISCA ’25, June 21–25, 2025, Tokyo, Japan Leo Han, Jash Kakadia, Benjamin C. Lee, and Udit Gupta

Embodied CI

Hardware 
Carbon Model

System Telemetry Inputs

Resource Demand

t

Node Telemetry

Static Power Dynamic Power

Workload Telemetry

CPU Util. % CPU Alloc. Memory Alloc.

Forecast (§5.3)

Historical Colocation Data

Runtime Energy

Per Workload 
Energy Cost

Update

Interference Adjuster (§5.2)

Fairly Attribute Resource Costs Based on Interference

Resource Costs

Temporal Shapley (§5.1)

Fairly Attribute Embodied Carbon Based on Demand

Embodied Carbon

Workload Workload Workload Workload

Grid Carbon Intensity

Embodied Carbon 
Attribution

Workload Carbon

Operational Carbon 
Attribution

FAIR-CO2

t

Workload Workload Workload Workload

Figure 3: Architecture of Fair-CO2, a scalable fair attribution framework accounting for dynamic demand and interference.
Data center resource demand, along with demand forecasting, is used to a generate dynamic embodied carbon intensity signal.
Workload and node telemetry along with historical colocation data are used to adjust for interference e!ects.

Once an average carbon intensity 𝑉𝐿 has been found for time period
𝑃 , we can successively divide time period 𝑃’s carbon among the
smaller constituent time periods for a more "ne-grained carbon
intensity signal.

In practice, it is infeasible to perform Temporal Shapley attribu-
tion starting from the entire carbon footprint of a #eet of servers, as
that would require knowledge of resource demand over the entire
lifetime of the hardware; such end-to-end lifetime attribution is only
feasible after the end-of-life, in retrospect. Instead, we "rst amor-
tize the entire carbon footprint of a server over its lifetime using a
simple amortization scheme such as uniform amortization [36].

For example, the embodied carbon footprint of a server (see
Section 6.1) can "rst be uniformly amortized over its lifetime to
obtain a portion of carbon per month. Given a monthly share of
carbon, Figure 4 shows how Temporal Shapley can generate a 30-
day 5-minute carbon intensity signal for CPU embodied carbon
using CPU demand data from the Azure 2017 VM data set [15].
As shown in Figure 4, using split ratios of 10, 9, 8, 12, Temporal
Attribution can successively attribute carbon from 30 days → 3
days→ 8 hours→ 1 hour→ 5 minutes. The number of calculations
needed to calculate the 5-minute granularity carbon intensity is
10,378,240 which takes 27 seconds to calculate on a single core of a
commercial desktop CPU. The Azure 2017 VM trace [15] contains
around 2 million VMs. The ground truth Shapley requires 22↑10

6

calculations, over 600 000↑ greater than Fair-CO2.
For the ground truth Shapley value attribution method, where

each workload is a player, the computational complexity of cal-
culating the Shapley value for one workload in N workloads is
𝑍 (2𝑁 ). In Temporal Shapley attribution, total carbon is "rst attrib-
uted among𝑎1 time periods, and then within each of the𝑎1 time
periods, we attribute among 𝑎2 time periods, so on and so forth.
The "rst iteration of Temporal Shapley with 𝑎1 players requires
𝑍 (𝑎12𝑊1 ) calculations. In the second iteration, for each of the𝑎1
time periods, we further attribute among the𝑎2 time periods, for a
computational complexity of𝑍 (𝑎1𝑎22𝑊2 ). We continue this for𝑏
iterations of Temporal Shapley, with split ratios of𝑎1 ...𝑎𝑋 . Once
carbon intensity is calculated, computing each workload’s carbon
attribution is a simple𝑍 (1) operation that multiplies the workload’s
resource use by the carbon intensity. The computational complexity

of Temporal Shapley for 𝐿 workloads and𝑏 iterations is:

𝑍 (𝐿 +
𝑋∑
𝐿=1

(2𝑊𝐿

𝐿∏
𝑌=1

𝑎𝑌 )) (6)

To further simplify the calculation, we note that for any given
subset 𝑄 ↔ 𝐿 \ {𝑃}, the marginal contribution of the time period
𝑃 is nonzero only if the other 𝑐 ↓ 𝑄 have lower peak resource
utilization. Sorting the time periods,𝑑1,𝑑2, ...,𝑑𝑇 , in decreasing order
with respect to peak resource utilization, we get:

𝑂𝐿 (𝑈) =
1
𝑀
[𝑇 (𝑑𝐿 ) +

𝑇∑
𝑌=𝐿+1

𝑇↗ 𝑌+1∑
𝑉=0

(𝑇↗ 𝑌+1
𝑉

)
(𝑇↗1
𝑉

) (𝑇 (𝑑𝐿 ) ↗ 𝑇 (𝑑𝑌 ))] (7)

Attributing carbon for𝑎1 time periods can be calculated in𝑍 (𝑎2
1 )

time. Hierarchically, if we attribute to𝑎2 time periods within each
𝑎1 period, the complexity is 𝑍 (𝑎1𝑎2

2 ). Performing𝑏 iterations
of Temporal Shapley with split ratios 𝑎1,𝑎2, ...,𝑎𝑋 , the computa-
tional complexity is𝑍 (𝐿 +∑𝑋

𝐿=1𝑎
2
𝐿
∏𝐿

𝑌=1𝑎𝑌 ), a polynomial result
in both the number of workloads and the split ratios.

Theoretical limits of Temporal Shapley. To evaluate the ef-
"cacy of Temporal Shapley, we introduce the unit resource-time
approximation, based on results from Hadary et al. who show that
most VMs are short and survive only for a few minutes [32] with a
long tail of VMs that run almost inde"nitely. Resource usage within
a time period is attributed a "xed embodied and operational carbon
intensity. While short-lived VMs "t within a time period, longer
ones span multiple periods, and the unit resource-time approxima-
tion may cause over-attribution of embodied carbon.

To demonstrate the potential over-attribution to long-lived work-
loads, suppose we have 𝐿 workloads running over 𝑑 units of time.
Of these, 𝑒 workloads meet the unit resource-time approximation
(e.g., runtime ⇒ 𝑑 ), while 𝐿 ↗ 𝑒 of the workloads run for ⇑ 𝑑
(e.g., long-running workloads). To perform the Temporal Shapley
attribution, we split our 𝑑 time units into intervals 𝑑1, ...,𝑑𝑋 , and
the total amount of embodied carbon 𝑊 is evenly divided among
each interval. Without loss of generality, we assume that the 𝑒
short-lived workloads "t into𝑑1, and in each of the other time inter-
vals 𝑑2, ...,𝑑𝑋 , the peak resource demand is approximately 𝑇 ⇒ 1.
Temporal Shapley then gives 𝑂2 = 𝑂3 = ... = 𝑂𝑋 = 𝑍

𝑋 , and 𝑂1 =
6
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1↗ 𝑏 ↗ 1
𝑏

𝑇 . The average carbon intensities are also proportional to
these values. Assuming that for a given time period, each workload
has the same demand, we conclude that short-lived workloads are
attributed proportionally to 𝑎

𝑁 [1 ↗ (𝑋↗1
𝑋 )𝑇], and long-lived work-

loads are attributed proportionally to 𝑎
𝑁 [1 ↗ (𝑋↗1

𝑋 )𝑇] + 𝑎𝑍 (𝑋↗1)
(𝑁↗𝑏 )𝑋 .

If𝑒 ⇑ 𝐿 , the additional embodied carbon attribution to these work-
loads is signi"cant. Intuitively, while Temporal Shapley attributes
more to the "rst time period, it is split among all the workloads,
but the attributed carbon for the later time periods is split among
fewer workloads. As the number of long-running workloads de-
creases, the overall impact of this second term increases, causing
over-attribution of embodied carbon. Future work may consider
discounting carbon for long-running workloads.

Figure 4: Temporal Shapley attributes carbon using the Shap-
ley value from coarser time granularities to #ner time gran-
ularities to generate a dynamic embodied carbon intensity
signal that attributes more carbon at higher demand periods.

5.2 Fairness Adjustments for Interference
The ground truth Shapley value method as described in Section 4
inherently addresses the e!ects of luck in colocation partner by
exploring all other possibilities for colocation partners; however,
the method is not scalable. Fair-CO2 approximates the ground truth
Shapley method by looking at historical colocations to determine a
workload’s sensitivity to interference and its tendency to impose
interference e!ects on colocation partners, similar to past work such
as Bubble-Up [49] which characterizes interference characteristics
of workloads in terms of sensitivity and pressure. The intuition
behind this approach is based on the Shapley value calculation. In a
permutation, when a workload is added to a node with an existing
workload, the marginal contribution of the new workload to overall
resource use is equal to its own resource use under colocation and
the change in its colocation partner’s resource use as a result of its
colocation.

We perform this adjustment separately for runtime and dynamic
energy.We de"ne the attribution factor for workload 𝑃 for embodied

carbon for resource 𝑅 (e.g., CPU cores, GB of DRAM) as:

𝑓𝑐,𝐿 = (𝑔𝑑 ,𝐿 + 𝑕𝑑 ,𝐿 ) ↑𝑅𝐿 (8)

where 𝑔𝑑𝐿 is the average historical slowdown su!ered by 𝑃 under
colocation, 𝑕𝑑𝐿 is the average slowdown in#icted by 𝑃 on 𝑃⇓𝑖 histori-
cal colocation partners and 𝑅𝐿 is the quantity of resource allocated
to 𝑃 . For a time slice, we attribute embodied carbon to each workload
proportional to its attribution factor 𝑓𝑐,𝐿 . Workload 𝑃’s adjusted em-
bodied carbon attribution intensity (in gCO2e per resource-second)
then becomes:

𝑉𝑐,𝐿 (𝑆) = 𝑉𝑐 (𝑆)𝑅𝑃𝑒𝑃 (𝑆)
𝑅𝐿

𝑓𝑐,𝐿∑
𝑓𝑐

(9)

where 𝑉𝑐 (𝑆) is the embodied carbon intensity at time 𝑆 and𝑅𝑃𝑒𝑃 (𝑆)
is the aggregate resource demand.

Similar formulas can be used to adjust dynamic energy attribu-
tion:

𝑓𝑍,𝐿 = (𝑔𝑍,𝐿 + 𝑕𝑍,𝐿 ) ↑ 𝑇𝐿,𝐿𝑂𝑒 (10)
where 𝑔𝑍𝐿 is the average RUP-Baseline dynamic energy attribution
change su!ered under colocation, 𝑕𝑍𝐿 is the average RUP-Baseline
dynamic energy change in#icted by 𝑃 to 𝑃’s historical colocation
partners, and 𝑇𝐿,𝐿𝑂𝑒 is 𝑃’s average power under isolation. The dy-
namic power attributed to 𝑃 is then:

𝑇𝐿 (𝑆) = 𝑇𝑃𝑒𝑃 (𝑆)
𝑓𝑍,𝐿∑
𝑓𝑍

(11)

where 𝑇𝑃𝑒𝑃 (𝑆) is the aggregate power consumption across all nodes.

5.3 Demand Forecasting
All existing carbon attribution methods attribute retroactively, with
existing public cloud carbon attribution dashboards only providing
aggregate carbon attribution for a user at a monthly granularity
[14, 52, 66]. To enable users to dynamically optimize the carbon
footprint of their workloads, demand projection can be integrated
with Fair-CO2 to provide live and projected embodied carbon in-
tensity signals for data center resources. We can use time-series
forecasting tools, such as Meta’s Prophet tool [78]. Forecast tools
work well to forecast data center demand due to periodic trends that
exist in data center usage [15], as shown in Figure 5. Using historical
data and projected data, we can use our attribution framework to
generate carbon intensity signals both for the current time and for
the projected future. By "netuning Meta Prophet’s hyperparame-
ters (e.g., frequency modes), we demonstrate that resource demand
can be reasonably forecasted with only 21 days of historical data. In
practice, cloud service providers can build more accurate forecast-
ing predictors with access to more historical data and "ner-grained
per-service workload characteristics [15, 32]. Fair-CO2 implements
demand forecasting as a modular component, allowing cloud ser-
vice providers to easily integrate existing demand forecasting tools
with Fair-CO2 to generate live carbon intensity signals.

6 Experimental Methodology
6.1 Hardware Infrastructure and Telemetry
We evaluate Fair-CO2 on a server with two Intel Xeon Gold 6240R
Cascade Lake CPUs comprising a total of 48 physical cores, 192
GB of DDR4 memory, and 480 GB of SSD storage. We estimate the
carbon footprints of IC components using iMec [89] and ACT [30].
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Figure 5: Due to patterns in aggregate data center CPU de-
mand, forecasting tools such Meta Prophet can reasonably
forecast demand days and weeks ahead, as shown on Azure
VM 2017 traces [16]. Dynamic demand forecasting allows
Fair-CO2 to generate live embodied carbon intensity signals
that take into account projected changes in demand.

For SSD storage, we estimate the carbon footprint at a rate of 0.16
kgCO2e/GB[77].We estimate the carbon footprint of themainboard,
chassis, and cooling using reference values from the Dell R740 LCA
[55] and by scaling the power and cooling components by system
TDP. We measure system power and resource utilization using Intel
PCM and per-workload resource utilization using Docker.

6.2 Workloads
We use the following workloads to evaluate Fair-CO2:
Problem-Based Benchmark Suite (PBBS) We choose the fol-

lowing eight PBBS, parallel workloads[4]:
• DDUP: remove duplicates from a list of 2 billion random integers
• BFS - breadth-"rst search on a 640 million node directed graph
• MSF - "nd theminimum spanning forest on an undirectedweighted
graph of 120 million nodes and 2.4 billion edges

• WC - count the number of occurrences of each word in a string
of 500 billion characters

• SA - generate the su$x array of a string of 500 billion characters
• CH - calculate convex hull from 1 billion points in 2-D space
• NN - "nd 10 nearest neighbors for 50 million 3-D points
• NBODY - calculate gravitational forces of 10 million, 3-D points

PostgreSQL Benchmark (PG) We use pgbench to simulate
concurrent clients that generate database tra$c. We tested 100
clients (PG-100), 50 clients (PG-50), and 10 clients (PG-10).

Video Encoding (H.265) We use x.265 to perform H.265 video
encoding on a 2.6 GB 4K video.

Llama.cpp Inference (LLAMA) We run Llama 3 8B [28] in-
ference on the CPU using Llama.cpp’s llama-bench tool [25] with
batch size = 1, prompt size = 128 tokens and output size = 64 tokens.

Facebook AI Similarity Search (FAISS) FAISS [18] is a library
used for document retrieval. We run retrieval benchmarks on two
types of indices: Inverted File Index (IVF) and Hierarchical Naviga-
ble Small World (HNSW) graphs [8].

Apache Spark (SPARK) We run Apache Spark on a local node
via PySpark, performing SQL queries on a scaled version of the
STORE_SALES table from TPC-DS [59, 85].

6.3 Evaluation Against the Ground Truth via
Monte Carlo Simulation

To evaluate Fair-CO2 and the RUP-Baseline, we use percentage
deviation in attribution from the ground truth Shapley method as
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Figure 6: The RUP-Baseline, Fair-CO2, and the ground truth
Shapley value method are used to create per-workload car-
bon attributions across 10,000 randomly generate colocation
scenarios. For each scenario, we compare the RUP-Baseline
attribution and the Fair-CO2 attribution against the ground
truth.

a measure for fairness. As the ground truth Shapley value attribu-
tion is done by counter-factually permuting across all coalitions
and evaluating the marginal carbon footprint of each workload,
the deviations between the ground truth attributions and those
from other methods will vary case-by-case. To e!ectively evaluate
against the ground truth, we simulate carbon attributions across
a large number of di!erent possible scenarios and coalitions and
characterize the deviation from the ground truth.

Demand evaluation methodology. To evaluate fairness in
accounting for dynamic demand, we generate 10,000 di!erent work-
load schedules with dynamic demand over time. For each workload
schedule, we determine the embodied carbon attribution within the
schedule using the ground truth approach and other methods. We
then compare the carbon attribution for each workload for each
method to the ground truth attribution. In addition to Fair-CO2 and
the RUP-Baseline, we also evaluate a demand-proportional attri-
bution scheme for comparison. The demand-proportional method
attributes carbon such that the embodied carbon intensity and
static operational carbon intensity are directly proportional to the
resource demand at each moment in time. Due to the exponential
scaling of the ground truth Shapley method, we limit the number
of workloads within a schedule to 22. The generated schedule con-
tains between 4 and 9 time steps, with each time step containing
between 1 and 5 workloads running simultaneously. Each workload
uses 8, 16, 32, 48, 64, 80, or 96 CPU cores and runs for anywhere
between 1 and 3 time steps. As described in Section 4, the ground
truth Shapley method treats each workload as a player and "nds
each workload’s marginal contribution to the peak demand across
all permutations. RUP-Baseline attributes carbon based solely on
the workload resource allocation over time; the demand propor-
tional method and Fair-CO2 look at both the workload’s resource
allocation and the dynamic demand.

Interference evaluationmethodology. To evaluate the e!ects
of interference on attribution for the di!erent methods, we simu-
late 10,000 sets of colocated pairs of workloads. Each set contains
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(a) Average deviation across all
schedules

(b) Average deviation for di!erent
lengths of schedules

(c) Average deviation for di!erent
lengths of schedules

(d) Average deviation for varying
number of workloads

(e) Worst case deviation across all
schedules

(f) Worst case deviation for di!er-
ent lengths of schedules

(g) Worst case deviation for di!er-
ent lengths of schedules

(h) Worst case deviation for di!er-
ent number of workloads

Figure 7: Monte Carlo simulation results for workload schedules with dynamically varying demand to evaluate fairness with
respect to peak demand. Across 10,000 simulated scenarios, Fair-CO2 consistently attributes closer to the fair ground truth
than the RUP-Baseline. The top plots look at average attribution deviation across all workloads in each simulated scenario.
The bottom plots look at the least fair attribution for any one workload in each simulated scenario.

anywhere from 4 workloads to 100 workloads, where each work-
load can be any of the eight PBBS workloads, pgbench with 100,
50, or 10 clients, H.265 video encoding, Llama inference, FAISS, or
Apache Spark. We characterize the e!ects of interference for each
of the workloads in all possible pairwise colocations, as shown in
Figure 2. Each workload is allocated 48 CPU cores and 96 GB of
memory, which are half the resources of a node. The ground truth
Shapley method permutes across all possible colocations, providing
a carbon attribution to each workload that is an average of that
workload’s marginal contributions across the permutations. Figure
6 shows the evaluation process for one mock set of workloads.

7 Evaluation
In this section, we evaluate our method and the RUP-Baseline
against the ground truth Shapley (see Section 4) around two key
dimensions: demand-aware and interference-aware attribution.

7.1 Attribution Fairness with Dynamic Demand
Figure 7 shows the fairness of three embodied carbon attribution
methods: the RUP-Baseline, a demand proportional method, and the
Temporal Shapley method implemented by Fair-CO2. The demand
proportional method simply attributes carbon at any moment in
time proportional to the dynamic demand at that time. We evaluate
it as a demand-aware baseline.

We evaluate the di!erent attribution methods in terms of aver-
age deviation (top) from the ground truth Shapley value in each
scenario. We de"ne the average deviation for each scenario as the
average attribution deviation from the ground truth attribution
across all workloads in that scenario. For each simulated scenario,
we also look at the “worst case” deviation (bottom), as in cloud en-
vironments, individual users care about their personal footprint as
opposed to the average "delity of the attribution. The “worst-case”

deviation is de"ned as the maximum single workload attribution
deviation from the ground truth within a scenario. Figure 7 eval-
uates the attribution schemes across all scenarios (a, e), di!erent
schedule lengths (b, c, d, g), and di!erent number of workloads (d,
h).

Fairness comparison across all scenarios of dynamic de-
mand. Figure 7(a, e) show the overall comparison of the RUP-
Baseline method, the demand proportional method, and Fair-CO2
across all simulated schedules.We "nd that the RUP-Baselinemethod
deviates from the fair, ground truth Shapley attribution by around
80% on average and 279% in the worst case. This is due to the fact
that the RUP-Baseline method does not account for time-varying
demand and attributes carbon across resource usage uniformly.
The demand proportional attribution method deviates from the
ground truth by approximately 31% on average and 90% in the
worst case. In comparison, Figure 7(a) shows Fair-CO2 minimizes
deviation from ground truth compared to the other methods. Fair-
CO2’s Temporal Shapley deviates around 19% from the ground truth
on average, with a smaller spread than the RUP-Baseline and the
demand-proportional method. Similarly, even in the worst case per-
formance, Fair-CO2’s Temporal Shapley method deviates by around
55%. The Temporal Shapley method approximates the ground truth
signi"cantly better than even the demand proportional approach
because it employs the Shapley value attribution mechanism.

Fairness under varying schedule lengths.While we cannot
evaluate the ground truth Shapley attributionmethod at scale due to
its computational complexity, we analyze the impact of “scheduling
length” to understand how the di!erent attribution methods scale.
Figures 7(b, c) show the three attribution methods and their average
deviation from the ground truth Shapley. Scaling the number of
time slices worsens the methods’ deviation from the ground truth.
For example, the average deviation of the RUP-Baseline method
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increases from 65% to around 93% as the number of time slices
increases from 4 to 9. The demand proportional deviation increases
from 24% to 38% going from 4 to 9 time slices. Across the spectrum,
we "nd Fair-CO2 deviates by 20% or less even as the number of time
slices increases. Similar to the overall deviation across all schedules,
the worst-case deviation is signi"cantly worse for the RUP-Baseline
(up to 150%) compared to Fair-CO2.

Fairness under varying number of workloads. Finally, we
perform a similar scaling analysis for the number of workloads,
as shown in Figure 7(d, h). Fair-CO2 scales much better than the
RUP-Baseline and the demand proportional method. As the number
of workloads increases, the counterfactual analysis performed for
the ground truth Shapley approach becomes more complex, and
the baseline simple attribution schemes begin to diverge from the
ground truth. In contrast, Fair-CO2 uses the same Shapley value
mechanism of counterfactual attribution, so it performs consistently
well as the number of workloads increases. The average fairness of
the demand proportional method and Fair-CO2 is similar for few
workloads; however, past 15 workloads, the demand proportional
method’s average deviation from the ground truth becomes even
worse than Fair-CO2’s 95th percentile deviation. This suggests that
Fair-CO2 will continue to attribute fairly at scale and serves as a
scalable approximation of the ground truth.

7.2 Attribution Fairness under Interference
Similar to the analysis for dynamic demand fairness, we evaluate
the deviation of the methods compared to the ground truth Shapley
value over 10,000 simulations of di!erent sets of colocated work-
loads, as shown in Figure 8. We evaluate the di!erent attribution
methods in terms of average (top) and worst-case deviation (bot-
tom) to understand their limits in at-scale environments. Figure 8
shows the overall deviation across all scenarios (a, e), across histor-
ical sampling rates (b, f), across the number of colocated workloads
(c, g), and across varying grid intensities (d, h).

Fairness across all scenarios of colocated workloads. As
shown in Figure 8a, Fair-CO2’s interference-aware method is signi"-
cantly better at following the ground truth Shapley value attribution
than the RUP-Baseline. Fair-CO2’s attribution deviates on average
by only 1.72%; on the other hand, the RUP-Baseline method devi-
ates by 9.7% on average. Note that the worst-case deviations, as
shown in Figure 8e, show a large gap with RUP-Baseline deviating
by around 31.7% across all scenarios and Fair-CO2 deviating by
around 5.0%.

Robustness to sparse historical data availability. Fair-CO2’s
interference-aware attribution methods relies on historical coloca-
tion data to build a pro"le of each workload’s sensitivity to colo-
cation and each workload’s propensity to cause interference. In
practical scenarios, workloads may only have a sparse set of his-
torical data to condition on. To simulate what would happen with
limited data, for each workload in each simulation scenario, we
randomly choose to only use a subset of the colocation data shown
in Figure 2 to generate the attribution for that workload. We uni-
formly randomly choose to use anywhere from only one sample
(6.7% sampling rate) to all 15 samples (100% sampling rate). Figures
8b and 8f show the impact of the sampling rate on the attribution

method. The RUP-Baseline method does not account for interfer-
ence or look at historical data. For Fair-CO2, even conditioning on
1 data sample is su$cient to achieve signi"cant improvements in
fairness; even though the e!ect of interference experienced by a
workload can di!er signi"cantly depending on its partner, one or
two samples are often enough to estimate the workload’s sensitivity
to interference and propensity to cause interference.

Fairness under varying number of workloads. Figures 8c
and 8g show the average and worst-case deviations as we scale
the number of workloads, respectively. At few workloads, the RUP-
Baseline has a greater spread for both the average and worst case.
As the number of workloads increases, the RUP-Baseline’s average
deviation from the ground truth converges to around 9.5%. As
the number of workloads in a scenario increases, the chance of
any one pairing being particularly unfair increases; therefore, the
worst case for RUP-Baseline increases as the number of workloads
increases. In contrast, Fair-CO2 is capable of consistently providing
fair attributions because it uses historical data to inform attribution,
e!ectively averaging over history and negating the randomness in
the colocations that arise from any one scenario.

Fairness under varying grid carbon intensity. We also look
at fairness across di!erent grid carbon intensities — Fair-CO2 sim-
ilarly outperforms the RUP-Baseline. As the grid carbon inten-
sity increases, the weighting of embodied and operational carbon
changes, causing the operational carbon to become more dominant.
The RUP-Baseline performs worse at low grid carbon intensities,
meaning that the attributions are less fair for embodied carbon than
operational carbon. Fair-CO2 performs consistently well across dif-
ferent grid carbon intensities, attributing embodied and operational
carbon equally fairly.

Attribution equity across di!erent types of workloads.
Fair-CO2 not only greatly improves attribution fairness on average,
it also reduces variance within and across di!erent workloads. In
Figure 9, the top two plots show the distribution of each workload’s
attribution deviations from the ground truth. The two bottom plots
show the distribution of each workload’s partner’s deviation from
the ground truth, with RUP-Baseline on the left and Fair-CO2 on
the right. The RUP-Baseline attributes carbon unfairly to workloads
running on an isolated node, which is seen as the upper band in
Figures 8g and 8h. The di!erent peaks in the RUP-Baseline plots
represent speci"c colocation pairings. Fair-CO2 virtually eliminates
the e!ects of di!erent workloads on their partner workloads, yield-
ing fair carbon attribution.

Robustness to varying workload load. In production data
centers, workloads can serve a varying number of clients over time
exhibiting distinct hardware utilization, impacting carbon cost. For
instance, Figure 2 illustrates PostgreSQL with 10, 50, and 100 clients
exhibiting varying interference patterns when colocated with the
suite of Fair-CO2’s workloads. Figure 8 shows the evaluation of the
three load scenarios for PostgreSQL separately yields commensu-
rate fairness as other workloads.

7.3 Live Carbon Intensity Evaluation
Figure 11 shows the impact of errors in demand forecasting on
the live embodied carbon intensity signals generated by Fair-CO2.
Using Meta Prophet and 21 days of historical data, we forecast 9
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(a) Average deviation across all sce-
narios

(b) Average deviation for varying
historical sample rate

(c) Average deviation for di!erent
number of workloads

(d) Average deviation for di!erent
grid CI

(e) Worst case deviation across all
scenarios

(f) Worst case deviation for varying
historical sample rate

(g) Worst case deviation for di!er-
ent number of workloads

(h) Worst case deviation for di!er-
ent grid CI

Figure 8: Monte Carlo simulation results for sets of colocated workloads under interference. The top plots look at average
attribution deviation across all workloads in each simulated scenario. The bottom plots look at the least fair attribution for any
one workload in each simulated scenario.

Figure 9: Deviation from the ground truth for speci#c work-
loads and partner workloads. Top row shows the distribu-
tion of deviation from the ground truth for each workload.
Bottom row shows the distribution of attribution deviation
for each workload’s partner workload. The left column is
the RUP-Baseline method; the right column is Fair-CO2.
Fair-CO2 largely eliminates unfair carbon attribution biases
for di!erent workloads which are present under the RUP-
Baseline method.

days of demand to generate live embodied carbon intensity signals
at 5-minute intervals. We compare the carbon intensity generated
from the forecast with the embodied carbon intensity generated
from the true data. We "nd that the mean absolute percentage
error (MAPE) caused by the forecast error is 2.30 % for the forecast
days. Furthermore, the worst-case embodied carbon intensity error
caused by forecast errors is only 15.72 %. As such, even with limited
demand forecasting knowledge based on publicly available resource
estimates (see Section 5.3), Fair-CO2 is able to accurately generate

live carbon intensity signals to guide online carbon-aware system
optimization.

8 Case Study: Workload Carbon Optimization
Using Fair-CO2, we enable users to reduce their carbon footprint
by varying workload con"gurations. For instance, for PBBS and
Apache Spark we can vary the number of CPU cores, parallel
threads, and memory allocation to determine the workload’s re-
source use. Algorithmic changes are also possible for workloads
with multiple algorithms (e.g., IVF versus HNSW search for FAISS).

For each of the workloads listed in 6.2, we sweep across workload
con"guration parameters, measuring energy, resource utilization,
and runtime for each con"guration. For the PBBS workloads and
Spark, we sweep across various CPU allocations from 8 to 96 cores
and various memory allocations from 8 GB to 192 GB. For FAISS,
for both IVF and HNSW indices, we sweep across CPU allocations
from 8 to 96 cores and batch sizes from 8 to 1024.

Optimizing workload con#guration for minimizing car-
bon footprint.We investigate how the carbon footprint of di!erent
workload con"gurations change as grid carbon intensity changes.
Di!erent workload con"gurations not only have di!erent perfor-
mance, they have di!erences in CPU resource andmemory resource
requirements along with runtime and energy consumption changes.

Figure 10 shows that as grid carbon intensities change, the
carbon-optimal workload con"guration also changes. For each
workload, we plot the footprint of di!erent con"gurations (e.g.,
energy optimal, embodied optimal, overall carbon optimal) nor-
malized to the performance-optimal con"guration. Although the
minimal overall carbon con"guration depends on the grid carbon
intensity, the energy and embodied carbon optimal con"gurations
do not. Con"guration changes are shown using di!erent shaded
regions.

PBBS workloads and Spark experience good but sub-linear par-
allel scaling, especially at higher core counts. Embodied carbon,
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Figure 10: As grid carbon intensities change, the carbon-optimal workload con#guration changes, providing up to 65% carbon
savings compared to optimizing for performance. Carbon footprints are normalized to the carbon footprint of the performance
optimal con#guration (solid red line).

Figure 11: Fair-CO2’s embodied carbon intensity signal re-
mains stable with demand forecasting error. The top plot
shows embodied carbon intensity generated from the full
30-day Azure trace [16] versus a 21-day trace with a 9-day
forecast (see Figure 5). The bottom plot shows the error in
embodied carbon intensity with the 9-day forecast.

Figure 12: FAISS carbon-latency trade-o! Pareto fronts. The
Pareto-optimal set of core allocation, batch size, and index
choice is changes with the grid carbon intensity.

proportional to core-seconds and GB-seconds, goes up with higher
resource utilization. Operational carbon, on the other hand, de-
creases as the static energy consumption decreases with a faster
runtime. We also observe that the dynamic energy to CPU uti-
lization ratio, in J/%-s, decreases as more cores are used due to
simultaneous multithreading. Thus, the core count for the carbon

optimal con"guration increases as grid intensity increases and op-
erational carbon makes up a larger portion of the overall footprint.
Some workloads — WC, NBODY, and Spark — are amenable to
varying memory allocation, providing an additional parameter to
optimize carbon.

We explore varying CPU cores, batch size, and search algorithm
for FAISS. IVF experiences better core scaling, using up to all 96
cores, which allows faster performance at the expense of greater
energy use. HNSW stops scaling in performance past 88 cores. The
index size of IVF is smaller, using 77.7 GB of memory versus 180.8
GB for HNSW. Because of HNSW’s lower power consumption and
larger memory footprint, HNSW has a greater embodied carbon
to operational carbon ratio. At around 90 gCO2e/kWh, the carbon-
optimal algorithm switches from IVF to HNSWas the overall carbon
footprint becomes more operational carbon dominated.

Performance-carbon trade-o!s.When the workload con"g-
uration changes, both the carbon footprint and the performance
change. Figure 12 shows the Pareto-optimal trade-o! space between
tail latency and carbon across two grid carbon intensities for FAISS.
IVF runs faster for small batch sizes with low-latency con"gura-
tions. At low latency, performance gains in tail latency reduction
come at large costs to carbon footprint — in the Sweden scenario,
going from 32 cores with a batch size of 32 to the latency-optimal
con"guration of 80 cores with a batch size of 16 reduces tail latency
by 45% at a cost of a 50% increase in carbon footprint.

Dynamic workload adjustment. To maximize savings, users
can dynamically con"gure their workload in response to live carbon
intensities. As shown in Figure 12, carbon savings plateau once the
FAISS indices reach a tail-latency of 2 to 2.5 seconds. The shaded
regions (top plot) represent di!erent retrieval algorithms (i.e., IVF,
HNSW) run to minimize carbon footprint. MLPerf’s benchmarks for
LLM-based Q&A and Text Generation implement a server latency
target of 2 seconds [61] where FAISS indices are frequently used in
RAG-based LLMs. Thus, we set a tail-latency target of 2 seconds
for our dynamic optimization case study with FAISS. Figure 13
shows how the optimal con"guration for FAISS changes over time
under this constraint. Responding to the real carbon intensities
of the grid from California, USA [48] and the embodied carbon
intensities generated from the Azure 2017 VM traces [15], we see
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Figure 13: FAISS’s con#guration (top) is dynamically opti-
mized over one week in response to grid carbon intensity
(third from top) and Fair-CO2 embodied carbon intensity (bot-
tom) changes, yielding 38.4% carbon savings (second from
top) compared to the performance-optimal con#guration.

that the optimal algorithms switch between IVF and HNSW; the
optimal algorithm switches to HNSW when the intensity of the
grid is higher and the embodied intensity is lower.

9 Related Works
Hardware carbon accounting and modeling. Tools such as
SCARIF [35], ACT [30], FOCAL [19], GreenSKU [86], and others [1,
76, 77, 86, 89, 91] model and optimize the operational and embodied
carbon footprint of computer hardware. However, these works do
not address the attribution of carbon footprint to workloads.

Software carbon and energy accounting.We compare against
SCI [22] for embodied carbon attribution and against Google’s
carbon attribution method [65] for operational carbon attribution.
Other works [3, 33, 63, 64, 71, 87] look at attributing carbon or
energy using resource allocation and utilizationmetrics. We address
these methods and their gaps in Section 3.

QSEAS [34] uses the Shapley value to attribute overhead power
consumption (i.e., power from UPSs, cooling, etc.) with quadratic
complexity, but it cannot be applied to server power attribution or
other resource costs. Dong, Lan, and Zhong [17] use the Shapley
value to attribute energy on mobile devices. However, they are
limited to a small set of workloads due to the computational com-
plexity of calculating the Shapley value. No prior work uses the
Shapley value to attribute embodied carbon.

Fair resource allocation. Karma [84], Dominant Resource Fair-
ness [26], and other works [27, 60, 69] address fairness issues in
resource allocation for shared resources. However, they do not ad-
dress fair cost attribution. Cost attribution via the Shapley value
has been explored for networks [20]. Fair resource allocation and
colocation schemes such as Cooper [44] provide fairness; however,
they limit possible scheduler and colocation optimizations that can
provide more e$cient resource allocation (i.e. stranding minimiza-
tion). In contrast, Fair-CO2 provides fair carbon attributions that
are agnostic to the choice of scheduler.

Interference-aware scheduling. Our approach to workload
interference is similar to Bubble-Up’s [49] notions of sensitivity
and pressure. Cooper [44] uses game theory to devise a scheme
for fair pairwise colocations between workloads, accounting for
interference. Like Cooper, other works [10, 24, 39, 54, 80, 82, 90]
provide solutions for interference-aware workload scheduling and
colocation, but do not address fair cost attribution.

10 Conclusion and Future Work
Fair-CO2 is a "rst-of-its-kind framework to leverage cooperative
game theory to fairly attribute both operational and embodied car-
bon. Central to Fair-CO2 are its two key components — Temporal
Shapley and interference-aware attribution — that enable scalable
carbon attribution taking into account dynamic demand and in-
terference. Fair-CO2 also generates live carbon intensity signals
to guide real-time carbon optimization. This work opens new re-
search directions for the use of fair, scalable carbon attribution for
carbon-aware systems. In the following, we outline some salient
directions:

Greater coverage of all data center emissions. Data centers
implement myriad components beyond servers, including network-
ing systems, power delivery, cooling, UPS systems and mechan-
ical components (e.g., racks). Complex interactions occur across
co-designing server architectures with overall data center infras-
tructure. For example, recent work has documented that resource
stranding can account for up to 15% of memory capacity [6]. Future
works must consider attributing responsibility of all data center
components and overheads, including stranding, software sched-
ulers, and hardware cooling and power delivery.

Request-level attribution and function-level attribution.
Fine-grained attribution for microservices and serverless platforms
is future work that can leverage the demand-aware and interference-
aware elements of Fair-CO2. Such "ne-grained attribution can open
unique opportunities to guide carbon-aware service design consid-
ering embodied and operational emissions.

Privacy and security. Fair-CO2 requires as input "ne-grained
resource utilization statistics which are already tracked for VM-
level and node-level telemetry in production data center for smart
scheduling [15, 32] and for carbon attribution [52, 65, 67]. Fair-CO2
also requires tracking the average runtime and energy variance
under colocation per workload, as well as the impact of workloads
on their colocation partners. This can introduce opportunities for
power and resource side channels leaking private data for sensi-
tive applications. Future e!orts must investigate privacy-aware
interfaces to realize fair carbon attribution.
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A Artifact Appendix
A.1 Abstract
Fair-CO2 is a scalable and fair framework for attributing both the
operational and embodied carbon of cloud data centers to cloud
workloads. This artifact contains code and instructions on how to
reproduce the experimental results presented in the paper, including
colocation characterization results, Monte Carlo simulation results,
demand forecasting evaluation results, and the dynamic workload
optimization case study. The workloads used are PBBS, Apache
Spark, Llama.cpp, x256, pgbench, and FAISS.

A.2 Artifact check-list (meta-information)
• Output: Figures
• How much disk space required (approximately)?: 600 GB
• How much time is needed to prepare work$ow (approxi-
mately)?: 1-2 weeks

• How much time is needed to complete experiments (approxi-
mately)?: 2 weeks

• Publicly available?: Yes
• Work$ow automation framework used?: Yes: shell scripts,
python scripts, docker containers.

• Archived (provide DOI)?: 10.5281/zenodo.15104035

A.3 Description
A.3.1 How to access. The artifact can be accessed at
https://doi.org/10.5281/zenodo.15104035.

A.3.2 Hardware dependencies. We recommend testing on a bare-
metal system with root access with the following requirements:

• Number of CPUs: 2
• Physical cores per CPU: 24
• Logical cores per CPU: 48
• RAM size: 192 GiB
• Storage capacity: > 600 GB
• Operating system: Ubuntu 22.04

A.3.3 How to run. Follow the installation and experiment instruc-
tions in the included README.md as it contains more details and
may be easier to follow due to better formatting compared to this
appendix. Alternatively, you may follow the instructions in the
following sections.

A.4 Installation
Download and unzip the artifact in the home directory. Run the
setup scripts located in /setup-scripts:

source setup-scripts/env.sh

source setup-scripts/create_large_swap.sh

source setup-scripts/install_pcm.sh

source setup-scripts/install_docker.sh

source setup-scripts/install_conda.sh

source setup-scripts/setup_workloads.sh

source setup-scripts/delete_swap.sh

We strongly recommend reviewers to download and use the
pre-generated data rather than using the generation scripts due to
the time required for generation.

Speci"cally, we provide the HNSW and IVF FAISS indices re-
quired for the FAISS workload and the store_sales.csv required for
the Apache Spark workload, accessible at this Google Drive link.

Download and copy 100M_IVF16K_SQ8.faiss and
100M_HNSW.faiss to /workloads/faiss/indices/

Download and copy store_sales.csv to
/workloads/spark/data/

Create and activate the conda environment:
conda env create -f environment.yml

conda activate fair-co2

A.5 Experiment work$ow
A.5.1 Using Provided Experimental Data. To reproduce the paper
results without running all workload experiments on hardware,
partially pre-processed experimental data for all experiments is
provided. When applicable, instructions to use this data for analysis
and "gure generation are noted throughout this document.

A.5.2 Pairwise Colocation Profiling (Figure 2). This set of exper-
iments runs all pairwise colocations along with isolated runs of
each workload.

To use the provided data, copy the content from
colocation/ref-results to colocation/results and skip steps
1a and 1b.

Colocation Experiments Run the following script on the test
server to start the experiment. Results are stored in
colocation/results. The run time is around one day.
python3 colocation/colocation_sweep.py --model \

Meta-Llama-3-8B-F16.gguf

To run a smaller subset of the experiments (for demo purposes
only), use the –small argument:
python3 colocation/colocation_sweep.py --small \

--model Meta-Llama-3-8B-F16.gguf

Processing Colocation Experiment Logs
python3 colocation/process_colocation_sweep.py

1c. Generating Colocation Matrix Figures
Generate "gures 2a and 2b (as shown in the paper) by running:
python3 colocation/gen_colocation_sweep_figures.py

The "gures will be saved in the figures folder.

A.5.3 Monte Carlo Simulations (Figures 7, 8, 9). This set of ex-
periments runs Monte Carlo simulations of randomly generated
dynamic demand/workload schedules and colocation scenarios.

Using Provided Experimental Data You must have processed
the colocation experiment data (steps 1a and 1b) to run the Monte
Carlo simulations. Alternatively, use the provided pre-processed
colocation data by copying the contents of colocation/ref-results
to colocation/results.

2a. Dynamic Demand/Workload Schedule Simulations Run
the dynamic demand Monte Carlo simulation:
python3 monte-carlo-simulations/dynamic-demand/\

dynamic_demand_sim.py --trials 10000 \

--max_workloads 22 --min_time_slices 4 \

--max_time_slices 10 --num_workers 20

To run a faster simulation, reduce the simulation scale:
14
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python3 monte-carlo-simulations/dynamic-demand/\

dynamic_demand_sim.py --trials 1000 \

--max_workloads 18 --min_time_slices 4 \

--max_time_slices 8 --num_workers 20

Generate #gure 7:
python3 monte-carlo-simulations/dynamic-demand/\

gen_dynamic_demand_sim_figures.py

2b. Colocation Scenario Simulations
Run the colocation scenario Monte Carlo simulation:
python3 monte-carlo-simulations/colocation/\

colocation_sim.py --trials 10000 --min_workloads 4 \

--max_workloads 100 --min_grid_ci 0 --max_grid_ci \

1000 --min_samples 1 --max_samples 15 --num_workers 20

To run a faster simulation, reduce the simulation scale:
python3 monte-carlo-simulations/colocation/\

colocation_sim.py --trials 1000 --min_workloads 4 \

--max_workloads 50 --min_grid_ci 0 --max_grid_ci \

500 --min_samples 1 --max_samples 15 --num_workers 20

Generate #gures 8 and 9:
python3 monte-carlo-simulations/colocation/\

gen_colocation_sim_figures.py

A.5.4 Demand Forecasting Evaluation (Figures 5 and 11). This step
evaluates how Fair-CO2 responds to forecasting error. It uses the
Microsoft Azure 2017 VM traces and includes a 30-day resource
allocation time series from forecast/azure-time-series.csv.
Using Meta’s Prophet tool, the last 9 days of CPU core allocation
are forecasted from the "rst 21 days of data. Fair-CO2 is applied to
both the full 30-day trace and the generated 30-day trace (with 9
days forecast data), and the resulting embodied carbon intensity
signals are compared.

Run the following script:
python3 forecast/gen_forecast_eval_figures.py

Figures 5 and 11 will be saved in the figures folder.

A.5.5 Workload Carbon Optimization (Figures 10, 12, and 13). This
step runs runtime parameter sweep experiments for the workload
carbon optimization case study. These experiments can take several
days to over a week. Workloads may crash or stall on low-memory
con"gurations, so frequent monitoring may be required.

General Setup for Optimization Experiments
A large swap space is required since physical memory is constrained
in experiments 4a and 4b. If storage is a concern, FAISS indices may
need to be deleted.
rm -rf workloads/faiss/indices

source setup-scripts/create_large_swap.sh

4a. Apache Spark Parameter Sweep
Run the script to sweep across CPU cores and memory for Apache
Spark. Results are saved in workload-optimization/results/spark
(this may take over a day).
python3 workload-optimization/spark/spark_sweep.py

To run a small subset for demo purposes:
python3 workload-optimization/spark/spark_sweep.py \

--small

Process the Spark sweep logs:

python3 workload-optimization/spark/process_spark.py

Using Provided Experimental Data: Alternatively, copy the
contents from workload-optimization/ref-results/spark to
workload-optimization/results/spark.

4b. PBBS Parameter Sweep
Run the following script to sweep across CPU cores and memory
for eight PBBS workloads. (this may take over a week).

python3 workload-optimization/pbbs/pbbs_sweep.py

For a small subset:

python3 workload-optimization/pbbs/pbbs_sweep.py --small

Process the PBBS sweep logs:

python3 workload-optimization/pbbs/process_pbbs.py

Using Provided Experimental Data: Alternatively, copy the
contents from workload-optimization/ref-results/pbbs to
workload-optimization/results/pbbs.

4c. FAISS Parameter Sweep (Figures 12 and 13)
Sweep and Process FAISS Results
Run the FAISS parameter sweep:

python3 workload-optimization/faiss/faiss_sweep.py

For a small subset:

python3 workload-optimization/faiss/faiss_sweep.py \

--small

Process the FAISS sweep logs:

python3 workload-optimization/faiss/process_faiss.py

Using Provided Experimental Data: Alternatively, copy the
contents from workload-optimization/ref-results/faiss to
workload-optimization/results/faiss.

Generating Dynamic Workload Optimization Figures 12
and 13

python3 workload-optimization/gen_dyn_wl_figure.py

4d. GenerateWorkloadOptimization Summary Figure (Fig-
ure 10)
Run these scripts in order:

python3 workload-optimization/faiss_spark_grid_ci_sweep.py

python3 workload-optimization/gen_sweep_summary_figure.py

A.6 Evaluation and expected results
The experiments and reproducible results include the workload
pairwise colocation characterization (Fig. 2), the Monte Carlo simu-
lations and attribution fairness evaluation for di!erent colocation
scenarios (Fig. 8, 9), the Monte Carlo simulations and attribution
fairness evaluation for di!erent dynamic demand scenarios (Fig. 7),
demonstration and evaluation of attribution with demand forecast-
ing (Fig. 5, 11), and the case study on dynamic workload optimiza-
tion (Fig. 10, 12, 13).

A.7 Notes
You may alternatively choose to follow the included README.md
which can be easier to follow due to Markdown’s better formatting.
It also provides more details, including how to generate datasets.
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