Bayesian Analysis (2024) TBA, Number TBA, pp. 1-31

A Unified Bayesian Framework for Modeling
Measurement Error in Multinomial Data
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Abstract. Measurement error in multinomial data is a well-known and well-
studied inferential problem that is encountered in many fields, including engi-
neering, biomedical and omics research, ecology, finance, official statistics, and
social sciences. Methods developed to accommodate measurement error in multi-
nomial data are typically equipped to handle false negatives or false positives,
but not both. We provide a unified framework for accommodating both forms of
measurement error using a Bayesian hierarchical approach. We demonstrate the
proposed method’s performance on simulated data and apply it to acoustic bat
monitoring and official crime data.

Keywords: categorical data, criminology, ecology, misclassification, record
linkage, zero-inflation.

1 Introduction

Measurement error in multinomial data is a well-known and well-studied inferential
problem that is encountered in many fields, including engineering, biomedical and omics
research, ecology, finance, official statistics, and social sciences (Swartz et al., 2004; Pérez
et al., 2007; Molinari, 2008; Datta et al., 2021; Mulick et al., 2022). In this work, we
define measurement error as the discrepancy between an observed or measured variable
and its true value and consider two types of measurement error defined as (1) false neg-
atives that occur when a particular category or class is present in the population but it
is not observed in the sample and (2) false positives that occur when a sampled obser-
vation is misclassified into the wrong category. While both types of measurement error
may be present in the data, existing methods are not designed to accommodate them si-
multaneously which may bias inference. To fill this gap, we propose a unified framework
for accommodating both forms of measurement error when modeling multinomial data.
Our approach differs from existing methods in that it models the probability of mis-
classification for each individual observation explicitly; is scalable to high-dimensional
classification problems; and accommodates individual-level covariates associated with
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2 Measurement Error in Multinomial Data

the probability of being a true/false negative, the true classification probabilities, and
the probability of misclassification.

Modeling false negatives in multinomial data is closely related to the notion of han-
dling zero-inflation in univariate and multivariate count data. Count data are considered
zero-inflated when the number of zeroes observed in the data set is larger than expected
under the assumptions of the sampling distribution. Zero-inflated count models are typ-
ically constructed as a two-component mixture of a point mass at zero and a sampling
distribution for the count data (e.g., Poisson or negative binomial distributions in the
univariate setting; Xu et al., 2015; Zhang and Yi, 2020; Jiang et al., 2021; Shuler et al.,
2021). To achieve this, an at-risk indicator is introduced into the model to differentiate
between at-risk zeros (i.e., a zero count is observed, but there is a positive probabil-
ity of occurrence) and structural zeros (i.e., a zero count is observed because there is
zero probability of occurrence; Neelon, 2019), or equivalently between false negatives
and true negatives, respectively. In multivariate settings, researchers link zero-inflated
univariate count models via latent parameters that control the dependence structure
between counts (Aitchison and Ho, 1989; Chiquet et al., 2021). This approach models
the multivariate counts unconditionally on the total count for the sample and is there-
fore not designed for multinomial classification problems or multivariate compositional
count data where the total number of counts is fixed. Koslovsky (2023) introduced a
zero-inflated Dirichlet-multinomial (DM) distribution for handling excess zeros in multi-
variate compositional count data, which differs from traditional approaches for modeling
zero-inflation in count data by assuming a mixture distribution on the count probabili-
ties as opposed to the sampling distribution. Using a combination of data augmentation
strategies, their approach is scalable to large compositional spaces, can accommodate
covariates associated with zero-inflation and relative abundances, and has shown promis-
ing estimation performance in simulation.

Existing methods designed to model false positives in multinomial data typically
assume the observed classifications follow a multinomial distribution given the true
(latent) classification (Swartz et al., 2004; Pérez et al., 2007; Frénay and Verleysen, 2013;
Wang et al., 2020). With this approach, the number of rows for the resulting matrix
of classification probabilities equals the number of true categories, and the number
of columns equals the number of observed categories with each row summing to one.
The task of modeling false positives in multinomial data draws parallels to a popular
approach for entity resolution. Entity resolution is the process of resolving duplicates in
many overlapping data sets without the benefit of a unique identifying attribute. In the
hit-miss approach to entity resolution, observed records are assumed to either represent
the true records associated with an entity (hit) or a distorted version of this truth (miss)
(Tancredi and Liseo, 2011; Copas and Hilton, 1990). These potentially noisy records are
then directly modeled using a mixture model in which two records that are associated
with the same latent truth refer to the same entity and can be deduplicated (Steorts
et al., 2016). This direct approach of modeling measurement error in the likelihood
is an analog to the misclassification problem we are interested in addressing in that
the observed classifications can either be the true value (hit) or a distorted version
of that truth (miss). Potential benefits of directly modeling the distortion process in
a hit-miss framework include the ability to choose an appropriate distribution for the
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misclassification, incorporation of expert knowledge into the model via the priors on
misclassification probabilities, and inference on the probability of misclassification after
obtaining data.

A fundamental issue shared by any model designed to accommodate misclassifi-
cation is that the model is not identifiable without additional information about the
true classification, as well as zero-inflation, process beyond the raw data (Swartz et al.,
2004). Existing methods designed to accommodate false positives deal with identifiabil-
ity using informative priors in Bayesian settings, auxiliary/calibration data to estimate
the matrix of classification probabilities (typically referred to as a confusion matrix)
separately from the count model, or validating the true classification of a subset of the
data (Chambert et al., 2015; Guillera-Arroita et al., 2017; Wright et al., 2020). Stratton
et al. (2022) explore these strategies rigorously in simulation. Swartz et al. (2004) pro-
vide an extensive discussion of identifiability issues in multinomial classification models
and propose using constraints to break the symmetry of the model, similar to what is
done to accommodate label switching in Bayesian mixture models (Jasra et al., 2005).

In this work, we propose a novel method for simultaneously modeling false positives
and false negatives in multinomial data. Specifically, we assume a zero-inflated DM
distribution to accommodate potential false negatives in the underlying true classifica-
tions as well as potential overdispersion. We then introduce a latent hit-miss indicator to
model misclassification that allows our approach to differentiate between true detections
and detection by chance. The proposed model belongs to the class of semi-supervised
learning methods because it can incorporate any amount of individual-level validation
data, including no validation data in unsupervised settings. We use a combination of
data augmentation techniques to scale the model to high-dimensional settings found in
practice. In a variety of simulation settings, we demonstrate the improved estimation
performance of the proposed method compared to alternative approaches for handling
false positives or false negatives in multivariate count data. We then apply the proposed
method to two data sets collected in ecological and criminal justice research. Applied
to bat monitoring data, we show how the proposed method can serve as an alternative
approach for accommodating imperfect detection in multispecies occupancy-detection
modeling. Our approach differs from existing multispecies occupancy-detection models
because it does not require specification of the ecological process and instead models
the true latent classifications explicitly. In a second application study, we show how
the proposed method can accommodate potential biases attributed to zero-inflation
and misclassification in official crime data. By taking a fully-Bayesian approach, our
method propagates the uncertainty of potential false positives and false negatives in the
estimation of parameters of interest.

2 Methods

In this section, we present a general formulation for modeling measurement error in
multinomial data, making connections to relevant occupancy-detection and official crime
data modeling aspects as necessary. Let the C-dimensional vector y,;; represent the ob-
served classification for the ith (i = 1,..., N) observation (or site/location/jurisdiction)
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at the jth (j = 1,...,n;) measurement (or visit/survey) for the ith (I = 1,...,L;;)
individual (or organism/incident), where y;j;;. = 1 indicates the observed individual
was classified into the cth category (or species/crime) and 0 otherwise. In general, the
model does not require more than one measurement of each site (i.e., n; > 1). However
in various fields, including ecological monitoring, each site is typically visited multiple
times to improve inference (MacKenzie et al., 2002; Lele et al., 2012). We let the T-
dimensional vector z;j; represent the individual’s true classification (or species/crime),
where z;5; = 1 indicates the individual truly belongs to the ¢th category and 0 other-
wise. For ease of presentation, we assume 7" = C' and that the ordering of the elements
is the same in Yiji and z;j; (i.e., yijit = zijie = 1 indicates that the latent and observed
categories are the same).

For each individual, we introduce a latent hit-miss or misclassification indicator
7ij1 € {0,1}, where 0 indicates that y,;; = 2z;j. To model the observed classifications,
we assume

yijl\Bt,Tijl,ziﬂ ~ Tijl Multinomial(l, Ht) + (1 — Tijl)ézijl(yijl)7 (1)

where 0; is a C-dimensional vector of observed classification probabilities for the tth
true classification and d,,(-) is a Dirac delta function at w. With this formulation, we
assume that if there is no misclassification (i.e., 7;;; = 0), then Yij1 = Ziji, otherwise,
the individual is considered misclassified with 7;; = 1. Note that this approach allows
for y,;; to be misclassified into the correct category (i.e., y;;; = 2ziji, but 75 = 1). As
such, our modeling approach places a positive probability of a “lucky guess” to occur. In
Section 3, we discuss how to restrict the model to prevent this from occurring if desired.

We assume the classification probabilities depend on the true classification of each
individual with 8, ~ Dirichlet(v;), where v; is a C-dimensional vector of concentration
hyperparameters. To allow the classification probabilities to depend on an observed set
of covariates, 14, can be replaced with a log-linear regression model similar to Wadsworth
et al. (2017). Next, we let the latent misclassification indicators,

Tijil Ziji; By, » Tiji ~ Bernoulli(ij;), (2)

where logit(¢ij1) = x};,8y,, it is a Py-dimensional vector of observed covariates
that are observation-, measurement-, and/or individual-specific (including an inter-
cept term), and B, are the corresponding regression coefficients. We assume fy,, ~
Normal(fty, afp). Note that the covariate effects on misclassification are allowed to vary
based on the true classification of the individual.

We model the true classification of each individual
2451|©;; ~ Multinomial(1, ®;;), (3)

where ©;; is a T-dimensional vector of true classification probabilities (or relative abun-
dances), which we assume follows a Dirichlet(v,;) with ,; a T-dimensional vector of
concentration hyperparameters. With the availability of validation data, some of the
z;51 will be known and fixed in the model to inform the estimation of the classification
matrix @ = (6),...,0%), similar to Wright et al. (2020) and Spiers et al. (2022). In
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practice, our model can accommodate any amount of validation data available, which,
if error-free, can improve the estimation performance. By modeling the validation data
at the individual level, the number of true categories does not have to equal the number
of observed categories, which allows some categories to go unobserved, the potential for
new categories to be observed, and the incorporation of individual-level covariates which
can improve estimation, similar to Spiers et al. (2022). We refer to 6 as a classification
matrix to differentiate it from methods that use a “confusion matrix,” denoted as 6™,
to model false positives in multinomial data which, unlike our model, do not explicitly
model misclassification.

We can equivalently model ©;; as a set of independent gamma random variables nor-
malized by their sum (i.e., z;j;|c;; ~ Multinomial(1, ), where a;j; ~ Gamma(7;j¢, 1)

@iy
and a;; = Zthl ;). This reparameterization enables us to differentiate between at-
risk or structural zeros (i.e., account for potential zero-inflation, false negatives, or
non-detection) by introducing a latent at-risk (or occupancy) indicator ¢;;; for the tth
category (or species/crime) at the ith observation (or site/jurisdiction) and jth mea-

surement (or visit/survey). Specifically, we instead let

@ije|Cijes Yije ~ Gije Gamma(vyije, 1) + (1 — Cije)do (e (4)

similar to Koslovsky (2023). To model the relation between a set of observed covariates
and the latent at-risk (or occupancy) indicators, we assume (;j¢|83,, , ; ~ Bernoulli(;),
where logit(n;;) = a:é,Bm, x; is a P,-dimensional set of observation-specific covariates
(including an intercept term), and B,, represent the corresponding true classification-
specific regression coefficients. We then let 3, ~ Normal(un,ag). To allow the true
classification probabilities (or relative abundances) to depend on a set of covariates,
we set log(yije) = ®};8,, with 8,,, ~ Normal(u,,02) and @;; an observation- and/or
measurement-specific set of covariates. In general, the model does not require covariate
information to inform the probability of an at-risk observation, the true classification
probabilities, or the misclassification probabilities. In these settings, 8,,,, 8., and/or
By, can be treated as hyperparameters that reflect prior beliefs for the correspond-
ing probabilities. Likewise, it is straightforward to adjust the model to accommodate
observation-, measurement-, and/or, individual-level covariate information for the clas-
sification matrix concentration parameters, if available.

3 Posterior Sampling and Inference

For posterior inference, we construct a Metropolis-Hastings within Gibbs sampler. The
full joint distribution is defined as

N n; Lij
H H Hp(yijl|0t7 Tijts Zij1)P(Zi51] @i )D(Tijt| Ziji, By, » Tijt)P(Wry,)
=1 j=1 11

N ng T

< [TTI T p(eiselGises By, is)p(GijelByy,» ®i)p(we,,)

i=1j=1t=1
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n;

N T
< [TT] p(wislaii) TT [p(B.)p(By)p(B,, )p(uslan) [ ] place) | (5)

i=1j=1 t=1 c=1

where we introduce an auxiliary parameter p;;|c;; ~ Gamma(l, a;;) for efficient sam-
pling of a;;;. The reparameterization of ®;; with a;;, coupled with the inclusion of p;;,
reduces the computational demand of updating 8., and provides closed-form Gibbs up-
dates for p;; and ;¢ |5+ = 1, which greatly improves the overall scalability of the model
to large T settings. See Koslovsky et al. (2020) and Koslovsky (2023) for more tech-
nical details of this data augmentation technique, its performance in high-dimensional
settings, and parameter identifiability in this portion of the model. Similarly, we repa-
rameterize 0y, = ai./a; and assume a;. ~ Gamma(vy., 1) with auxiliary parameter
uy ~ Gamma(l,a;) and a; = ZCC:1 a¢e- In addition to enabling efficient sampling of
6., this step provides the opportunity to easily incorporate covariates and restrict the
model to disallow correct classifications by chance by fixing a;; = 0. Further, we exploit a
Pélya-Gamma (PG) augmentation scheme that provides closed-form Gibbs updates for
the regression coefficients associated with the latent at-risk (or occupancy) indicators,
Cijt, and the misclassification indicators, 75, without sacrificing their interpretability
as log odds ratios following Polson et al. (2013). Specifically by introducing a latent
set of auxiliary parameters we,,; ~ PG(1,0) and w,,;, ~ PG(1,0), the full-conditional
distributions of 3,, and B,,, are multivariate normal. A graphical representation of the
proposed approach for modeling misclassification in zero-inflated Dirichlet-multinomial
models, missZIDM, is presented in Figure 1. More details of the Markov chain Monte
Carlo (MCMC) sampler used to implement our model are provided in the Supplemen-
tary Material (Koslovsky et al., 2024a).

Under the assumptions of the proposed model, 3,,, is interpreted as the expected
change in log odds ratio of the tth category being at-risk at the 7jth measurement, and
exp(3,,,) is interpreted as the multiplicative change in the concentration parameter
~¢ for a one unit increase in the pth covariate holding all else constant. While the
latter provides inference about how concentrated the true classification probabilities (or
relative abundances) are around the mean, we also are interested in inferring the relation
between a covariate and the true classification probabilities directly. This inference is
more complicated because each covariate is potentially associated with each category,
as described in Dai et al. (2019). The multiplicative effect on the ¢th category for a
one unit increase in the pth covariate for the ith observation at the jth measurement is
defined as

0,(x'? T exp(z!.
Tijtp = Jt( - ) = exp(ﬂ%p) 27;571 p( (”)IIB%) ) (6)
Oiji(@ij) Dt eXp(‘”i? Bws)
where wg) = (@ij1, Tij2, - Tijp+ 1,... ,xijp)'. Because the effect of the pth covariate

on the ¢th category depends on its corresponding regression coefficient, 3., , in addition
to its effect on the other categories and their corresponding concentration parameters,
we may observe a decrease (increase) in the probability of the tth category with an
increase in x5, even if 8, > 0 (3,,, < 0). Estimates of the true classification prob-
abilities for each observation can be obtained by normalizing the vector «; over its
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Figure 1: Graphical representation of missZIDM with covariate dependence. Note that
auxiliary parameters and hyperparameters have been suppressed for clarity. IN — total
observations; n; — total measurements per observation; L;; — number of individuals
at each measurement; T — true number of categories; C' — observed number of cate-
gories.

sum for each MCMC iteration and then averaging over the samples. Estimates of the
classification matrix @ can be obtained similarly given a;. While we model the prob-
ability of misclassification separately from the classification matrix, we can generate
inference on the confusion matrix, 8", typically estimated by other approaches. Assum-
ing an intercept-term only model for the probability of misclassification for simplicity,
each element of 0%, 6}, = GtC% + 1 - %]I(t = ¢), where I(-) is an
indicator function. For inference on these quantities, the posterior means of the MCMC
samples are calculated and 95% credible intervals are constructed using the empirical

quantiles.

4 Empirical Studies

In this section, we first compare the proposed model to alternative methods for han-
dling false positives or false negatives in multinomial data in simulated settings without
covariate information, repeated measurements, or validation data to inform the model,
similar to the official crime data application. In a second scenario, we compare the pro-
posed model to a multispecies occupancy model in settings designed to mimic the bat
monitoring study.
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The first scenario examines the estimation performance of missZIDM with respect
to the at-risk probability, 77, the probability of misclassification, 1, the true probability
of each category, ®, and the confusion matrix, 8%, at varying percentages of at-risk ob-
servations and misclassification. In the first scenario, we compare missZIDM to a similar
approach that does not accommodate false negatives (missDM), an approach that as-
sumes the true and observed classifications follow Dirichlet-multinomial models which
does not explicitly model misclassification or handle false negatives (DMDM, similar
to Swartz et al., 2004), and the recently developed zero-inflated Dirichlet-multinomial
model (ZIDM; Koslovsky, 2023), which is designed to accommodate false negatives but
not false positives. In this scenario, the models ignore any potential covariates and
therefore only estimate intercept terms for n, ¥, and . For the DMDM model, we set
ver = (logit ™ (1) /T 4 (1 —logit ™" (114))) x T/logit ™ * (1), which places a similar prior
probability for correct classification as the methods with misclassification indicators.
All methods were implemented in R using Repp (Eddelbuettel and Francois, 2011).

In this scenario, we generated N = 50 observations of L;; = 100 individuals to
cluster into C' = 10 categories. We assumed that the true number of categories, T,
matched the potentially observed number of categories, C. We evaluated the model in
four settings with varying percentages of at-risk observations (1 - % true negatives)
and misclassification (false positives). In these settings, we set n; = 1 (i.e., no repeated
measurements). Observation-specific at-risk indicators were sampled from a Bernoulli
distribution with the probability of an at-risk observation set to either 0.25 or 0.75.
The true classification of each individual was generated from a Dirichlet-multinomial
distribution with concentration parameters set to one and overdispersion parameter set
to 0.01, so that the model assumptions did not match the true data generation process.
Misclassification occurred with 0.25 or 0.75 probability. The observed classifications were
generated from a Dirichlet-multinomial model with a similar overdispersion parameter
as above. We set concentration parameters vy equal to their index (e.g., vy = ¢) with
the tth element also equal to one, placing the least probability on a correct classification
by chance. No validation data were used in these settings.

In the second scenario, we investigate how the proposed method performs when used
for inference in multispecies occupancy-detection settings with data generated to mimic
the bat monitoring data set. We evaluate the performance of the method with varying
percentages of overdispersion in the true counts. We compare the proposed model to
a similar version of the multispecies occupancy-detection model presented in Wright
et al. (2020), which we refer to as DMZIP. This approach differs from the proposed
model in that it makes distributional assumptions for the ecological process, does not
explicitly model the latent classifications, and uses a confusion matrix to accommo-
date potential misclassification. Using the notation of our proposed model, DMZIP as-
sumes the detection counts of each species Zle”l I(zij1e = 1) ~ Poisson(\;;:Gijt), where
Cijt ~ Bernoulli(n;;). Given the true latent cluster, the observed individual classifica-
tions y,;; ~ Multinomial(@;), where 6; ~ Dirichlet(v,;). Code to implement DMZIP
was adapted from Stratton (2022).

Specifically, we generated N = 50 sites with n; = 5 visits per site and C' = 10 possible
species to observe. No covariates were used in the baseline simulation setting. Parameter
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values for the occupancy probabilities, encounter rates, and confusion matrix used to
simulate the data were obtained from the posterior mean estimates obtained with the
count detection model fit to acoustic data in Stratton et al. (2022). The true occurrence
probabilities ranged from 23% to 90%. Instead of assuming the total number of counts
was fixed, as in scenario 1, the relative activity or encounter rates for each species at
each site visit was generated from a negative binomial distribution with mean (;;*A; and
variance ((;;+A\¢ )2 /o, where (;; is the site-level occupancy indicator for a given species, \;
is the expected number of detections or encounter rate of species ¢ obtained from the bat
monitoring data which ranged from 2.0 to 28.2, and ¢ is an overdispersion parameter.
Note that as o increases, the variance of the sampling distribution approaches the mean,
and the data are more Poisson-like. The models were evaluated with o € {0.1,1,100}
and 25% validation data.

We then evaluated model performance on data generated similar to scenario 2 but
with covariates informing the occupancy probability and the true encounter rates. We
simulated 5 continuous covariates from a standard normal distribution in both levels of
the model. In this setting, we set the overdispersion parameter for the negative binomial
distribution ¢ = 1. The intercept terms 8,,, (8,,,) were randomly sampled uniformly
from logit(0.25) to logit(0.95) (0 to log(10)) with covariate effects set to +1 (£0.2)
with equal probability. The off-diagonal elements of the classification matrix 6 were
sampled uniformly from 0.01 to 0.2 with diagonal elements uniformly sampled from
0.5 to 0.95. Thereafter, the rows of @ were scaled to sum to one, and the individual
classifications were sampled from a Multinomial(1, 8;). In this setting, we assumed 25%
of the data were validated. Additionally, we evaluated the models in various other data
generation settings including those with different sample sizes, sampling efforts, and
percent validated data.

In both scenarios, each of the MCMC algorithms were run for 5,000 iterations treat-
ing the first 2,500 as burn-in and thinning to every other iteration, providing 1,250
iterations for inference. We assumed non- or weakly-informative priors v, = 14, = 0'72] =
05) = 0?/ = 1. In settings with no covariates in the model, we set p, and u, following
the data generation process for all models. In settings with covariates in the model,
the prior mean for the regression coefficients was set to 0. In the sensitivity analysis
presented in the Supplementary Material, we explore the impact of prior misspecifica-
tion of these hyperparameters on inference. To initialize each model, we set the true
classifications Z; to the observed classifications Y;, with 7; set accordingly. Auxiliary
parameters, wr,, ., and we,,;, and at-risk indicators, (;;; and ., were initialized at one.
The auxiliary parameters u; and p;; were randomly initialized from a Gamma(1,1) and
regression coefficients were set to 0.

We evaluated the models in terms of the average absolute value of the difference be-
tween the estimated and true probabilities (ABS) and Frobenius norm (FROB), which
is the square root of the sum of the squared difference of the estimated and true prob-
abilities for 1, 1, 8, and ©. Note that the proposed method is the only method that
provides estimates for all parameters simultaneously. In settings where covariates were
incorporated into the data generation process (results presented in the Supplementary
Material), the models were compared with respect to the estimation of the occupancy
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probability regression coefficients, 3, , and the confusion matrix, 0", because these main-
tained similar interpretation among all models. Results we report below were obtained
by averaging over 50 replicated data sets for each setting.

4.1 Results

In the first scenario, the estimation performance for the probability of an at-risk observa-
tion, 1, improved as the true percentage of at-risk observations increased for missZIDM
and ZIDM, with missZIDM demonstrating better performance than ZIDM in settings
with more structural zeros (i.e., 25% at-risk observations) regardless of the amount of
misclassification (Table 1). We observed that the proposed missZIDM always outper-
formed missDM, which ignores potential zero-inflation, when estimating the probability
of misclassification, 0. All methods obtained relatively similar estimation performance
for the true classification probabilities, ®, with the proposed method demonstrating a
slight advantage in the setting with 25% at-risk observations and misclassification. Es-
timation accuracy for the confusion matrix, 8*, reduced as the percentage of misclassifi-
cation increased for all methods. The proposed method and DMDM both outperformed
missDM with respect to estimating the confusion matrix, 8*. However, DMDM obtained
a two-fold reduction in the absolute value of the bias compared to missZIDM when data
were generated with greater misclassification percentages (0.04 and 0.08, respectively).
Recall that missZIDM, unlike DMDM, does not directly provide estimates for 8*, but
they can be obtained using the estimated 1) and @ values.

In scenario 2, we found the DMZIP model obtained the best estimation performance
for B, and 6" when o = 100 (Table 2). However in settings with more overdispersion
(c =1 and 0.1), the proposed method outperformed DMZIP with respect to both
parameters. Notably, estimation performance was worse for both methods when o =
0.1. Similar trends were observed with 75% validated data (Supplementary Table S1).
These results demonstrate how the proposed method is preferred in the presence of
overdispersion. Additionally, we found that missZIDM obtained the best estimation
performance for 8, and 0" with covariates in the model, more species types, visits, and
sites (Supplementary Table S2).

One of the major challenges of modeling measurement error in multinomial data
is non-identifiability of the parameters, because there is no information contained in
the raw data to inform zero-inflation or misclassification probabilities. Our approach
is designed to account for non-identifiability through informative prior specifications
and/or incorporating a subset of validation data to inform parameter estimates. As
such, inferential results obtained by our method, and any method designed to model
measurement error in multinomial data, will be sensitive to the amount of validation
data used to inform the model as well as the specification of the hyperparameters. In the
Supplementary Material, we present an extensive sensitivity analysis of the proposed
model with varying percentages of validated data (Supplementary Tables S3 and S4) and
hyperparameter specification (Supplementary Tables S5 and S6). Based on these results,
we found that validation data are useful when available. With only 10% validation
data, the proposed method was able to obtain less than 0.05% bias for all probability
estimates on average. In the absence of validation data, the model performed better



25% at-risk observations and 25% misclassification

n Y S 6
ABS FROB ABS FROB ABS FROB ABS FROB
missZIDM  0.05 (0.02) 0.25 (0.05)  0.02 (0.01) 0.07 (0.02)  0.02 (0.00) 0.71 (0.06)  0.01 (0.00) 0.14 (0.02)
missDM - - 0.18 (0.01)  0.56 (0.02) 0.05 (0.00)  1.49 (0.07) 0.04 (0.00)  0.62 (0.02)
DMDM - - - - 0.05 (0.00)  1.66 (0.08) 0.01 (0.00)  0.15 (0.00)
ZIDM 0.3 (0.01)  0.43 (0.02) - - 0.05 (0.00)  1.63 (0.08) - -
25% at-risk observations and 75% misclassification
n Y S 6
ABS FROB ABS FROB ABS FROB ABS FROB
missZIDM  0.09 (0.01) 0.33 (0.03)  0.36 (0.01) 1.15 (0.04)  0.11 (0.00) 3.76 (0.14) 0.08 (0.00) _ 1.29 (0.04)
missDM - - 0.47 (0.01)  1.49 (0.03) 0.12 (0.00)  3.75 (0.16) 0.09 (0.00)  1.61 (0.03)
DMDM - - - - 0.12 (0.00)  3.93 (0.18)  0.04 (0.00) 0.45 (0.00)
ZIDM  0.14 (0.01)  0.45 (0.01) - - 0.12 (0.00)  3.93 (0.18) - -
75% at-risk observations and 25% misclassification
n Y S) 0
ABS FROB ABS FROB ABS FROB ABS FROB
missZIDM ~ 0.03 (0.01) _ 0.12 (0.04)  0.03 (0.01) 0.10 (0.04)  0.03 (0.00) _ 0.84 (0.03) 0.01 (0.00) _ 0.17 (0.03)
missDM - - 0.09 (0.02)  0.28 (0.05) 0.03 (0.00)  0.82 (0.02) 0.02 (0.00)  0.35 (0.05)
DMDM - - - - 0.03 (0.00)  0.81 (0.02)  0.01 (0.00) 0.15 (0.00)
ZIDM  0.02 (0.01) 0.07 (0.04) - - 0.03 (0.00) 0.81 (0.02) - -
75% at-risk observations and 75% misclassification
n P o 0"
ABS FROB ABS FROB ABS FROB ABS FROB
missZIDM  0.03 (0.01) _ 0.11 (0.03)  0.40 (0.01) 1.26 (0.03)  0.07 (0.00) _ 1.99 (0.08) 0.08 (0.00) _ 1.40 (0.03)
missDM - - 0.44 (0.01)  1.40 (0.02) 0.06 (0.00)  1.70 (0.07) 0.09 (0.00)  1.53 (0.02)
DMDM - - - - 0.06 (0.00)  1.53 (0.07)  0.04 (0.00) 0.45 (0.00)
ZIDM  0.01 (0.00) 0.04 (0.01) - - 0.06 (0.00) 1.53 (0.07) - -

Table 1: Simulation Results for Scenario 1: Estimation performance for N = 50 observations, n; = 1 measurements, L;; = 100
individuals, and T' = 10 categories at varying percentages of at-risk observations and misclassification with 0% validation
data. Bold indicates the best performing models. Standard deviations of performance metrics across the replicate data sets
are provided in parentheses. ABS — absolute value of the difference between the estimated and true probabilities; FROB —
Frobenius norm.
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o=0.1
n 0"
ABS FROB ABS FROB
missZIDM ~ 0.27 (0.07) 0.94 (0.20) 0.01 (0.00) 0.25 (0.01)
DMZIP 0.46 (0.01)  1.54 (0.02) 0.04 (0.01)  1.24 (0.02)
oc=1
n [
ABS FROB ABS FROB
missZIDM ~ 0.15 (0.02) 0.60 (0.08) 0.01 (0.00) 0.22 (0.02)
DMZIP 0.22 (0.01)  0.76 (0.04) 0.03 (0.00) 1.04 (0.05
o =100
n 0"
ABS FROB ABS FROB
missZIDM ~ 0.17 (0.01) _ 0.66 (0.06) 0.02 (0.00)  0.28 (0.03)
DMZIP  0.03 (0.01) 0.12 (0.03) 0.01 (0.00) 0.15 (0.03)

Table 2: Simulation Results for Scenario 2: Estimation performance for data generated
similar to the bat monitoring data with 25% validation. Bold indicates the best per-
forming models. Standard deviations of performance metrics across the replicate data
sets are provided in parentheses. ABS — absolute value of the difference between the
estimated and true probabilities; FROB — Frobenius norm.

with lower concentration parameters for the true classification probabilities, or relative
abundances, and the observed classification probabilities. Additionally, we found that
the model was relatively robust to misspecification of the misclassification prior for all
other parameters. Similar results were observed for changes in the prior for the at-risk
probability.

5 Real Data Applications

In this section, we apply the proposed method to two publicly available data sets. In
Section 5.1, we show how the proposed method can serve as an alternative approach
for accommodating imperfect detection in multispecies occupancy-detection modeling.
For this analysis, we incorporate validation data to inform the true relative abundances,
classification probabilities, and occupancy probabilities. In Section 5.2, we demonstrate
how to accommodate potential zero-inflation and misclassification in official crime data
in an unsupervised setting.

5.1 Application to Multispecies Bat Acoustic Monitoring Data

The goal of occupancy modeling in ecological research is to draw inference on species’
true occurrence given a set of observations that are subject to imperfect detection due
to observational error. Imperfect detection typically occurs in two different ways: (1) a
species may go undetected and (2) an observed individual may be misclassified. Even
with increased sampling effort, imperfect detection may still occur, resulting in biased
inference if ignored when modeling (Kellner and Swihart, 2014).
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Historically, statistical methods developed to handle imperfect detection have fo-
cused on non-detection (Hoeting et al., 2000; Bayley and Peterson, 2001; MacKenzie
et al., 2002; Royle and Nichols, 2003; MacKenzie et al., 2003; Tyre et al., 2003; Broms
et al., 2015; Dorazio et al., 2006, 2011; Devarajan et al., 2020). However, more re-
cently researchers have proposed methods that account for both non-detection and
misclassification, in part due to the emergence of automated species detection methods
(e.g., unmanned aerial systems and automated recording units) and volunteer-based sur-
veys (e.g., citizen science) for monitoring wildlife populations (McClintock et al., 2010).
When developing single- or multispecies (community) occupancy models, researchers
typically take a hierarchical approach, often referred to as occupancy-detection models,
which jointly model the ecological and observation (or detection) process. This tech-
nique allows researchers to differentiate between latent species occupancy and observed
species detection and effectively account for potential misclassification. Typically, this is
achieved by introducing a site- or location-specific latent species indicator that models
whether or not a species is present, reminiscent of the latent at-risk indicator for han-
dling zero-inflation in count data. If the species is present (absent) at that site, there
is a positive (zero) probability of detecting it. See Blasco-Moreno et al. (2019) for an
in-depth discussion of zero counts in the context of ecological research studies, Scharf
et al. (2022) for an overview of hierarchical models for occupancy data, and MacKenzie
et al. (2017) for more background on methods for estimating and modeling occupancy.

Methods that handle potential species misclassification in occupancy modeling were
initially developed for single species studies (Royle and Link, 2006; Miller et al., 2011;
Chambert et al., 2015; Ruiz-Gutierrez et al., 2016; Chambert et al., 2018b). Chambert
et al. (2018a) introduced a two-species occupancy model that accounts for both species
misidentification and non-detection. Their approach is based on the premise that false
detections for a given species occur due to the misidentification with a closely related
species. Recently, Wright et al. (2020) developed a multispecies occupancy model that
handles both forms of measurement error for two or more species at each site visit. By
assuming (1) the true count of each species follows a Poisson distribution given it is
present at the site visit, (2) the number of detections for each species follows a multino-
mial distribution given the true species counts, and (3) the detection counts are inde-
pendent across species, the authors demonstrate how the observed /detected counts can
be directly modeled without conditioning on the true count for each species. Spiers et al.
(2022) developed a multispecies occupancy model similar to Wright et al. (2020) that
accommodates individual-level validation data (as opposed to site-level) which allows
for more flexibility when modeling heterogeneity with covariates and morphospecies.

In this analysis, we demonstrate the proposed method on data collected in a multi-
species bat acoustic monitoring study conducted in British Columbia, Canada between
2016 and 2020. Details of the study design and data are found in Stratton et al. (2022)
and Stratton (2022). Briefly, one to six stationary acoustic recording devices were placed
in N = 55 sites following the North American Bat Monitoring Program guidelines and
were typically activated for seven nights (Loeb et al., 2015). Similar to Stratton et al.
(2022), we analyze detections from the first and last nights to minimize potential over-
lap and dependencies, leading to n; = 2 to 12 measurements for each site over the five
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Common Name Scientific Name Mean (Variance) % Zero
Big brown bat Eptesicus fuscus (EPFU) 3.5 (256.0) 66
Hoary bat Lasiurus cinereus (LACI) 3.1 (396.8) 65
Silver-haired bat Lasionycteris noctivagans (LANO) 12.4 (2703.4) 34
California myotis Myotis californicus (MYCA) 4.5 (264.3) 54
Western small-footed myotis Myotis ciliolabrum (MYCI) 2.9 (265.4) 83
Western long-eared myotis ~ Myotis evotis (MYEV) 1.7 (28.2) 63
Little brown myotis Myotis lucifugus (MYLU) 25.9 (4339.6) 26
Long-legged myotis Mpyotis volans (MYVO) 2.7 (114.3) 59
Yuma myotis Myotis yumanensis (MYYU) 5.0 (625.5) 69
Other - 0.98 (25.7) 7

Table 3: Observed mean, variance, and % zero observations for each species in the bat
monitoring study.

year period. There were T = C = 10 total bat species categories available for anal-
ysis, including an other category for species that were difficult to detect acoustically
or that were not widespread. Each acoustic recording was classified using Kaleidoscope
Pro acoustic classification software for bats (https://www.wildlifeacoustics.com).
A unique attribute of these data is that each acoustic recording was additionally vali-
dated by a bat expert. For this analysis, we let half of all revisits from every site include
validation data, similar to Stratton et al. (2022). Additionally, we included site-specific
covariates, ®;, measuring year (categorical with 2016 as the reference), annual mean
elevation (kilometers), precipitation (millimeters), and temperature (degrees Celsius)
for the occupancy (or at-risk) portion of the model. We included nightly minimum air
temperature (degrees Celsius), total precipitation (millimeters), and percentage of the
moon illuminated by the sun (percent) measured from the centroid of the site at each
visit to model the encounter rates or relative abundances for the DMZIP and missZIDM
models, respectively. All continuous covariates were standardized prior to analysis. In
this analysis, the average number of observed individuals per site visit was 62.6, ranging
from 1 to 992. The means, variances, and percent zero counts for each species across
site visits are presented in Table 3. We observed mean counts ranging from 1.7 to 25.9
with variances ranging from 25.7 to 4339.6 and percent zeros ranging from 26% to 83%.

For inference, missZIDM was run for 10,000 iterations, treating the first 5,000 as
burn-in and thinning to every other iteration. The model was initialized similar to
scenario 2 of the simulation study. We assumed relatively weak or non-informative priors
with vye =1, % =1, ug, = pg, =0, and 0127 = 03) = J,2Y = 1. We compared the results of
the proposed model to DMZIP with similar prior assumptions. Convergence and mixing
of the models was visually inspected using traceplots. See Supplementary Material for
traceplots for a random subset of the parameters (Supplementary Figures S1-S7). To
further assess the convergence of the model, we ran another chain initialized with w,,,,, =
We,i; = Grig = e = 0.5, ug, pij ~ Gamma(1,1), and regression coefficients sampled from
a standard normal. We then compared the two chains with the Gelman-Rubin statistic,
which was less than 1.1 for each parameter (Brooks and Gelman, 1998).

Figure 2 presents the estimated confusion matrix probabilities for the proposed
missZIDM model, as well as the differences with the DMZIP model. The models found
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Figure 2: Bat Monitoring Application Results: The left subplot shows the estimated
confusion matrix probabilities using the proposed missZIDM model. The right subplot
presents a heatmap of the difference between the estimated confusion matrix probabil-
ities of missZIDM and DMZIP.

relatively similar results, with the average (SD) absolute difference between all cells of
the confusion matrix equal to 1% (2%). The largest differences in misclassification (1—
diagonal elements of the confusion matrix) estimates were DMZIP estimating 10.1%
more misclassification for EPFU, 7% more for MYVO, and 13% more for the other
category. Additionally, the proposed method estimated 7% more misclassification for
LACT and 3% more for MYYU compared to DMZIP. In the Supplementary Material,
we provide tables for the estimated confusion matrix probabilities and corresponding
95% credible intervals for missZIDM and DMZIP (Supplementary Tables S7 and S8,
respectively).

We investigated the estimated covariate associations for occupancy in both models.
The estimates plotted in Figure 3 for 3, are interpreted as log odds ratios for occu-
pancy at each site visit. Overall, the results were quite similar between the models.
Neither method found a strong effect for time on occupancy. However, both models
estimated a decrease in the odds of occupancy for EPFU in 2019 compared to 2016,
and DMZIP estimated an increase in the odds of occupancy for LANO in 2020 com-
pared to 2016. We found that an increase in elevation was associated with an increase
in the odds of occupancy for most species, with the exception of MYVO. We observed
mostly negative associations between precipitation and occupancy, although most of
the 95% credible intervals contained 0 for both models. The strongest relation was for

MYCI, where a millimeter increase in precipitation was associated with a 95% decrease
in occupancy. EPFU, LACI, LANO, MYCA, MYCI, and MYYU were all found to
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Figure 3: Bat Monitoring Application Results: Posterior estimates of regression coeffi-
cients for occupancy for the proposed missZIDM and DMZIP models. Dot represents
the posterior mean with error bars representing the 95% credible intervals.

have positive associations between temperature and occupancy. However, temperature
was negatively associated with occupancy for MYVO. Temperature has previously been
found to be associated with occupancy for EPFU, LACI, and LANO in a study con-
ducted in North Carolina during the winter season (Parker Jr et al., 2020). Typically
the proposed method was more conservative than DMZIP with respect to parameter
uncertainty for all covariate effects.

Figure 4 presents the estimated multiplicative effect for a one-unit increase in each
covariate (i.e., temperature, precipitation, and illumination) on the relative abundance
of each species using the proposed model given the sample average of the other co-
variates, my,. As described previously, the effect of a covariate on each species’ relative
abundance depends on its association with the other species’ relative abundances. As
such, a positive (negative) association between a covariate and a species’ relative activity
does not imply a positive (negative) association with the species’ relative abundance.
For example, precipitation was found to be negatively associated with a majority of
the bat species’ relative activity using the DMZIP model (Figure 5) as well as the
concentration parameters of the proposed model (Supplementary Figure S8). However,
precipitation was positively associated with 7/10 species’ relative abundances, which
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Figure 4: Bat Monitoring Application Results: Posterior estimates of the multiplica-
tive effect for a one-unit increase in each covariate on the relative abundance of each
species using the proposed model. Dot represents the posterior mean with error bars
representing the 95% credible intervals.

reflects the differences in the effects of precipitation on bat activity across species. The
overall negative relations observed between bat activity and precipitation in this analysis
corroborate previous findings that attribute the reduction to various factors, including
increased flight metabolism of wet bats, interference with echolocation, and availability
of prey (Griffin, 1971; Burles et al., 2009; Voigt et al., 2011). Previous studies have
shown that activity by insectivorous bats is sensitive to environmental conditions, with
different effects observed for different species (Thies et al., 2006; Vasquez et al., 2020;
Rodriguez-San Pedro et al., 2024). For example, bat species’ response to moonlight in-
tensity and temperature has been found to be species-specific (Saldafa-Vazquez and
Munguia-Rosas, 2013; Kliig-Baerwald et al., 2016; Appel et al., 2017; Vasquez et al.,
2020). We found mixed results regarding the associations between nightly minimum air
temperature and moon illumination and relative abundances. We observed a negative
association between temperature and the relative abundances of MYCA and MYEV.
We also observed a negative association between moon illumination and the relative
abundance of MYCI with missZIDM, in addition to its relative activity with DMZIP.
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Figure 5: Bat Monitoring Application Results: Posterior estimates of regression coeffi-
cients for relative activity using the DMZIP model. Dot represents the posterior mean
with error bars representing the 95% credible intervals.

One of the advantages of the proposed method is that it does not require making
distributional assumptions for the latent ecological process to simultaneously model non-
detection and misclassification in multispecies settings. By leveraging a combination of
data augmentation techniques, the proposed method is able to scale to high-dimensional
settings while additionally modeling the latent classifications and generating inference
on the true relative abundances of each species at each site measurement. While mis-
sZIDM teases apart the task of modeling the true classifications and ecological process,
it does not preclude embedding the proposed model into larger hierarchical frameworks
aimed at simultaneously inferring the ecological process. This is similar to techniques
used in integrated population modeling (Schaub and Abadi, 2011).

5.2 Application to Official Crime Data

In this analysis, we apply the proposed method to incident-level official crime data
that include victim-involved offenses reported by Colorado law enforcement agencies to
the National Incident-Based Reporting System (NIBRS) in 2022 (publicly available on-
line; Bureau of Justice Statistics, 2023). Collected under the Uniform Crime Reporting
Program (UCR), NIBRS data contain criminal incidents that are known to law enforce-
ment and serve as the national standard for official crime reporting in the United States
(Addington, 2019). Since the UCR inception in 1991, NIBRS data have continued to im-
prove upon official criminal data monitoring by providing greater breadth and depth in



M. D. Koslovsky, A. Kaplan, V. A. Terranova, and M. B. Hooten 19

reporting information about criminal incidents, context about specific crime problems,
and more capacity for data analysis about nation-wide crime trends.

One of the challenges of analyzing NIBRS crime data is the high occurrence of zero
counts due to rarely occurring crimes (e.g., murder) (Rydberg and Carkin, 2017; Luo
et al., 2022), data entry errors (Wheeler and Kovandzic, 2018), and the underreporting of
criminal incidents (Skogan, 1974; Wormeli, 2018). For example, victim-involved criminal
incidents including violent, domestic violence, or sexual assault offenses are particularly
likely to go unreported to law enforcement (Langton et al., 2017). Another challenge of
modeling NIBRS crime data is they are subject to misclassification by law enforcement
agencies (Bibel, 2015). Common misclassification errors may occur when a criminal
offense is coded incorrectly in comparison to qualitative incident information provided
in the probable cause affidavit (Nolan et al., 2011). For example, a criminal incident
may be incorrectly coded to include a simple assault offense instead of an aggravated
assault when the presence of a weapon is detailed in the affidavit. Misclassification errors
may also occur when the NIBRS coding category fails to include the necessary level of
specificity for a certain type of offense circumstance within a criminal incident (Osborne
et al., 2019; Haberman et al., 2022). For example, incidents that involve a robbery
offense cannot be differentiated further by typology such as carjacking, bank robbery,
or residential invasion. The amount of misclassification has been found to vary by crime
type (Nolan et al., 2011) and can result in the over- and undercounting of certain
crime categories. Without accurate reporting, criminal justice research using official
data is vulnerable to potential biases introduced by law enforcement reporting practices
that misrepresent true criminal phenomenon (Pina-Sénchez et al., 2023). Given the
widespread use of NIBRS data to inform resource allocation, criminal justice policy, and
the empirical understanding of crime phenomena, it is critical to account for potential
classification errors to improve the accuracy of criminal incident reporting.

In this analysis, we demonstrate how the proposed method can be used to account
for potential zero-inflation and misclassification when estimating crime incidents. We
applied the proposed method to incident-level victim-involved crime data (i.e., murder,
rape, sodomy, sexual assault with an object (SAO), fondling, robbery, aggravated as-
sault, simple assault) reported by all Colorado agencies to NIBRS in 2022. These data
capture 55,198 total reported incidents over N = 216 agencies, ranging from 318 inci-
dences of murder to 29,747 incidents of simple assault. We observed 50% of the crime
categories reported by law enforcement agencies were zero counts. Across the different
categories, murder had the highest proportion of zero counts (i.e., 76%).

In the absence of validation data to inform misclassification probabilities, we eval-
uated the model using three different prior specifications. In the first setting (Naive),
we assume that the probability of an at-risk observation for a given crime, 7, is 0.50,
there is a 0.05 probability of misclassification for each crime (i.e., ¥y = 0.05), and each
crime is equally likely to be misclassified as another crime with a small probability of a
lucky guess (i.e., v = 1 with v = 0.001). Without knowledge regarding the amount of
misclassification in the data, it is difficult to specify the concentration hyperparameters
for the true relative abundances. Thus in the Naive setting, we take an empirical Bayes
approach and set the concentration hyperparameters to the log of the average observed
relative abundances across agencies scaled by 1,000.
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The assumption that each crime is equally likely to be misclassified as another crime
is somewhat unrealistic as some crimes are more similar than others. For example,
a simple assault is more likely to be misclassified as an aggravated assault than a
homicide. Therefore in a second setting (Blocked), we formed three groups of victim-
involved crimes including murder, sex offenses (i.e., rape, sodomy, SAO, and fondling),
and other violent crimes (i.e., robbery, aggravated assault, and simple assault) within
which misclassification was more likely. For implementation, we assumed a block matrix
for v with v, = 1,000 for the off-diagonal elements within each block and v;. = 1le—35,
otherwise. The other hyperparameters were set similar to the Naive model.

In a third setting, we used historical data from Nolan et al. (2011) to inform the
model (Historical). Previously, Nolan et al. (2011) performed a validation study on 3
of the 12 largest municipal police agencies in a mostly rural southeastern state for 15
crime categories using Uniform Crime Reporting (UCR) data collected in 2002. As this
information may not fully represent those found in our application data, we recommend
validating the results obtained from this analysis prior to generalization. In the vali-
dation data, Nolan et al. (2011) found that 21.6% of the rape incidents, 7.3% of the
other sex offenses, 5.0% of the robberies, 8.4% of the aggravated assaults, and 1.8% of
the simple assaults were misclassified. We used these misclassification probabilities to
specify 1 in our model, with 7.3% misclassification assumed for each of the sex offense
incidents analyzed. Because there were no misclassifications found in the validation set
for murder, we assumed a small probability of error for analysis (i.e., 0.0001). Addi-
tionally, we set the concentration hyperparameters for the true classifications to the log
of the “statistically adjusted” relative abundances from Nolan et al. (2011) scaled by
1,000. We assumed a similar block matrix for v with v, = 1,000 for the off-diagonal
elements within each block, 14 = 0.001, and v, = le—8, otherwise. The remaining
priors were specified similar to the other settings.

In each setting, the MCMC algorithm was run for 200,000 iterations, thinning to
every 25th iteration and treating the first 2,000 as burn-in, leaving 2,000 iterations for
inference. Estimated true classifications were obtained using the salso method with
Binder’s loss (Dahl et al., 2022). Convergence and mixing of the models was visually
inspected using traceplots. See Supplementary Material for traceplots for a random
subset of the parameters (Supplementary Figures S9-S12).

Table 4 reports the estimated mean incidence with 95% credible intervals for each
crime using the proposed method. Under the assumptions of the Naive model, the
misclassified incidents from the smaller crime categories gravitated towards the largest
category, simple assault. Overall, we observed the estimated crime incidents for the
Blocked model were the most similar to the observed classifications. These results were
expected as the prior specification in this setting aligns closely to the observed data. The
Naive model estimated the highest number of misclassifications (2,160), compared to
817 and 1,529 for the Blocked and Historical models, respectively (Figure 6). With the
Blocked and Historical models, no misclassifications were observed outside of the blocked
structure, whereas the Naive model estimated 134 misclassifications. In all settings,
the majority of misclassifications estimated were for true simple assaults observed as
aggravated assaults.



Murder Rape SAO Sodomy  Fondling Robbery Aggravated Assault Simple Assault
Observed 318 2245 620 579 2340 4215 15134 29747
Naive 260.2 2156.7 546.1 579.8 2273.8 3998.7 14195.0 31187.7

(247, 277) (2125, 2194) (522, 580) (566, 598) (2193, 2334) (3950, 4050) (14119, 14269) (31107, 31275)
Blocked  313.6 2236.1 622.6 584.6 2340.7 4268.0 15385.8 29446.6

(257, 318) (2230, 2242) (617, 628) (579, 591) (2334, 2346) (4249, 4288) (15337, 15448) (29381, 29493)
Historical 344.8 2169.7 644.9 590.0 2352.6 4290.9 14073.7 30731.5

(336, 354) (2160, 2178) (635, 656) (582, 599) (2341, 2363) (4271, 4312) (13975, 14184) (30623, 30832)

Table 4: Crime Application Results: Observed and estimated mean incidents and corresponding 95% credible intervals (below
in parentheses) obtained with the proposed model using different prior formulations.
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Figure 6: Crime Application Results: Probability of observed classification given the
true classification estimated using the three modeling assumptions. Note that each row
sums to one, and the counts represent the number of misclassified incidents.

In this analysis, we demonstrate how the proposed method can be used to account
for potential biases in the estimation of criminal incidents attributable to zero-inflation
in and misclassification of official crime data. While we illustrated how prior knowledge
and historical data can be used to inform the model, using non-representative or inaccu-
rate information may do more harm than good mitigating biases in official crime data.
However, specifying informative priors based on historical data or expert knowledge
may still be preferred over naive prior assumptions when appropriate. For example in
our application, it is reasonable to justify that murders are rarely misclassified. Whereas
the true crime classification probabilities obtained from the historical data collected in
a mostly rural southeastern state in 2002 may not be fully representative of the crime
patterns found in Colorado in 2022. In practice, we recommend collecting validation
data for a subset of the data analyzed to account for spatial and temporal variation in
misclassification rates.

6 Conclusions

In this work, we propose the first method for simultaneously accommodating false
positives and false negatives in multinomial data. Our model can naturally incorpo-
rate existing knowledge of zero-inflation or misclassification through prior specification
and/or easily accommodate validation data to inform the model. In simulation, we
demonstrated that our approach obtains similar or improved estimation performance
for at-risk, true classification, and misclassification probabilities compared to alternative
methods that ignore one or both forms of measurement error. We further show how the
proposed approach can provide more accurate estimation for at-risk and classification
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probabilities than existing multivariate methods in the presence of overdispersed data
because it does not require accurately specifying the latent count process. By simulta-
neously modeling misclassification at the individual level with potential non-detection,
our approach accommodates the uncertainty of non-detection occurring if the species
is present but not observed at each site visit and if each of the individuals observed for
a particular species at a given site are incorrectly classified. Conceptually, the method
of Wright et al. (2020) and Spiers et al. (2022) could be adjusted to accommodate po-
tential overdispersion by replacing the Poisson distribution with a negative binomial
distribution. This approach serves as a potentially viable alternative for modeling mis-
classification in overdispersed multivariate count data, but it would not be appropriate
for multinomial or compositional data settings where the total number of counts is
fixed.

While demonstrated in ecological and criminal justice research settings, the pro-
posed method is applicable to other settings in which zero-inflated multinomial data
with potential misclassification are collected. For example, the method could be used
to model zero-inflated multivariate count data collected in human microbiome research
settings that are subject to measurement error introduced at various stages of the mea-
surement protocol (Pollock et al., 2018; Clausen and Willis, 2022). Additionally, citizen
science and crowdsourcing projects often task contributors with classifying different fea-
tures, such as radio technosignatures to help detect extraterrestrial life (Margot et al.,
2019), types of stars based on their spectra (DeLisle and Barker, 2024), as well as
images, videos, sounds, water samples, and/or sensor data for biodiversity research,
Earth observation, and geography and climate change research (Schmidt et al., 2013;
Pocock et al., 2014; Ficetola et al., 2016; Lahoz-Monfort et al., 2016; Willoughby et al.,
2016; Fraisl et al., 2022). In the context of conservation research and wildlife moni-
toring studies, the proposed method could be customized to answer pressing research
questions. For example, to accommodate occupancy dynamics, one could assume the
probability a site is in a given occupancy state is governed by a Markov process, similar
to Miller et al. (2013). In the second application study, we investigated official data
of criminal incidents reported by law enforcement agencies. However, it is well known
that there are discrepancies between official, victim- and self-reported crime data. In
future work, our proposed method could be used to evaluate potential biases in offi-
cial data reported across different sources by accommodating multiple measurements
for each site, or in this case, jurisdiction, and covariate information for true relative
abundances.
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