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RECTIFIABILITY AND TANGENTS IN A ROUGH RIEMANNIAN

SETTING

MAX GOERING, TATIANA TORO, AND BOBBY WILSON

Abstract. Characterizing rectifiability of Radon measures in Euclidean space has led to fun-
damental contributions to geometric measure theory. Conditions involving existence of prin-
cipal values of certain singular integrals [MP95] and the existence of densities with respect to
Euclidean balls [Pre87] have given rise to major breakthroughs. We explore similar questions
in a rough elliptic setting where Euclidean balls B(a, r) are replaced by ellipses BΛ(a, r) whose
eccentricity and principal axes depend on a.

Precisely, given Λ : Rn → GL(n,R), we first consider the family of ellipses BΛ(a, r) =
a+Λ(a)B(0, r) and show that almost everywhere existence of the principal values

lim
ǫ↓0

∫
Rn\BΛ(a,ǫ)

Λ(a)−1(y − a)

|Λ(a)−1(y − a)|m+1
dµ(y) ∈ (0,∞)

implies rectifiability of the measure µ under a positive lower density condition. Second we
characterize rectifiability in terms of the almost everywhere existence of

θ
m
Λ(a)(µ, a) = lim

r↓0

µ(BΛ(a, r))

rm
∈ (0,∞).

1. Introduction

In this paper, we study two classical questions from geometric measure theory: Does rectifia-
bility of a measure follow from its density properties? Does rectifiability of a measure follow
from the existence of principal values of singular integrals?

The origins of Geometric Measure Theory can be traced back to the 1920s and 1930s when
Besicovitch began studying the density question for 1-dimensional sets in the plane, [Bes28,
Bes38]. A modern formulation of Besicovitch’s results is that if we let m = 1, n = 2, and
µ = Hm E be a Radon measure for some Borel E ⊂ Rn then whenever

(1.1) 0 < µ(Rn) < ∞ and 0 < lim
r↓0

µ
(
B(x, r)

)

ωmrm
< ∞ µ− a.e. x,

it follows E is m-rectifiable. In [MR44], it was shown that when m = 1, n = 2, and µ is
any Radon measure, (1.1) implies rectifiability of µ. The extension n ≥ 2 was provided in
[Moo50]. Federer proved [Fed47] a general converse to Besicovitch’s question, i.e., that is m-
rectifiable measures have positive and finite density almost everywhere. In [Mar61] the first
step to considering m-dimensional sets for m ≥ 2 was made, proving that 2-dimensional sets in
Rn with density one at almost every point are rectifiable. In [Mar64], Marstrand showed that
if the s density of a measure exists on a set of positive measure then s is an integer. Finally the
density question for sets in Rn was resolved in [Mat75], where Mattila proved that if µ = Hm E
has density 1-almost everywhere, then E is rectifiable. Preiss ultimately resolved the density
question for measures in Euclidean space in [Pre87], see Theorem 1.5. The introduction of
[Pre87] is also a great source for a detailed history of this problem and brief description of the
difficulties that needed to be overcome for each subsequent generalization.

Another fundamental problem in geometric measure theory is understanding the relationship
between the regularity of a set or measure and the behavior of singular integral operators on
that set or measure. In the quantitative setting, David and Semmes [DS91, DS93] showed that
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the L2-boundedness of all singular integral operators of Calderon-Zygmund type is equivalent to
uniform rectifiability of Ahlfors regular measures. They conjectured that the L2-boundedness
of the Riesz transform should be sufficient to imply rectifiability of Ahlfors regular measures. In
[Mat95, MP95] a qualitative version of this conjecture was shown to be true: existence of princi-
pal values of m-dimensional Riesz transform implies rectifiability of measures under reasonable
density assumptions. The conjecture of David and Semmes was resolved in the codimension
one case in [NVT14]. Since then, there has been success in extending this codimension 1 quan-
titative characterization to the setting of other singular integrals which arise as the gradient
of fundamental solutions to divergent form elliptic PDEs with the ”frozen coefficeint method”
[KS11, CAMT19, PPT21, MMPT23]. We discuss some of the most relevant new results to the
current article in Section 1.1.

To study these problems we introduce a generalization of tangent measures called Λ-tangents.
This is in line with the generalization of Preiss’ tangent measures to metric groups, see [Mat05].
However, without a metric preserving group action, our methods fall outside those previously
used.

1.1. Principal values and rectifiability. To motivate the first main theorem of this article,
Theorem 1.1, consider the setting of a symmetric uniformly elliptic, matrix A ∈ Rn×n and the
associated operator LA := − div(A∇·). For dimensions n ≥ 2, the fundamental solution has
gradient given by

(1.2) ∇1Θ(x, y;A) = cn
A−1(y − x)

det(A)1/2
〈
A−1(y − x), y − x

〉n/2 = cn
(Λ−1)2(y − x)

det(Λ)|Λ−1(y − x)|n
,

where Λ is the unique positive definite matrix satisfying Λ2 = A. See, for instance, [Mit13].
Given a Radon measure µ, the principal value of the gradient of the single layer potential
associated to LA at x is given by

TAµ(x) = lim
ǫ↓0

∫

|Λ−1(y−x)|≥ǫ
∇xΘ(x, y;A)dµ(y) = lim

ǫ↓0

∫

|Λ−1(x−y)|≥ǫ

Λ−2(y − x)

|Λ−1(y − x)|n
dµ(y).(1.3)

For the remainder of this paper, Λ : Rn → GL(n,R), is a matrix valued mapping denoted
as a 7→ Λ(a) and A : Rn → Rn×n is a uniformly elliptic matrix valued function. Given
m ∈ {1, ..., n − 1}, define

Tm
Λ µ(x) := lim

ǫ↓0

∫

|Λ(x)−1(y−x)|≥ǫ

Λ(x)−1(y − x)

|Λ(x)−1(y − x)|m+1
dµ(y).(1.4)

Since multiplication by Λ(x)−1 is a linear transformation, when Λ(x)2 = A(x) ≡ A(0),

Λ(x)−1T n−1
Λ µ(x) = TAµ(x)

recovers the gradient of single layer potential in the constant coefficient codimension 1 setting.
Therefore, in this setting, the existence of T n−1

Λ µ(x) and TAµ(x) are equivalent. We use Tm
Λ µ(x)

as it is more convenient in the geometric setting. Theorem 1.1 states that given lower density
bounds on µ, the a.e. existence of Tm

Λ µ(x) implies that a.e. tangents to µ are flat. Assuming
upper density bounds on µ, this implies rectifiability. More precisely:

Theorem 1.1. Suppose Λ : Rn → GL(n,R) is a measurable function and µ is a finite Borel
measure. If θm∗ (µ, x) > 0 and Tm

Λ µ(x) exists for µ almost every x, then:

(1) For µ a.e. x, Tan(µ, x) ⊂ Mn, the space of flat measures in Rn.
(2) If also θm∗ (µ, x) < ∞ almost everywhere, then µ is m-rectifiable.

See the definition of Tan(µ, x) and Mn in Sections 2.1 and 2.2.
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We reiterate that the coefficients Λ need not satisfy any continuity assumptions nor have any
uniformly controlled eccentricity.

In the case where Λ = In, this theorem was proven in [MP95]. There, the fact that Tan(µ, x) ⊂
Mn almost everywhere is ultimately the consequence of a (doubly) rotationally-symmetric
condition for the tangent measures. In the setting of Theorem 1.1 it is not clear that tangent
measures satisfy this type of symmetry. The novelty of our approach is that, taking guidance
from what would occur on a Riemannian manifold, we introduce a notion of anisotropic tangent
measures called Λ-tangents. They absorb the anisotropy at the level of µ to recover the same
symmetry condition for Λ-tangents that was used in [MP95]. After showing this implies a.e.
Λ-tangents to µ are flat, we recover a.e. flatness of tangents to µ.

When m = n − 1, we can additional assume that A : Rn → Rn×n is in D̃MO, see Section 4.2,
and frame Theorem 1.1 in terms related to the elliptic equation

LAu := − div(A∇u) = 0.

Denote the fundamental solution to the equation by ΓA, that is, LAΓA(·, y) = δy. When
A has sufficiently nice varying coefficients, the expectation is that ∇1ΓA(x, y) is close to
∇1Θ(x, y;A(x)), but not equal. Still, there is no a priori reason that the existence of prin-
cipal values of the singular integrals defined with respect to ∇1ΓA(x, y) and ∇1Θ(x, y;A(x))
are equivalent. Here ∇1 is used to denote taking the gradient in the first component only. This
is a necessary distinction because Θ

(
x, y;A(x)

)
has multiple entries that depend on x.

However, roughly speaking, estimates from [MMPT23, Lemma 3.12 and 3.13] show that if

A ∈ D̃MO then the principal values in (1.3) and (1.5) converge in an L1(µ) sense, see Lemma
4.7 for the formal statement. This yields the following corollary of Theorem 1.1.

Corollary 1.2. Let µ be a finite Borel measure on Rn and A : Rn → Rn×n a uniformly elliptic

matrix-valued function. Suppose 0 < θn−1
∗ (µ, x) ≤ θn−1,∗(µ, x) < ∞ and A ∈ D̃MO. If

lim
ǫ↓0

∫

|Λ(x)−1(y−x)|≥ǫ
∇1ΓA(x, y)dµ(y) < ∞(1.5)

for µ a.e. x, then µ is (n− 1)-rectifiable.

Remark 1.3. Given a positive definite matrix A ∈ Rn×n, we consider the Finsler p-Laplacian
corresponding to the norm x 7→ 〈Ax, x〉1/2. When p = 1 + n−1

m , that is,

(1.6) Lm
A (·) := − div

(
〈A∇·,∇·〉

n−1
2m A∇ ·

)

We note that the function Θ̃m(·, y;A) = 〈A−1(x − y), x − y〉
1−m

2 solves Lm
A Θ̃m(·, y;A) = c0δy

for some constant c0 depending on m,n,A. Therefore, Θm(·, ·;A) = c−1
0 Θ̃m(·, ·;A) is the fun-

damental solution for Lm
A . A computation shows that for some c1 = c1(m,n,A),

c1∇xΘ
m(x, y;A) =

A−1(y − x)

〈A−1(y − x), y − x〉
m+1

2

= Λ−1 Λ−1(x− y)

|Λ−1(x− y)|m+1
,

where Λ2 = A. When A has variable entries, let Γm
A (·, y) denote the function so that Lm

AΓm
A (·, y) =

δy. In analogy to the way Corollary 1.2 is proven, we suspect anytime A has sufficient regu-
larity to ensure that a Finsler p-analog, with p = 1 + n−1

m , of Lemma 4.7 holds for some
Λ : Rn → GL(n,R), then under appropriate density assumptions, the existence of principal
values of the Finsler p-type single-layer potential should imply rectifiability of µ.

Corollary 1.2 is in the reverse direction of the following theorem from [Pul22, Theorem 3.2].
Unfortunately, Corollary 1.2 and Theorem 1.4 do not provide characterization of rectifiable
measures because of the different truncations used to define the principal values.
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Theorem 1.4. Let µ be an (n−1)-rectifiable measure on Rn with compact support. Let A ∈ Cα

be uniformly elliptic. Then for every f ∈ L2(µ) the principal value

lim
ǫ↓0

∫

|x−y|>ǫ
∇1E(x, y)f(y)dµ(y) < ∞

exists for µ-almost every x.

At first, one may expect that the quantitative nature of “the L2-boundedness of a singular
integral operator” might be stronger than assuming that principal values exist. However, for
measures that are not absolutely continuous with respect to the Lebesgue measure this is a
difficult question. Intuitively this is because the existence of a principal value is equivalent to
some sort of local symmetry of the measure (or a sufficiently small density). This intuition
was recently formalized for measures satisfying an upper-density assumptions [JM20a]. There,
it is shown that for a measure with an L2-bounded Calderon-Zygmund type singular integral
operator, existence of principal values is equivalent to either the density of the measure being
zero or the measure being symmetric in terms of a transport distance to a family of symmetric
measures. Previous proofs that L2-boundedness of the Riesz transform implies existence of
principal values relies on the fact that L2-boundedness implies rectifiability and then proceed
with a careful extension of Calderon-Zygmund estimates to Lipschitz graphs [Mat99, Chapter
20].

It was first shown in [Tol08] that one can drop the lower-density assumption in [MP95]. Ad-
ditionally, a square function for the center of mass has been used to characterize rectifiable
measures [MV09, Vil22] and extend some results to an Ω-symmetric setting [Vil21]. Further
results on rectifiability and principal values in various settings can be found in [Ver92, MM94,
Huo97, JM20b, JM22a].

1.2. Densities and rectifiability. In the seminal work [Pre87], Preiss characterized m-rectifiable
measures in terms of the existence of positive and finite densities, see Sections 2.2 and 3 for
definitions.

Theorem 1.5 ([Pre87]). Let µ be a Radon measure on Rn and 0 < θm∗ (µ, a) for µ a.e. a in
Rn. There exists a dimensional constant δn > 0 so that the following are equivalent.

(1) µ is countably m-rectifiable.
(2) For µ a.e. a, any of the following hold:

i) 0 < θm(µ, a) < ∞.
ii) Tan(µ, a) ⊂ Mn,m, the set of m-dimensional flat Radon measures on Rn.
iii) θm∗ (µ, a) < ∞ and Tan(µ, a) ⊂ Mn, the space of flat measures on Rn.
iv)

θm,∗(µ, a)

θm∗ (µ, a)
− 1 < δn.

The following statement summarizes the main results of Section 5 where we show that in the
Riemannian setting even with very rough metric, an analogue of Preiss’ theorem holds.

Theorem 1.6. Let µ be a Radon measure on Rn and Λ : Rn → GL(n,R). If θm∗ (µ, a) > 0 for
µ a.e. a ∈ Rn and δn is as in Theorem 1.5, the following are equivalent:

(1) µ is countably m-rectifiable.
(2) For µ almost every a, any of the following hold:

i) 0 < θmΛ(a)(µ, a) < ∞.

ii) TanΛ(µ, a) ⊂ Mn,m, the set of m-dimensional flat Radon measures on Rn.
iii) θm∗ (µ, a) < ∞ and TanΛ(µ, a) ⊂ Mn, the space of flat measures on Rn.
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iv) There exists an invertible matrix Λ(a), so that

θm,∗
Λ(a)(µ, a)

θmΛ(a),∗(µ, a)
− 1 < δn.

Remark 1.7. Depending upon eigenvalues of Λ(a), there exist positive finite constants ca, Ca

so that BΛ(0, ca) ⊂ B(0, 1) ⊂ B(0, Ca). Hence, in Theorem 1.6 the hypothesis θm∗ (µ, a) > 0 is
equivalent to assuming θmΛ,∗(µ, a) > 0.

Remark 1.8. Since Theorem 1.6 holds for arbitrary Λ : Rn → GL(n,R) condition (i) says that
the rectifiability of µ is equivalent to the existence at µ almost every a of some choice of Λ(a)
so that the density θmΛ (µ, a) exists.

There has been recent work in the literature extending the results of [Mat75] to other settings.
It is extended to some homogeneous groups in [JM22b] and to finite-dimensional strictly convex
Banach spaces by the third author in [Wil23]. In the codimension 1 Heisenberg and parabolic
settings [Mer22, MMP22] show that the existence of appropriate densities for measures implies
rectifiability of the measure. The study of density questions in the Heisenberg group was started
by [CT15] which demonstrates that Marstrand’s density theorem holds for the Heisenberg group
and the study of uniform measures in the Heisenberg group was initiated in [CMT20]. It is also
known that locally 2-uniform measures in R3 with respect to the density ‖ · ‖ℓ∞ are rectifiable,
[Lor03].

In early drafts of this work, we used Λ-tangents to prove the equivalences of (1) and (i)-(iii) in
Theorem 1.6. While writing this paper, Bernd Kirchheim suggested an alternate proof of the
equivalence of (1) and (i). His suggestion could be modified to prove the equivalence of (1) and
(iv), cf. Theorem 5.3. We chose to include the original proof of the equivalence of (1) and (i)
for completeness, cf. Theorem 5.2.
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2. Background and preliminaries

2.1. Tangent measures and d-cones. Whenever we say µ is a Radon measure we assume it
is a Radon outer measure. We write B(x, r) = {|y − x| ≤ r} and U(x, r) = {|y − x| < r}. If
x = 0 we may simply write Br and Ur. Whenever E ⊂ Rn and r > 0, we let rE = {rx : x ∈ E}.
For each a ∈ Rn and r > 0, define the translation and scaling map

Ta,r(y) =
y − a

r
∀ y ∈ Rn.

Given a Radon measure µ on Rn and a Borel T : Rn → Rn, denote by T [µ] the image measure
of µ by T , namely T [µ](E) = µ(T−1(E)). In particular, Ta,r[µ] is defined by

Ta,r[µ](E) = µ(T−1
a,r (E)) = µ(a+ rE)

for all E ⊂ Rn.
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Definition 2.1 (Tangent measures). Let µ be a Radon measure on Rn. We write ν ∈ Tan(µ, a)
and say that ν is a tangent measure to µ at a if ν is a non-zero Radon measure and there exists
ci > 0 and ri ↓ 0 so that

ciTa,ri [µ]
∗
−⇀ ν,

where
∗
−⇀ denotes convergence in the weak-∗ sense. Further we write Tan[µ] for the weak-∗

closure of ∪a∈spt µTan(µ, a).

For a compact set K ⊂ Rn, and two Radon measures µ, ν we define

FK(µ, ν) = sup

{∫
fd(µ− ν) | Lip(f) ≤ 1, f ∈ Cc(K)

}
.

If K = Br we simply write Fr(·, ·). We recall, see [Mat99, Lemma 14.13] that for a sequence of
Radon measures {µk} and a Radon measure µ,

(2.1) µk
∗
−⇀ µ ⇐⇒ lim

k→∞
Fr(µk, µ) = 0 ∀r > 0.

It is well-known, see [Pre87, Proposition 1.12], that

(2.2) F (µ, ν) :=

∞∑

ℓ=1

2−ℓmin{1, Fℓ(µ, ν)}

defines a metric on the space of Radon measures. Moreover F generates the topology of weak-∗
convergence. We denote F (µ) = F (µ, 0).

Proposition 2.2. Let µ be a Radon measure on Rn and T, Ti : R
n → Rn be proper homeomor-

phisms, i.e., homeomorphisms so that T−1(K) is compact whenever K is compact. If µi
∗
−⇀ µ

and Ti, T
−1
i converge uniformly on compact subsets to T, T−1 respectively, then Ti[µi]

∗
−⇀ T [µ].

Proof. Fix f ∈ Cc(R
n) and let K = spt f . Since f has compact support, f is uniformly

continuous. Let ω denote its modulus of continuity. Since T−1
i → T−1 locally uniformly, if

Fi = T−1(K) ∪ T−1
i (K), then Fi ⊂ F for some fixed compact set F . Since Ti → T locally

uniformly, δi := ‖Ti − T‖L∞(F )
i→∞
−−−→ 0. Therefore,

lim
i→∞

∣∣∣∣
∫

fd(Ti[µi]− T [µ])

∣∣∣∣ = lim
i→∞

∣∣∣∣
∫

f ◦ Tidµi − f ◦ Tdµ

∣∣∣∣

≤ lim sup
i

∫
|f ◦ Ti − f ◦ T |dµi +

∣∣∣∣
∫

f ◦ Td(µi − µ)

∣∣∣∣
≤ lim sup

i
ω(δi)µi(Fi).

Since µi
∗
−⇀ µ, and Fi ⊂ F we know lim supi µi(Fi) ≤ lim supi µi(F ) < ∞. The proposition

follows since lim supi ω(δi) = 0. �

The next theorem originates in [Pre87, Theorem 2.12], but our presentation follows [Mat99,
Theorem 14.16].

Theorem 2.3. Let µ be a Radon measure on Rn. Then at µ almost all a ∈ Rn every ν ∈
Tan(µ, a) has the following two properties:

(1) Tx,r[ν] ∈ Tan(µ, a) for all x ∈ spt ν, r > 0.
(2) Tan(ν, x) ⊂ Tan(µ, a) for all x ∈ spt ν.

A useful tool for quantifying properties of tangent measures is their distance to d-cones.
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Definition 2.4 (Cones, d-cones, and basis). A collection of non-zero Radon measures M is
called a cone if µ ∈ M =⇒ cµ ∈ M for all c > 0. A cone of Radon measures is called a
d-cone if µ ∈ M =⇒ T0,r[µ] ∈ M for all r > 0. The basis of a d-cone is the collection of
µ ∈ M so that F1(µ) = 1. We let MB denote the basis of M. A d-cone M is said to have a
closed (respectively compact) basis if the basis is closed (respectively compact) with respect to
the weak-∗ topology.

Proposition 2.5. [Pre87, Proposition 2.2] If a d-cone M of Radon measures has closed basis,
then M has a compact basis if and only if for every λ ≥ 1 there is a τ = τ(λ) > 1 so that

(2.3) Fτr(µ) ≤ λFr(µ) ∀µ ∈ M ∀r > 0.

In this case, 0 ∈ spt µ for all µ ∈ M.

Let M be a d-cone and ν a Radon measure in Rn. If s > 0 and 0 < Fs(ν) < ∞ we define the
distance between ν and M at scale s by

(2.4) ds(ν,M) = inf

{
Fs

(
ν

Fs(ν)
, µ

)
| µ ∈ M and Fs(µ) = 1

}
.

If Fs(ν) ∈ {0,∞} we define ds(ν,M) = 1.

Proposition 2.6. [KPT09, Remark 2.1 and 2.2] If µ, ν are Radon measures,

(2.5) Fr(µ, ν) = rF1(T0,r[µ], T0,r[ν]).

If M is a d-cone and ν a Radon measure,

i) ds(ν,M) ≤ 1 for all s > 0.
ii) ds(ν,M) = d1

(
T0,s[ν],M

)
for all s > 0.

iii) If νi
∗
−⇀ ν and Fs(ν) > 0, then ds(ν,M) = limi→∞ ds(νi,M).

The ideas behind this next theorem originate in [Pre87, Theorem 2.6], but our presentation is
a combination of those in [Pre87, Theorem 2.6] and [KPT09, Theorem 2.1].

Theorem 2.7. Suppose F is a closed d-cone with compact basis, µ is a Radon measure, and
r0 > 0.

(1) If there exists ν̃ ∈ Tan(µ, a) ∩ F , 0 < ǫ < 1, and ν ∈ Tan(µ, a) so that 0 < ǫ < dr0(ν,F),
then there exists νǫ ∈ Tan(µ, a) satisfying

{
dr0(νǫ,F) = ǫ

dr(νǫ,F) ≤ ǫ r > r0.

(2) Suppose M is a d-cone with closed basis and the property

(P)

{
∃ǫ0 > 0 such that ∀ ǫ ∈ (0, ǫ0) there exists no ν ∈ M

satisfying dr(ν,F) ≤ ǫ ∀r ≥ r0 > 0 and dr0(ν,F) = ǫ.

Whenever a ∈ Rn is so that

Tan(µ, a) ⊂ M and Tan(µ, a) ∩ F 6= ∅,

then Tan(µ, a) ⊂ F .
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2.2. Remarkable d-cones. Several specific examples of d-cones will play an important role in
this article. We introduce here, the space of m-dimensional flat measures in Rn,

Mn,m = {cHm V : V ∈ G(n,m) and 0 < c < ∞},

where G(n,m) is the space of m-dimensional planes in Rn. We denote the space of flat measures
in Rn,

Mn =
n⋃

m=0

Mn,m.

We also consider the space of uniform measures on Rn,

U(Rn) = {ν : 0 ∈ spt ν and ν(B(x, r)) = ν(B(y, r)) ∀x, y ∈ spt ν, ∀r > 0},

and the space of m-uniform measures

Um(Rn) = {ν ∈ U(Rn) : ∃c > 0 so that ν(B(x, r)) = crm ∀x ∈ spt ν, ∀r > 0}.

The next lemma is a remark in [Pre87, Section 3.7(2)].

Lemma 2.8. The following d-cones have compact basis: Mn, Mn,m, Um(Rn), and U(Rn).

2.2.1. Symmetric measures. In this section we define the d-cone of symmetric measures and
review some of their properties. The information from this section is contained within [MP95],
but included here in a condensed fashion for the readers convenience.

Definition 2.9. [MP95, Definition 3.4] Let ν be a non-zero locally finite measure over Rn. A
point x ∈ Rn is said to be a point of symmetry of ν if∫

B(x,r)
〈z − x, y〉 dν(z) = 0

for every y ∈ Rn and every r > 0. The measure ν is said to be symmetric if every point in spt ν
is a point of symmetry. We denote the d-cone of all symmetric measures on Rn whose support
contains {0} by Sn.

Lemma 2.10. [MP95, Lemma 3.5] Let ν be a non-zero locally finite measure over Rn, s > 0,
and x ∈ Rn. Then the following three conditions are equivalent.

(1) x is a point of symmetry of ν.
(2) There exists an m ∈ {1, . . . , n} so that

∫

r≤|x−z|≤R

x− z

|x− z|m+1
dν(z) = 0

for all 0 < r < R < ∞.
(3) For all continuous g : R → R with compact support in R \ {0},

∫

Rn

(x− z)g(|x − z|) dν(z) = 0.

The next lemma states Sn has two properties which are the hypothesis (iv) and conclusion (b)
of [MP95, Lemma 3.2]. The fact that Sn satisfies the hypotheses of that lemma is verified across
[MP95, Lemma 3.6, 3.9, 3.11].

Lemma 2.11. Sn has the following properties

(1) There is ǫ0 > 0 such that whenever ν ∈ Sn satisfies

lim sup
r→∞

dr
(
ν,Mn,m

)
< ǫ0

for some m = 0, 1, . . . , n, then the linear span of spt ν has dimension at most m.
(2) Suppose d = dimV , V = span spt ν, and ν ∈ Sn. Then either there exists some c > 0

so that ν = cHd V or else Tan[ν] ∩ ∪d−1
i=1Mn,i 6= ∅.
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2.2.2. Uniform measures. In this section we recall some information about uniform measures.
While all the ideas originate in [Pre87],1 our presentation is heavily influenced by [DL08, Section
6].

Lemma 2.12. [Pre87, Lemma 3.9] If ν is a uniform measure on Rn, then Mn ∩Tan(ν, x) 6= ∅
for ν almost every x ∈ Rn.

Proposition 2.13. [DL08, Proposition 6.16] If ν is m-uniform then there exists some m-
uniform λ so that, for any sequence {ri} with ri → ∞,

lim
i→∞

r−m
i T0,ri [ν] = λ.

Definition 2.14. For ν ∈ Um(Rn) we define Tan∞(ν) = {λ} where λ is the measure from
Proposition 2.13. We call λ the tangent at infinity. Moreover, we say that ν is flat at infinity
if λ ∈ Mn,m.

Proposition 2.15. [DL08, Propositions 6.18, 6.19] There exists a constant ǫ0 = ǫ(m,n) so
that if ν ∈ Um(Rn), {λ} = Tan∞(ν), and

d1(λ,Mn,m) ≤ ǫ0,

then λ ∈ Mn,m. Moreover, in this case ν = λ.

We now show that when F = Mn,m and M = Um(Rn) property (P) holds.

Lemma 2.16. There exists ǫ0 = ǫ(m,n) > 0 so that for all ǫ ∈ (0, ǫ0] there exists no µ ∈
Um(Rn) satisfying

(2.6)

{
dr(µ,Mn,m) ≤ ǫ ∀r ≥ 1

d1(µ,Mn,m) = ǫ.

Proof. Let ǫ0 be as in Proposition 2.15. Suppose µ ∈ Um(Rn) satisfies (2.6). Let λ = Tan∞(µ).
By Propositions 2.6 and 2.13,

d1(λ,Mn,m) = lim
j→∞

d1(2
−jmT0,2j [µ],Mn,m) = lim

j→∞
d2j (µ,Mn,m) ≤ ǫ.

So, Proposition 2.15 implies λ, µ ∈ Mn,m. This contradicts (2.6). �

3. Λ-Tangents

Consider a mapping Λ : Rn → GL(n,R) and the ellipse

BΛ(a, r) = a+ Λ(a)B(0, r),

whose eccentricity depends on the point a. For a Radon measure µ we define the m-dimensional
upper and lower Λ-densities of µ by

(3.1) θm,∗
Λ (µ, a) = lim sup

r↓0

µ
(
BΛ(a, r)

)

rm
and θmΛ,∗(µ, a) = lim inf

r↓0

µ
(
BΛ(a, r)

)

rm
.

In the case these two quantities agree, their common value is the m-dimensional Λ-density,
denoted θmΛ (µ, a). When Λ = Id, we suppress the dependence on Λ and recover the usual
densities with respect to Euclidean balls θm(µ, a), θm,∗(µ, a), and θm∗ (µ, a).

From a PDE perspective, one would assume the mapping Λ should be uniformly elliptic. At
the level of rectifiability, geometry is more flexible and allows us to only require that for each
a the matrix Λ(a) is invertible. Invertibility is necessary since the geometry of a measure near
a can be lost if Λ(a) collapses Rn into a lower dimensional space.

1See, for instance [Pre87, Proposition 2.11]
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We next define the rescaling

TΛ
a,r(y) = Λ(a)−1

(
y − a

r

)
,

and denote image measures under this rescaling by TΛ
a,r[µ]. That is,

TΛ
a,r[µ](E) = µ(a+ rΛ(a)E).

In particular

TΛ
a,r[µ](B1)) = Ta,r[µ](BΛ(0, 1)) = µ

(
BΛ(a, r)

)
.

Definition 3.1 (Λ-tangents). If µ is a Radon measure, we define

(3.2) TanΛ(µ, a) =

{
ν Radon s.t. ν = lim

i
ciT

Λ
a,ri [µ] : ci > 0, ri ↓ 0, ν 6= 0

}
.

Remark 3.2. Given ν ∈ TanΛ(µ, a) with ciT
Λ
a,ri [µ]

∗
−⇀ ν it is easy to check that cT0,r[ν] =

limi cciT
Λ
a,rri [µ] for any c, r > 0. In particular TanΛ(µ, a) is a d-cone.

We will prove that Λ-tangents have a property that implies tangents to Λ-tangents are Λ-
tangents.

Theorem 3.3. Let µ be a Radon measure on Rn and Λ : Rn → GL(n,R). Then at µ almost
all a ∈ Rn every ν ∈ TanΛ has the following two properties:

(1) Tx,r[ν] ∈ TanΛ(µ, a) for all x ∈ spt ν, r > 0.
(2) Tan(ν, x) ⊂ TanΛ(µ, a) for all x ∈ spt ν.

One can directly prove Theorem 3.3 by making several modifications to the original proof of
Theorem 2.3. Some of these modifications are showcased in the proof of Theorem 5.1. Instead,
we will make use of the following lemma, where Λ(a)♯ν will be used to denote the image measure
T [ν] when T (x) = Λ(a)x.

Lemma 3.4. Let µ be a Radon measure on Rn and Λ : Rn → GL(n,R). For a Radon measure
ν the following are equivalent:

(1) ν ∈ TanΛ(µ, a)
(2) Λ(a)♯ν ∈ Tan(µ, a)
(3) ν ∈ Tan((Λ(a)−1)♯µ,Λ(a)

−1a)

Lemma 3.4 provides geometric intuition about Λ-tangents. The equivalence of (1) and (2) says
that any Λ tangent could equivalently be generated by applying a fixed linear transformation to
a Euclidean tangent measure. The equivalence of (1) and (3) says Λ-tangents are a Euclidean
tangent of a linear transformation of the original measure. Each perspective serves its own
purpose:

The equivalence of (1) and (2) says that Λ(·)♯ is an isomorphism between TanΛ(µ, ·) and
Tan(µ, ·). Therefore, any statement about Tan(µ, ·) that holds almost everywhere has an equiv-
alent statement for TanΛ(µ, ·) that holds almost everywhere, after unwinding what effect the
isomorphism Λ(·)♯ has. This will be used to prove Theorem 3.3.

The equivalence of (1) and (3) states that the d-cone Tan((Λ(a)−1)♯µ,Λ(a)
−1a) and the d-cone

TanΛ(µ, a) are the same. Hence, properties about tangent measures derived from the fact that
Tan(µ, ·) forms a d-cone are also valid for Λ-tangents. In this case, no unwinding the effects of
an isomorphism is required. This will be used to prove Theorem 3.5.

Proof of Lemma 3.4. To prove the equivalence of (1) and (2) observe

Λ(a)TΛ
a,r(y) = Ta,r(y).
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Therefore, by Proposition 2.2, ν = limi ciT
Λ
a,ri [µ] ∈ TanΛ(µ, a) if and only if

Λ(a)♯ν = lim
i

ciTa,ri [µ] = lim
i

ciTa,ri [µ] ∈ Tan(µ, a).

To prove the equivalence of (1) and (3) observe

(3.3) TΛ
a,r(y) = TΛ(a)−1a,r

(
Λ(a)−1y

)
.

So Proposition 2.2 guarantees ν = limi ciT
Λ
a,ri [µ] if and only if

ν = lim
i
ciTΛ(a)−1a,ri [(Λ(a)

−1)♯µ] ∈ Tan((Λ(a)−1)♯µ,Λ(a)
−1a).

�

Proof of Theorem 3.3. Let A ⊂ Rn be the set of full measure satisfying the conclusion of The-
orem 2.3. Fix some a ∈ A and ν ∈ TanΛ(µ, a) and x ∈ spt ν. By Lemma 3.4, ν0 := Λ(a)♯ν ∈
Tan(µ, a). On the other hand, x ∈ spt ν =⇒ Λ(a)x ∈ spt ν0. Since a ∈ A, it follows ν1 :=
TΛ(a)x,r[ν0] ∈ Tan(µ, a) and a final application of Lemma 3.4 implies (Λ(a)−1)♯ν1 ∈ TanΛ(µ, a).

To confirm Tx,r[ν] ∈ TanΛ(µ, a) we check (Λ(a)−1)♯ν1 = Tx,r[ν]. Indeed, from the identity
Tx,r(y) = Λ(a)−1 ◦ TΛ(a)x,r ◦ Λ(a)(y), it follows

(Λ(a)−1)♯ν1 =
(
Λ(a)−1 ◦ TΛ(a)x,r ◦ Λ(a)

)
♯
ν = Tx,r[ν].

�

We now state and prove the analog of Theorem 2.7(1) for Λ-tangents.

Theorem 3.5. Fix Λ : Rn → GL(n,R) and r0 > 0. Suppose F is a closed d-cone with compact
basis and µ is a Radon measure.

If there exists ν̃ ∈ TanΛ(µ, a) ∩ F , 0 < ǫ < 1, and ν ∈ TanΛ(µ, a) so that 0 < ǫ < dr0(ν,F),
then there exists νǫ ∈ TanΛ(µ, a) satisfying

(3.4)

{
dr0(νǫ,F) = ǫ

dr(νǫ,F) ≤ ǫ r > r0.

Proof. Let ν, ν̃ ∈ TanΛ(µ, a). It follows ν, ν̃ ∈ Tan((Λ(a)−1)♯µ,Λ(a)
−1a) due to Lemma 3.4

(1) and (3). Therefore, Theorem 2.7(1) implies there exists νǫ ∈ Tan((Λ(a)−1)♯µ,Λ(a)
−1a)

satisfying (3.4). By Lemma 3.4(1) and (3), νǫ ∈ TanΛ(µ, a) proving Theorem 3.5. �

The next corollary is a slight extension of Theorem 2.7(2) in the setting of Λ-tangents. It is a
succinct summary of how [MP95] proves that symmetric tangents implies flat tangents.

Corollary 3.6. Suppose F = ∪∞
i=1Fi, each Fi is a d-cone with compact basis and there exists

ǫi > 0 and M a d-cone with closed basis so that for each i: Fi ⊂ M and

(P i)

{
∃ǫi > 0, Ri > 0 such that ∀ ǫ ∈ (0, ǫi) there exists no ν ∈ M \ ∪i−1

j=1Fj

satisfying dr(ν,Fi) ≤ ǫ ∀ r ≥ Ri > 0 and dRi
(ν,Fi) = ǫ.

If a ∈ Rn is so that TanΛ(µ, a) ⊂ M and TanΛ(µ, a) ∩ F 6= ∅ then TanΛ(µ, a) ⊂ F .

Proof. Suppose TanΛ(µ, a) ⊂ M and TanΛ(µ, a) ∩ F 6= ∅. Let i be the smallest integer so that
TanΛ(µ, a) ∩ Fi 6= ∅. Then in particular, TanΛ(µ, a) ∩ ∪j<iFi = ∅.

We will show that TanΛ(µ, a) ⊂ Fi. Indeed, suppose not. Then by Theorem 3.5(1) applied to
Fi and TanΛ(µ, a), for 0 < ǫ < min{1, ǫi}, there exists νǫ so that

{
dr0(νǫ,Fi) = ǫ

dr(νǫ,Fi) ≤ ǫ r > r0.
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but this contradicts Property (P i) �

The next lemma provides information about the measure of balls centered at the origin for Λ-
tangents. This is the crucial starting point for Theorem 5.1 as well as for showing the equivalence
of studyin the density question with arbitrary weights ci or in the special case ci = cr−m

i .

Lemma 3.7. Suppose ν ∈ TanΛ(µ, a) and 0 < c0 = θmΛ,∗(µ, a) ≤ θm,∗
Λ (µ, a) = C0 < ∞. If

ν ∈ TanΛ(µ, a) and ciT
Λ
a,ri [µ]

∗
−⇀ ν, then

(3.5) 0 < lim inf
i→∞

cir
m
i ≤ lim sup

i→∞
cir

m
i < ∞.

In fact,

(3.6) 1 ≤
lim supi cir

m
i

lim inf i cirmi
≤

θm,∗
Λ (µ, a)

θmΛ,∗(µ, a)
.

Moreover, for all R > 0,

(3.7) lim sup
i

cir
m
i θmΛ,∗(µ, a) ≤

ν (BR)

Rm
≤ lim inf

i
cir

m
i θm,∗

Λ (µ, a).

The following is a quick corollary of Lemma 3.7.

Corollary 3.8. If ν ∈ TanΛ(µ, a) and 0 < θmΛ,∗(µ, a) ≤ θm,∗
Λ (µ, a) < ∞, then for all C ≥ 1

ν(B(0, CR))

ν(B(0, R))
≤

θm,∗
Λ (µ, a)

θmΛ,∗(µ, a)
Cm.

If θmΛ (µ, a) exists, ν ∈ TanΛ(µ, a) and ν = limi ciT
Λ
a,ri [µ], then

θmΛ (µ, a) lim
i
cir

m
i = ν(B1).

In particular, ν = limi c̃iT
Λ
a,ri [µ] where c̃i =

ν(B1)
θmΛ (µ,a)rmi

.

Proof of Lemma 3.7. Note that for any R > 0,

∞ > θm,∗
Λ (µ, a) = lim sup

r↓0

TΛ
a,r[µ](BR)

(rR)m
≥ lim sup

i→∞

TΛ
a,ri [µ](BR)

(riR)m
.

Since ν is a Radon measure, for almost every R > 0, ν(∂B(0, R)) = 0. Choosing such R,

lim sup
i→∞

TΛ
a,ri [µ](BR)

(riR)m
= lim sup

i→∞

1

ci(riR)m
ciT

Λ
a,ri [µ] (BR)

= ν (BR) lim sup
i→∞

1

ci(riR)m
.

Since 0 ∈ spt ν this implies

(3.8) 0 < R−mν (BR) ≤ θm,∗
Λ (µ, a) lim inf

i→∞
cir

m
i .

Similarly, for any such R, it follows

0 < θmΛ,∗(µ, a) = lim inf
r↓0

TΛ
a,r[µ](BR)

(rR)m
≤ lim inf

i→∞

ciT
Λ
a,ri [µ](BR)

ci(riR)m

=
ν(BR)

lim supi ci(riR)m
.

Since ν is Radon, this implies

(3.9) θmΛ,∗(µ, a) lim sup
i

cir
m
i ≤

ν(BR)

Rm
< ∞.
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Combining (3.8) and (3.9) confirms (3.5) and (3.6). In fact, (3.8) and (3.9) also verifies (3.7)
for all R so that ν

(
∂B(0, R)

)
= 0. To prove (3.7) for general R, note

(
s

R

)m ν(Bs)

sm
≤

ν(BR)

Rm
≤

(
S

R

)m ν(BS)

Sm

Choosing any sequence of si ≤ R ≤ Si so that ν(∂BSi
) = 0 = ν(∂Bsi) and si ↑ R,Si ↓ R

confirms (3.7) for general R. �

Lemma 3.9. Let µ be a Radon measure and A ⊂ Rn. If µ(A) > 0, for µ a.e. a ∈ A

(3.10) lim
r↓0

µ(A ∩B(a, r))

µ(B(a, r))
= 1.

Moreover, for any such a, if ν ∈ TanΛ(µ, a) and ν = limi ciT
Λ
a,ri [µ], then for any x ∈ spt ν,

there exists ai ∈ A with

(3.11) lim
i→∞

Λ(a)−1

(
ai − a

ri

)
= x.

Proof of Lemma 3.9. By [Fed14, Theorem 2.9.11], for any measure µ and A ⊂ Rn,

µ

(
A \ {x : lim inf

r↓0

µ(A ∩B(x, r))

µ(B(x, r))
= 1}

)
= 0.

Thus (3.10) holds for µ a.e. a ∈ Rn. Now suppose a ∈ A satisfies (3.10) but (3.11) fails. Then
there exist ν ∈ TanΛ(µ, a), x ∈ spt ν, a subsequence {ik}, and δ > 0 so that

(3.12) dist(B(a+ rikΛ(a)x, rikδ), A) > 0.

Without loss of generality we suppose (3.12) holds for the original sequence. Since µ is Radon,
for any sets E,F with dist(E,F ) > 0, it follows µ(E ∪ F ) = µ(E) + µ(F ). Therefore, (3.10)
and (3.12) imply

(3.13) 1 = lim
i→∞

µ
(
B(a, 2ri|Λ(a)x|) ∩A

)

µ(B(a, 2ri|Λ(a)x|))
≤ 1− lim inf

i→∞

µ(B(a+ riΛ(a)x, δri))

µ(B(a, 2ri|Λ(a)x|))

We will show (3.13) is a contradiction by producing a non-zero lower bound on the final term.
Indeed, following the convention that B(x, r) and U(x, r) are respectively the closed and open
balls around x of radius r,

lim inf
i→∞

µ(B(a+ riΛ(a)x, δri))

µ(B(a, 2ri|Λ(a)x|))
≥ lim inf

i→∞

ciTa,ri [µ]
(
U(Λ(a)x, δ)

)

ciTa,ri [µ]
(
B(0, 2|Λ(a)x|)

)

= lim inf
i→∞

ciT
Λ
a,ri [µ]

(
Λ(a)−1U(Λ(a)x, δ)

)

ciTΛ
a,ri [µ]

(
Λ(a)−1B(0, 2|Λ(a)x|)

)

≥
ν
(
Λ(a)−1U(Λ(a)x, δ)

)

ν
(
Λ(a)−1B(0, 2|Λ(a)x|)

) > 0.(3.14)

The reason the final term is positive is that Λ(a)−1U(Λ(a)x, δ) is an open neighborhood of
x ∈ spt ν. Now (3.13) and (3.14) yield a contradiction, confirming (3.11). �

4. Rectifiability from existence of principal values

In Section 4.1 we prove Theorem 1.1. Due to Lemma 4.2, the remaining work is in proving
Proposition 4.1 which verifies that the lower density assumption and existence of the principal
values Tm

Λ µ(a) implies Λ-tangents are symmetric.

In Section 4.2 we prove Corollary 1.2 by verifying the equivalence of the existence of TAµ(a)
implies symmetry of Λ-tangents in the same way that existence of T n−1

A µ(a) does, under the

assumption that A ∈ D̃MO is uniformly elliptic.



14 MAX GOERING, TATIANA TORO, AND BOBBY WILSON

4.1. Symmetry and flatness from Tm
Λ µ.

Proposition 4.1 (Symmetry of Λ-tangents). Suppose that µ is a finite Borel measure over Rn

such that θm∗ (µ, a) > 0 and Tm
Λ µ(a) exists for almost every a, then for almost every a, every

ν ∈ TanΛ(µ, a) satisfies
∫

r≤|x−y|≤R

y − x

|y − x|m+1
dν(y) = 0 ∀x ∈ spt µ(4.1)

for all 0 < r < R < ∞. In particular, TanmΛ µ(a) ⊂ Sn for µ a.e. a ∈ Rn.

Proof. Consider A to be the set of points a ∈ Rn satisfying

A1) θm∗ (µ, a) > 0
A2) Tm

Λ µ(a) exists and is finite
A3) For all ν ∈ TanΛ(µ, a), and all x ∈ spt ν, Tx,1[ν] ∈ TanΛ(µ, a).

By hypothesis, (A1) and (A2) hold almost everywhere. By Theorem 3.3, (A3) also holds almost
everywhere, so A is a set of full measure. Suppose a ∈ A and ν = limi ciT

Λ
a,ri [µ] ∈ TanΛ(µ, a).

Then for 0 < r < R, using lim aibi ≤ (lim sup ai)(lim sup bi)
∣∣∣∣
∫

r≤|y|≤R

y

|y|m+1
dν(y)

∣∣∣∣ =
∣∣∣∣∣ limi→∞

ci

∫

r<|y|<R

y

|y|m+1
dTΛ

a,ri [µ](y)

∣∣∣∣∣

=

∣∣∣∣∣∣
lim
i→∞

cir
m
i

∫

r<|TΛ
a,ri

(y)|<R

Λ(a)−1(y − a)

|Λ(a)−1(y − a)|m+1
dµ(y)

∣∣∣∣∣∣

= lim
i→∞

cir
m
i

∣∣∣∣
∫

rri≤|Λ(a)−1(y−a)|

Λ(a)−1(y − a)

|Λ(a)−1(y − a)|m+1
dµ(y)−

−

∫

Rri≤|Λ(a)−1(y−a)|

Λ(a)−1(y − a)

|Λ(a)−1(y − a)|m+1
dµ(y)

∣∣∣∣

≤ lim sup
i

cir
m
i

∣∣Tm
Λ µ(a)− Tm

Λ µ(a)
∣∣ ,

where (A2) implies this final line is well-defined and zero so long as lim supi cir
m
i < ∞. Since

x 7→ Λ(a)x is a linear isomorphism from Rn → Rn, θm∗ (µ, a) > 0 if and only if θmΛ,∗(µ, a) > 0.

So, (A1) and (3.5) imply lim supi cir
m
i < ∞ verifying (4.1) when x = 0 for all ν ∈ TanΛ(µ, a).

Finally, (A3) says Tx,1[ν] ∈ TanΛ(µ, a) for all x ∈ spt ν. Since,
∫

r≤|y|<R

y

|y|m+1
dTx,1[ν](y) =

∫

r≤|y−x|≤R

y − x

|y − x|m+1
dν(y),

(4.1) follows. By Lemma 2.10, this verifies the symmetry of ν. Since a ∈ A and ν ∈ TanmΛ (µ, a)
are arbitrary and A is a set of full measure this completes proof. �

The next Lemma provides the final step to Prove theorem 1.1. As it is interesting in its own
right, we state it separately.

Lemma 4.2. Fix Λ : Rn → GL(n,R). Suppose µ is a Radon measure so that at almost every a,
0 < θm∗ (µ, a) and TanΛ(µ, a) ⊂ Sn. Then for almost every a, TanΛ(µ, a) ⊂ Mn. In particular,
if θm∗ (µ, a) < ∞ almost everywhere, µ is m-rectifiable.

Proof. Lemma 2.11(1) implies that Fi = Mn,i andM = Sn satisfy (P i). Since TanΛ(µ, a) ⊂ Sn,
Lemma 2.11(2) and Theorem 3.3 imply TanΛ(µ, a) ∩ Mn 6= ∅ for µ a.e. a. So, Corollary 3.6
verifies TanΛ(µ, a) ⊂ Mn for almost every a. If additionally θm∗ (µ, a) < ∞, Theorem 1.5(iii)
implies rectifiability. �
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Proof of Theorem 1.1. By Proposition 4.1, TanΛ(µ, a) ⊂ Sn for almost every a. Theorem 1.1
now follows from Lemma 4.2. �

4.2. Symmetry and flatness from TAµ. To prove Corollary 1.2 we show that for suitable
matrix-valued functions A, and suitable Radon measures µ, (1.5) implies that µ a.e., if ν ∈
TanΛ(µ, a) then (4.1) holds. This implies TanΛ(µ, a) ⊂ Sn, which implies flat tangents and
rectifiability by Lemma 4.2. We achieve this first step by adapting the estimates in [MMPT23,
Lemma 3.12, 3.13] to prove integrals of ∇1ΓA(x, y) and ∇1Θ(x, y;A(x)) are sufficiently close
at small scales, see Lemma 4.7.

We first introduce some terminology and notation from [MMPT23] which we will adhere to.
We warn the reader that in [MMPT23] is working in Rn+1, while here we adapt to the setting
of Rn. A Lebesgue measurable function θ : [0,∞] → [0,∞] is called κ-doubling if θ(t) ≤ κθ(s)

for all s ∈ [t/2, t]. A κ-doubling function θ is in DS(κ) (resp. DLd(κ)) if
∫ 1
0 θ(t)dtt < ∞ (resp.∫∞

1 θ(t) dt
td+1 < ∞). These spaces are the Dini spaces for κ-doubling functions at small (resp.

large) scales. Note that if d1 < d2 then DLd1(κ) ⊂ DLd2(κ). Given a matrix-valued function
A : Rn → Rn×n, for any x ∈ Rn and r > 0 define Ax,r = −

∫
B(x,r)A(z)dz and

ωA(r) = sup
x∈Rn

−

∫

B(x,r)
|A(z) −Ax,r|dz.

Further, denote

L
d
θ(r) = rd

∫ ∞

r
θ(t)

dt

td+1
and Iθ(r) =

∫ r

0
θ(t)

dt

t
.

The matrix-valued function A is said to be in DMOs (resp. DMOℓ) if ωA ∈ DS(κ) (resp.
ωA ∈ DLn−2(κ)) some κ < ∞. It is said A ∈ DDMOs if A ∈ DMOs and

∫ 1

0

∫ r

0
ωA(t)

dt

t

dr

r
< ∞.

The spaces DMOs (resp. DMOℓ) stand for Dini mean oscillation at small scales (resp. at large

scales) and DDMOs stands for double Dini mean oscillation at small scales. We write A ∈ D̃MO
if A ∈ DDMOs ∩DMOℓ.

Remark 4.3. It is known that A ∈ D̃MO if and only if the precise representative of A is uniformly

continuous with modulus of continuity IωA
, [HK20, Appendix A]. If we consider A, Ã ∈ D̃MO

so that A = Ã Lebesgue a.e., then for all y ∈ Rn, ∇ΓA(·, y) = ∇Γ
Ã
(·, y) on Rn \ {y} and

ωA = ωÃ on [0,∞]. In particular, there is no loss in generality in assuming that A ∈ D̃MO is
uniformly continuous, even when studying measures µ which are mutually singular with respect
to the Lebesgue measure.

Finally, we define

τA(r) = IωA
(r) + L

n−1
ωA

(r) =

∫ r

0
ωA(t)

dt

t
+ rn−1

∫ ∞

r
ωA(t)

dt

tn

and

τ̂A(R) = IωA
(R) + L

n−2
ωA

(R) =

∫ R

0
ωA(t)

dt

t
+Rn−2

∫ ∞

R
ωA(t)

dt

tn−1
.

Remark 4.4. In [MMPT23, p. 7] it is observed that A ∈ D̃MO implies both IτA(1) < ∞ and
τ̂A(R) < ∞ for all R > 0 and whenever A ∈ Cα, τA(r) . rα. In particular, this means that

when A ∈ D̃MO, limr→0 τA(r) = 0. In fact, if A ∈ D̃MO then limr→0 τωA
(r) + τ̂ωA

(r) = 0.
Indeed, [MMPT23, Remark 2.2] says that if ωA ∈ DS(κ) ∩ DLn−2(κ), then Ln−2

ωA
(R) → 0 as
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R → 0. The fact that ωA ∈ DS(κ) ∩DLn−2(κ) is precisely the statement A ∈ DMOℓ ∩DMOs.

Thus we also know limr→0 τ̂A(r) = 0 when A ∈ D̃MO.

Throughout this section, we will always let A denote a uniformly elliptic matrix valued function
from Rn → Rn×n with uniform ellipticity constant Λ0. That is, |ξ|2Λ−1

0 ≤ 〈A(x)ξ, ξ〉 and
〈A(x)ξ, η〉 ≤ Λ0|ξ||η| for all x, ξ, η ∈ Rn. We also fix κ < ∞ so that ωA is κ-doubling.

Both the formulation and presentation of the next two lemmas come from [MMPT23]. Some
of the ideas behind this ”frozen coefficient method” are already present in [KS11, CAMT19].

Lemma 4.5 (Lemma 3.12 from [MMPT23]). Suppose A ∈ DMOs ∩DMOℓ and n ≥ 3. For
R0 > 0, there exists C0 = C(n,Λ0, R0) > 0 such that for x, y ∈ Rn and 0 < |x− y| < R < R0,

∣∣∣∣∣∇1ΓA(x, y)−∇1Θ

(
x, y;A

x,
|x−y|

2

)∣∣∣∣∣ ≤ C
τA(

|y−x|
2 )

|y − x|n−1
+ C

τ̂A(R)

Rn−1

Lemma 4.6 (Lemma 3.13 from [MMPT23]). Let A ∈ DMOs, n ≥ 3, 0 < δ < r < 1, and
x ∈ Rn. Assume Ωx,δ ⊂ Rn is a Borel set such that for some C1 ≥ 1,

B(x, δ) ⊂ Ωx,δ ⊂ B(x,C1δ).

Moreover, for all x 6= y ∈ Rn,
∣∣∣∇1Θ(x− y, 0;Ax,r/2)−∇1Θ(x− y, 0;Ax,δ/2)

∣∣∣ .n,Λ0,C1

1

|x− y|n−1

∫ r

δ
ωA(t)

dt

t
.

The next Lemma is a consequence of integrating the previous two and using the κ-doubling
property of ωA.

Lemma 4.7. Let A : Rn → Rn×n be a uniformly elliptic matrix-valued function, n ≥ 3,
satisfying A ∈ DMOs ∩DMOℓ. Let µ be a finite Borel measure and 0 < c2 < C2. For each
R > 0, define a Borel set ER such that

ER ⊂ B(0, C2R) \B(0, c2R).

Then for every x ∈ Rn and R ≤ 1,
∫

x−y∈ER

∣∣∣∣∇1ΓA(x, y)−∇1Θ
(
x, y;Ax, 3

2
R

)∣∣∣∣ dµ(y) .
µ(B(x,C2R))

Rn−1
(τA(R) + τ̂A(R)).

Proof. We write,
∣∣∣∣∇1ΓA(x, y)−∇1Θ

(
x, y;Ax, 3

2
R

)∣∣∣∣ ≤
∣∣∣∣∣∇1ΓA(x, y)−∇1Θ

(
x, y;A

x, |x−y|
2

)∣∣∣∣∣

+

∣∣∣∣∣∇1Θ

(
x, y;A

x, |x−y|
2

)
−∇1Θ

(
x, y;Ax, 3

2
R

)∣∣∣∣∣ =: I + II

If x− y ∈ ER then

(4.2)
c2
2
R ≤

|x− y|

2
≤

C2

2
R.

We claim that because τA(·) is monotone increasing and ωA(t) is κ-doubling, it follows from
Lemma 4.5 that for all x− y ∈ ER

(4.3) I .C0

τA

(
C2R
2

)

(
c2R
2

)n−1 +
τ̂A

(
C2R
2

)

(
c2R
2

)n−1 .c2,C2,κ,n
τA(R)

Rn−1
+

τ̂A(R)

Rn−1
.
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Indeed, if C2 ≥ 2

IωA

(
C2R

2

)
=

∫ C2R/2

0
ωA(t)

dt

t
=

∫ R

0
ωA

(
C2s

2

)
ds

s
≤ κ⌊log2(C2)⌋

∫ R

0
ωA(s)

ds

s
= IωA

(R).

On the other hand,

Ld
ωA

(
C2R

2

)
=

(
C2R

2

)d ∫ ∞

C2R
2

ωA(t)
dt

t
≤

(
C2

2

)d

Rd

∫ ∞

R
ωA(t)

dt

t
=

(
C2

2

)d

L
d
ωA

(R)

verifying (4.3) when C2/2 ≥ 1. The case C2/2 < 1 is verified by interchanging the arguments
used to estimate IωA

and L
d
ωA

. Since τA, τ̂A are sums of IωA
, Ln−1

ωA
, and L

n−2
ωA

this verifies (4.3).
Recalling ER ⊂ B(0, C2R) it follows

∫

ER

I dµ(y) .
C0,

C2
c2

,κ

µ(B(x,C2R))

Rn−1

(
τA(R) + τ̂A(R)

)
.

Analogous reasoning allows one to estimate the integral of II. Indeed, when x − y ∈ ER it
follows from Lemma 4.6 and (4.2) that

II ≤
1

|x− y|n−1

∣∣∣∣∣

∫ 3R

|x−y|
ωA(t)

dt

t

∣∣∣∣∣ .c2,n
1

Rn−1

∫ max{3R,
C2R
2

}

c2R
2

ωA(t)
dt

t
.κ,C2

IωA
(R)

Rn−1
.

In particular,
∫

x−y∈ER

IIdµ(y) .C2,c2,κ,n
µ(B(x,C2R))

Rn−1
IωA(r)) ≤

µ(B(x,C2R))

Rn−1
(τA(R) + τ̂A(R))

as desired. �

We are now ready to prove Corollary 1.2.

Proof. Without loss of generality suppose A is continuous, see Remark 4.3. Let G be the
collection of x ∈ Rn such that θn−1

∗ (µ, x) > 0, θn−1,∗(µ, x) < ∞, (1.5) holds, and the conclusion
of Theorem 3.3 holds. Then by assumption, and Theorem 3.3, µ(Rn \ G) = 0. Fix a ∈ G and
ν ∈ TanΛ(µ, a). Then there exists there exists ci > 0 and a sequence of ri converging to zero so
that ν = limi ciT

Λ
a,ri [ν]. Fix 0 < r < R < ∞. Adopting the notation that Λ(a)−2 = (Λ(a)−1)2,

it follows as in the proof of Proposition 4.1 that
∣∣∣∣Λ(a)

−1

∫

r≤|y|≤R

y

|y|n
dν(y)

∣∣∣∣ = lim
i→∞

cir
n−1
i

∣∣∣∣
∫

BΛ(a,Rri)\BΛ(a,rri))

Λ(a)−2(y − a)

|Λ(a)−1(y − a)|n
dµ(y)

∣∣∣∣

=
1

cΛ(a)
lim
i→∞

cir
n−1
i

∣∣∣∣
∫

BΛ(a,Rri)\BΛ(a,rri)
∇1Θ(a, y;A(a))dµ(y)

∣∣∣∣

where cΛ(a) is a positive and finite constant depending on n and det(Λ(a)), c.f., (1.2). By the

definition of G and Lemma 3.7, lim supi cir
n−1
i < ∞. We claim that (1.5) implies that for any

0 < r < R < ∞

(4.4) lim
i→∞

∫

BΛ(a,riR)\BΛ(a,rir)
∇1Θ(a, y; Λ(a))dµ(y) = 0.

Indeed,∣∣∣∣
∫

BΛ(a,Rri)\BΛ(a,rri)
∇1Θ(a, y;A(a))dµ(y)

∣∣∣∣ ≤
∣∣∣∣
∫

BΛ(a,Rri)\BΛ(a,rri)
∇1ΓA(a, y)dµ(y)

∣∣∣∣

+

∫

BΛ(a,Rri)\BΛ(a,rri)

∣∣∇1Θ(a, y;Aa, 3
2
ri
)−∇1ΓA(x, y)

∣∣dµ(y)

+

∫

BΛ(a,Rri)\BΛ(a,rri)

∣∣∇1Θ(a, y;A(a)) −∇1Θ(a, y;Aa, 3
2
ri
)
∣∣dµ(y).
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We label the terms on the right hand side respectively as I, II and III. By (1.5) and a ∈ G,
the term I tends to zero as i → ∞. Define Ei = BΛ(0, Rri) \ BΛ(0, rri). Note, since A is Λ0

uniformly elliptic, there exists 0 < c2 < C2 < ∞ independent of i so that

Ei ⊂ B(0, C2ri) \B(0, c2ri).

Thus, by Lemma 4.7,
∫

BΛ(a,Rri)\BΛ(a,rri)
|∇1ΓA(a, y)−∇1Θ(a, y;Aa, 3

2
ri
)|dµ(y) ≤

µ(B(a,C2ri))

rn−1
i

(
τA(ri) + τ̂A(ri)

)

Since a ∈ G implies θn−1,∗(µ, a) < ∞, it now follows from Remark 4.4 that the term II vanishes
as i → ∞. We now focus on the term III. For notational simplicity, let Ai = Aa, 3

2
ri
. Applying

(1.2) we further decompose the integrand of III:

|∇1Θ(a, y;Aa, 3
2
ri
)−∇1Θ(a, y;A(a))|

= cn

∣∣∣∣∣
A−1

i (y − a)

det(Ai)1/2〈A
−1
i (y − a), y − a〉n/2

−
A(a)−1(y − a)

det(A(a))1/2〈A(a)−1(y − a), y − a〉n/2

∣∣∣∣∣

≤ cn

∣∣∣∣∣
A−1

i (y − a)

det(Ai)1/2〈A
−1
i (y − a), y − a〉n/2

−
A(a)−1(y − a)

det(Ai)1/2〈A
−1
i (y − a), y − a〉n/2

∣∣∣∣∣

+ cn

∣∣∣∣∣
A(a)−1(y − a)

det(Ai)1/2〈A
−1
i (y − a), y − a〉n/2

−
A(a)−1(y − a)

det(A(a))1/2〈A(a)−1(y − a), y − a〉n/2

∣∣∣∣∣

= cn

∣∣∣∣∣
(A−1

i −A(a)−1)(y − a)

det(Ai)1/2〈A
−1
i (y − a), y − a〉n/2

∣∣∣∣∣

+ cn

∣∣∣∣∣∣
A(a)−1(y − a)

〈
L(y − a), y − a

〉n/2
−

〈
Li(y − a), y − a

〉n/2
〈
L(y − a), y − a

〉n/2 〈
Li(y − a), y − a)

〉n/2

∣∣∣∣∣∣

where Li = det(Ai)
1/nA−1

i and L = det(A(a))1/nA(a)−1. Call these terms III1 and III2. We

recall that A is assumed to be Λ0 elliptic. Consequently A−1, Ai, and A−1
i are all Λ2

0 elliptic.
So,

III1 ≤ cn
‖A−1

i −A(a)−1‖

det(Ai)1/2
|y − a|

(Λ−1
0 )n/2|y − a|n

.Λ0,n
‖A−1

i −A(a)−1‖

|y − a|n−1
.

Note that y−a ∈ Ei implies |y−a|1−n &C2
c2

,n
r1−n
i . On the other hand, since Ai = Aa, 3

2
ri
and A

is uniformly continuous, limi→∞Ai = A(a). Because matrix inversion is a continuous function
on the space of invertible matrices, it follows limi→∞A−1

i = A(a)−1. Thus, for any ǫ > 0 and
all i large enough,

III1 ≤
ǫ

rn−1
i

∀y − a ∈ Ei.

We now turn our attention to III2. By uniform ellipticity, det(Ai)
1/n,det(A)1/n ≥ Λ−1

0 . So
L,Li are Λ3

0 uniformly elliptic. Therefore,

III2 .Λ0,n
|A(a)−1(y − a)|

|y − a|2n

∣∣∣
〈
L(y − a), y − a

〉n/2
−

〈
Li(y − a), y − a

〉n/2∣∣∣

.Λ0,n
1

|y − a|2n−1

∣∣∣
〈
(L− Li)(y − a), y − a

〉∣∣∣
〈
(L+ Li)(y − a), y − a

〉n/2−1
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since a, b > 0 implies |a
n
2 − b

n
2 | .n |a− b|(a+ b)

n
2
−1. Furthermore, since L,Li are Λ3

0 uniformly
elliptic, ‖L+ Li‖ is bounded by a dimensional multiple of Λ3

0. Hence we conclude

III2 .Λ0,n
|y − a|2|y − a|n−2

|y − a|2n−1
‖L− Li‖ =

‖L− Li‖

|y − a|n−1
.

Given that limi→∞Ai = A(a) and both the determinant and matrix inverse are continuous
functions on the space of invertible matrices, it follows analogously to before that ‖L − Li‖ is
arbitrarily small for large enough i. Thus for all i large enough and all y − a ∈ Ei,

III2 ≤
ǫ

rn−1
i

.

Combining the estimates on III1 and III2 we have shown for i large enough it holds,

III ≤

∫

y−a∈Ei

III1 + III2dµ(y) ≤ 2ǫ
µ(B(a,C2ri)

rn−1
i

.

Since ǫ > 0 is arbitrary, this confirms (4.4). It now follows as in the proof of Proposition 4.1
that (4.4) implies ν ∈ Sn. Since a ∈ G and ν ∈ TanΛ(µ, a) are arbitary, Lemma 4.2 in turn
implies µ is (n− 1)-rectifiable since θm,∗(µ, a) < ∞ almost everywhere. �

5. Rectifiability from existence of densities

In this section we prove Theorem 1.6. In Theorem 5.1, we show that almost everywhere existence
of Λ-densities implies Λ-tangents are uniform almost everywhere and theorem 5.2 shows that
existence of Λ-densities implies rectifiability. In Theorem 5.3 we switch gears and instead of
using Λ-tangents, decompose the measure µ into countably many pieces to show that a small
Λ-density gap also implies the measure is rectifiable. We then put together all the pieces to
prove the equivalences in Theorem 1.6.

Theorem 5.1. Suppose Λ : Rn → GL(n,R) and for µ almost every a that θmΛ (µ, a) exists.
Then for µ almost every a, and every ν ∈ TanΛ(µ, a),

ν(B(x, r)) = ν(B(0, 1))rm ∀x ∈ spt ν.

Before beginning the proof, we note that one can identify GL(n,R) with a subset of Rn×n, and
we recall that the eigenvalues of a matrix depend continuously upon the coefficients. Therefore,
by considering only elements of GL(n,R) with rational coefficients, given any ǫ > 0 we can
cover GL(n,R) with countably many sets {U ǫ

i }i∈N so that for all i ∈ N,

(5.1) BM (0, (1 − ǫ)r) ⊂ B
M̃
(0, r) ⊂ BM (0, (1 + ǫ)r) ∀M,M̃ ∈ U ǫ

i ∀i ∈ N.

Proof. By Corollary 3.8 if θmΛ (µ, a) exists, then,

(5.2) ν(B(0, r)) = ν(B(0, 1))rm ∀ν ∈ TanΛ(µ, a).

In fact, by Theorem 3.3 and another application of Corollary 3.8, we know that for almost every
a, and all ν ∈ TanΛ(µ, a)

(5.3) ν
(
B(x, r)

)
= Tx,1[ν](B(0, r)) = Tx,1[ν](B(0, 1))rm ∀x ∈ spt ν.

So the theorem follows from showing that for almost every a,

(5.4) Tx,1[ν](B(0, 1)) = ν(B(0, 1)) ∀ν ∈ TanΛ(µ, a) ∀x ∈ spt ν.

Indeed, briefly assuming (5.4), Theorem 5.1 follows from (5.2) and (5.3) that

ν
(
B(x, r)

)
= ν(B(0, 1))rm = ν(B(0, r)) ∀ν ∈ TanΛ(µ, a) ∀x ∈ spt ν.
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Define E ⊂ Rn as the set of points a so that,

∃νa ∈ TanΛ(µ, a) and ∃xa ∈ spt νa so that νa(B(xa, 1)) 6= νa(B(0, 1)).

Assume that µ(E) > 0. Consequently, for some k large enough,

E(k) =

{
a ∈ B(0, k) : ∃νa ∈ TanΛ(µ, a) ∃xa ∈ spt νa,

so that
νa(B(xa, 1))

νa(B(0, 1))
6∈ ((1 + k−1)−1, 1 + k−1)

}
(5.5)

has positive measure. Fix such a k0. We will reach a contradiction by showing that in fact

(5.6)
νa(B(xa, 1))

νa(B(0, 1))
< 1 + k−1

0 .

The proof that
νa(B(xa, 1))

νa(B(0, 1))
> (1 + k−1

0 )−1

follows by applying (5.6) to ν̃a = Txa,1[ν] with the point −xa ∈ spt ν̃a.

Let A be the set of all a ∈ Rn such that θmΛ (µ, a) ∈ (0,∞) and on A define the function

Fi(a) = sup
r<2−i

µ(BΛ(a, r))

θmΛ (µ, a)rm
.

Note that for µ almost every a, 1 ≤ Fi+1(a) ≤ Fi(a) and limi→∞ Fi(a) = 1. In particular, since
µ(E(k)) > 0, for ǫ0 > 0 there exists i0 large enough so that

Ei0 = {a ∈ E(k0) : 0 ≤ Fi0(a)− 1 < ǫ0}

has µ(Ei0) > 0. It follows that

(5.7)
µ(BΛ(a,r))

rm

θmΛ (µ, a)
< 1 + ǫ0 ∀r < 2−i0 ∀a ∈ Ei0

For ǫ1 > 0, let {U ǫ1
j }j∈N be a countable cover of GL(n,R) as in (5.1). Define Aj = {a ∈ Ei0 :

Λ(a) ∈ U ǫ1
i }. Since ∪jAj covers Ei0 there exists some j0 so that µ(Aj0) > 0. For ǫ2 > 0, define

for k ∈ Z

Ak
j0 =

{
a ∈ Aj0 : θmΛ (µ, a) ∈ [(1 + ǫ2)

k, (1 + ǫ2)
k+1)

}
.

If a1, a2 ∈ Ak
j0

for some k, it follows

(5.8) (1 + ǫ2)
−1 ≤

θmΛ (µ, a1)

θmΛ (µ, a2)
≤ (1 + ǫ2).

Since (0,∞) = ∪k∈Z[(1 + ǫ2)
k, (1 + ǫ2)

k+1), there exists some k with µ(Ak
j0
) > 0 and we denote

this set by A.

By Lemma 3.9 almost every a ∈ A satisfies the density condition (3.10). Fix such an a. Let
νa ∈ Tan(µ, a) and xa ∈ spt νa be as in (5.5). By Corollary 3.8, suppose without loss of
generality that

(5.9) νa =
νa(B1)

θmΛ (µ, a)
lim
i
r−m
i TΛ

a,ri [µ].

By (3.11) of Lemma 3.9, there exists {ai} ⊂ A so that

(5.10) lim
i→∞

Λ(a)−1

(
ai − a

ri

)
= xa.

Since νa is a uniform Radon measure, νa(∂B(0, 1)) = νa(∂B(xa, 1)) = 0. Applying Proposition
2.2 twice, once with the choices µ = νa, µi = TΛ

a,ri [µ], T = Txa,1,, and Ti = T
Λ(a)−1

(
ai−a

ri

)
,1
and
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again with the choices µ = νa, µi = TΛ
a,ri [µ], and T = Txa,1 = Ti then using (5.9), (5.10), and

Corollary 3.8, it follows

(5.11) lim
i→∞

Txa,1 ◦ T
Λ
a,ri [µ](B(0, 1))

rmi
= θmΛ (µ, a) = lim

i→∞

T
Λ(a)−1

(
ai−a

ri

)
,1
◦ TΛ

a,ri [µ](B(0, 1))

rmi
.

Let Λa denote the constant matrix-valued function from Rn → GL(n,R) given by y 7→ Λ(a).
A computation shows

TΛa
ai,ri(y) = T

Λ(a)−1
(

ai−a

ri

)
,1
◦ TΛ

a,ri(y).

Therefore (5.11) implies

νa(B(xa, 1))

νa(B1)
=

1

θmΛ (µ, a)
lim
i→∞

µ(BΛa(ai, ri))

rmi
.

Now (5.1) and a ∈ Aj0 ensures

νa(B(xa, 1))

νa(B(0, 1))
≤

(1 + ǫ1)
m

θmΛ (µ, a)
lim sup
i→∞

µ
(
BΛ(ai, (1 + ǫ1)ri)

)

(1 + ǫ1)mrmi
.

When i is large enough that (1 + ǫ1)ri < 2−i0 , (5.7) and (5.8) imply

νa(B(xa, 1))

νa(B(0, 1))
<

(1 + ǫ1)
m

θmΛ (µ, a)
(1 + ǫ0) lim sup

i→∞
θmΛ (µ, ai)

≤ (1 + ǫ1)
m(1 + ǫ0)(1 + ǫ2).

For ǫ0, ǫ1, ǫ2 small enough, this is less than 1+k−1
0 , verifying (5.6) and reaching a contradiction.

�

Theorem 5.2. If µ is a Radon measure on Rn and Λ : Rn → GL(n,R) are such that 0 <
θmΛ (µ, a) < ∞ for µ almost every a, then Tan(µ, a) ⊂ Mn,m for almost every a. In particular,
µ is countably m-rectifiable.

Proof. By Theorems 3.3 and 5.1 for almost every a, and all ν ∈ TanΛ(µ, a), Tan[ν] ⊂ TanΛ(µ, a) ⊂
Um(Rn). Lemma 2.12 implies Tan[ν] ∩Mn 6= ∅.

Moreover, since ν ∈ Um(Rn) it follows in fact that whenever νa ∈ Tan[ν]∩Mn then νa ∈ Mn,m.
By Lemma 2.8 and 2.16, we can apply Lemma 3.5 to F = Mn,m and M = Um(Rn) to conclude
that for almost every a, TanΛ(µ, a) ⊂ Mn,m. By [Pre87, Theorem 5.6] this implies µ is countably
m-rectifiable. �

Theorem 5.3. Let δn be the dimensional constant in Theorem 1.5. Suppose µ is a Radon
measure on Rm, with the following properties at µ almost every a: θm∗ (µ, a) > 0 and there exists
a Λ(a) ∈ GL(n,R) so that

(5.12)
θm,∗
Λ (µ, a)

θmΛ,∗(µ, a)
− 1 < δn.

Then µ is countably m-rectifiable.

The idea of the proof relies on the equivalence of (1) and (3) in Lemma 3.4. We use the
Lebesgue-Besicovitch differentiation theorem to decompose the measure µ into countably many
pieces µi, so that each µi has the following two properties: (a) µi almost everywhere θmΛ (µi, a)
exists, and (b) Λ has small oscillation on µi. Together these two properties will imply that

a linear transformation of µi, denoted by νi, has small density gap, i.e., θm,∗(νi,a)
θm∗ (νi,a)

− 1 is small

µi almost everywhere. Then Theorem 1.5(iv) will imply νi, and consequently µi, is rectifiable.
This type of proof cannot be used to prove Theorem 1.1 because the cancellation present in the
definition of the principal value does not behave well when decomposing a measure into small
pieces.
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Proof. Fix some Λ : Rn → GL(n,R) so that for µ a.e. a,

(5.13) Ak =

{
a

∣∣∣∣
θm,∗
Λ (µ, a)

θmΛ,∗(µ, a)
− 1 < (1− 2−k)δn

}
.

For k > 2 and ǫk > 0 to be chosen later, decompose GL(n,R) into countably many neighbor-
hoods {U ǫk

i }i∈N as in (5.1), so that

M ′B(0, (1 − ǫk)) ⊂ MB(0, 1) ⊂ M ′B(0, (1 + ǫk)) ∀M,M ′ ∈ U i
ǫk
.

Define Ei,k = {a ∈ Ak : Λ(a) ∈ U ǫk
i }. Since

µ
(
Rn \ ∪i,kEi,k

)
= 0,

rectifiability of µ follows from confirming µ Ei,k is rectifiable for each i, k.

Fix some i, k ∈ N. Suppose M ∈ U ǫk
i and define

µM = (M−1)♯(µ Ei,k).

Since M ∈ U ǫk
i ,

(5.14) BΛ(a, (1 − ǫk)r) ⊂ BM (a, r) ⊂ BΛ(a, (1 + ǫk)r).

Since M is bilipschitz, µM is rectifiable if and only if µ Ei,k is rectifiable. The Lebesgue
Besicovitch differentiation theorem ensures that for µ a.e. a ∈ Ei,k,

(5.15)

{
θm,∗
Λ (µ Ei,k, a) = θm,∗

Λ (µ, a)

θmΛ,∗(µ Ei,k, a) = θmΛ,∗(µ, a).

In particular, (5.14) implies

µ(BΛ(a, (1 − ǫk)r))

rm
≤

µM (B(M−1a, r))

rm
≤

µ(BΛ(a, (1 + ǫk)r))

rm

so that (5.15) and (5.13) respectively guarantee

θm,∗(µM ,M−1a)

θm∗ (µM ,M−1a)
− 1 ≤

(1 + ǫk)
m

(1− ǫk)m
θm,∗
Λ (µ, a)

θmΛ,∗(µ, a)
− 1

<
(1 + ǫk)

m

(1− ǫk)m
(1 + (1− 2−k)δn)− 1.

Therefore, if ǫk is chosen small enough so that

(5.16)
(1 + ǫk)

m

(1− ǫk)m
(1 + (1− 2−k)δn)− 1 < δn

then the measure µM satisfies Theorem 1.5(iv) and consequently is countably m-rectifiable.
Thus µ Ei,k is rectifiable and since µ

(
Rn \ ∪i,kEi,k

)
= 0, this implies µ is countably m-

rectifiable. �

We now put together all the pieces to prove Theorem 1.6.

Proof. For (1) ⇐⇒ (ii), note that by Lemma 3.4, (Λ(a)−1)♯Tan(µ, a) ⊂ Mn,m if and only if
TanΛ(µ, a) ⊂ Mn,m. But the prior condition is equivalent to Tan(µ, a) ⊂ Mn,m, so Theorem
1.5 now verifies (1) ⇐⇒ (ii). The equivalence (1) ⇐⇒ (iii) follows similarly. That (i) =⇒
(1) and (iv) =⇒ (1) are respectively Theorem 5.2 and Theorem 5.3.

Clearly (i) =⇒ (iv), so it suffices to show (1) =⇒ (i). Since by m-rectifiable, we in partic-
ular mean µ ≪ Hm, it follows that there exist countably many m-dimensional C1 embedded
manifolds Σi so that µ

(
Rn \ ∪iΣi

)
= 0. Without loss of generality, each Σi has a global chart

ϕi : Σi → Rm. Fix (Σi, ϕi) and define ν on Rm as the image measure (ϕi)♯µ. Since ϕi is a C1

diffeomorphism onto its image, ν ≪ Lm ϕi(Σi). Hence, by Radon-Nikodym and additionally
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the Lebesgue differentiation theorem in the form of [Fol99, Theorem 3.21], for ν almost every
x,

dν

dLm
(x) = lim

r→0

ν(Er(x))

Lm(Er(x))
∈ (0,∞)

for ν almost every x and for any family of sets Er(x) shrinking nicely to {x}. In particular
when Er(x) = ϕ(BΛ(ϕ

−1(x), r)). By the Lebesgue differentiation theorem in the form of [Fed14,
Theorem 2.9.11],

(5.17) lim
r→0

µ(BΛ(a, r) ∩Σi)

µ(BΛ(a, r))
= 1

for µ almost every a ∈ Σi. Consequently, for almost every a ∈ Σi,

lim
r→0

µ(BΛ(a, r))

rm
= lim

r→0

µ(BΛ(a, r) ∩ Σi)

rm

=

(
lim
r→0

Hm(Er(ϕ(a))

rm

)(
lim
r→0

µ Σi(BΛ(a, r))

rm
rm

Hm(Er(ϕ(a))

)

= ωm(Jϕ)(a) lim
r→0

µ Σi

(
ϕ−1(Er(a))

)

Lm(Er(ϕ(a))

= ωm(Jϕ)(a) lim
r→0

ν(Er(x))

Lm(Er(x))
∈ (0,∞),

where the final conclusion of positive and finite is justified for almost every a since ϕ is a
C1 diffeomorphism and (5.17). Thus for any Σi and µ almost every a ∈ Σi we have shown
θmΛ (µ, a) ∈ (0,∞). Since µ(Rn \ ∪iΣi) = 0 this proves (i). �
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