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Assessment is a part of teaching and learning, and recent efforts seek to improve assessment
practices within K-12 education (Harris et al., 2023). There has also been a substantive shift from
paper-and-pencil assessments to technology-delivered assessments (Thompson, 2017). Fairness
and bias considerations are an important aspect of the assessment validation process (AERA et
al., 2014; Herman & Cook, 2022). Exploring fairness and bias issues related to technology-
delivered mathematics tests is necessary. This study’s purpose is to synthesize bias and fairness
validity evidence related to a technology-delivered, computer-adaptive mathematics problem-
solving test called the PSM-CAT. The PSM-CAT is composed of standards-aligned, mathematics
word problems. It is designed for students in grades 6-8 (age 11-14) and is intended to be
formative in nature (see Bostic et al., 2024 for more information).

Potential respondents as well as possible test administrators and users can provide useful data
regarding issues of test bias and fairness (Lane, 2014). Our team conducted 1-1 and small-group
interviews with students and adults from a broad sample over two years. We purposefully and
representatively interviewed (i) students and (i) teachers, administrators, or curriculum
specialists, and (i11) STEM Education faculty and professionals representing different (a)
geographic regions, (b) school communities, (¢) individuals with and without learning
disabilities, (d) multilinguals and native English speakers, () genders, and (f) students
representing BIPOC and White students. Interviews were audio recorded and transcribed. Data
were qualitatively analyzed using a two-cycle approach to generate themes, with checks and
balances throughout the analysis to promote trustworthiness (Miles et al., 2014). We report our
findings from student-data (potential respondents) and adult-data (potential test users) separately.

One theme emerged from students’ data: Items’ contexts, language, and content were broadly
accessible to peers; nearly all students did not perceive bias within items. We will present
quotations in our poster and summarize the data as showing that 125 of 128 students (98%)
reported items as fair, content-appropriate, and free from bias. A second theme came from adults:
Readability, contexts, and standards-alignment was fair and appropriate for diverse learners. An
implication from this two-year study is opening our test development scholarship on bias and
fairness for scrutiny, which may be a call for other test developers to publicly share their
findings. Bias and fairness are a cornerstone for a validity argument and should be explored to

promote better, shorter tests and concomitantly, more time for teaching and learning (Bostic,
2023).
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