
ar
X

iv
:2

31
0.

12
27

7v
2 

 [m
at

h.
A

P]
  1

0 
A

pr
 2

02
5

GLOBAL WELL-POSEDNESS AND SCATTERING FOR THE DEFOCUSING

MASS-CRITICAL SCHRÖDINGER EQUATION IN THE

THREE-DIMENSIONAL HYPERBOLIC SPACE

BOBBY WILSON AND XUEYING YU

Abstract. In this paper, we prove that the initial value problem for the mass-critical defocusing
nonlinear Schrödinger equation on the three-dimensional hyperbolic space H

3 is globally well-posed
and scatters for data with radial symmetry in the critical space L

2(H3).
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1. Introduction

In this paper, we consider the initial value problem for the defocusing mass-critical nonlinear
Schrödinger (NLS) posed on the three-dimensional hyperbolic plane H

3 with radial initial datum
φ:

{
i∂tu+∆H3u = |u|

4
3 u, t ∈ R, x ∈ H

3,

u(0, x) = φ(x).
(1.1)

The primary objective of this work is to establish the global well-posedness of equation (1.1) and
demonstrate scattering behavior in the critical space L2(H3).

1.1. Setup. To provide a more general context for the problem, we consider the initial value
problem for the NLS equation defined on a manifold M:

i∂tu+∆Mu = |u|p−1 u, (1.2)

where u : Rt ×M → C is a complex-valued function of time and space and M is a manifold. The
NLS equation is characterized as defocusing due to the positive sign of the nonlinearity.
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2 WILSON AND YU

Equation (1.2) possesses two essential conserved quantities: mass and energy, defined as follows:

M(u)(t) =

∫

M
|u(t, x)|2 dx =M(u(0)), (1.3)

E(u)(t) =

∫

M

1

2
|∇u(t, x)|2 +

1

p+ 1
|u(t, x)|p+1 dx = E(u(0)). (1.4)

These conservation laws provide control over the L2 and Ḣ1 norms of the solutions, respectively.

In Euclidean spaces, NLS exhibits a scaling symmetry

u(t, x) 7→ λ
2

p−1u(λ2t, λx),

under which the only invariant, homogeneous, L2
x-based Sobolev norm is the Ḣsc(Rd) norm. This

symmetry establishes its critical scaling exponent of (1.1) on R
d, which is given by

sc :=
d

2
−

2

p− 1
.

Accordingly, the problem NLS can be classified as subcritical, critical or supercritical depending on
whether the regularity of the initial data is above, equal, or below the scaling sc of NLS. We will
adopt the language in the scaling context in other manifolds M.

1.2. History. In the cases when the equation becomes scale invariant at the level of one of the
conserved quantities (1.3) and (1.4), we refer to these situations as the mass-critical NLS (sc = 0,
p = 1 + 4

d) and the energy-critical NLS (sc = 1, p = 1 + 4
d−2 ) respectively, and they have

received special attention in the past. It has now become standard that within the critical regime,

establishing a uniform a priori bound for the spacetime L
2(d+2)
d−2sc
t,x norm of solutions to the critical

NLS implies both global well-posedness and scattering for general data.

In the energy-critical case (s = sc = 1), Bourgain [7] first introduced an inductive argument on
the size of the energy and a refined Morawetz inequality to prove global existence and scattering in
three dimensions for large finite energy data which is assumed to be radial. A different proof of the
same result is given in [15]. Then, a breakthrough was made by Colliander-Keel-Staffilani-Takaoka-
Tao [9]. They removed the radial assumption and proved global well-posedness and scattering of
the energy-critical problem in three dimensions for general large data. They relied on Bourgain’s
induction on energy technique to find minimal blow-up solutions that concentrate in both physical
and frequency spaces, and proved new interaction Morawetz-type estimates to rule out this kind of
minimal blow-up solutions. This milestone was later extended to higher dimensions by Ryckman
and Visan [32] and Visan [38], following the groundwork laid by [9].

In [23] Kenig and Merle proposed a new methodology, a deep and broad road map to tackle
critical problems. In fact, using a contradiction argument they first proved the existence of a critical
element such that the global well-posedness and scattering fail. Then, relying on a concentration
compactness argument, they showed that this critical element enjoys a compactness property up to
the symmetries of this equation. This final step was reduced to a rigidity theorem that precluded
the existence of such a critical element.

The mass-critical (s = sc = 0) global well-posedness and scattering problem was also first studied
in the radial case as in [25, 37]. Then Dodson proved the global well-posedness of the mass-critical
problem in any dimension for nonradial data [10, 11, 12]. A key ingredient in Dodson’s work is
to prove a long-time Strichartz estimate. This estimate played a crucial role in handling the error
term within frequency-localized Morawetz estimates, ultimately enabling the exclusion of minimal
blow-up solutions.
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In contrast to the energy- and mass-critical problems, for any other sc 6= 0, 1, there are no
conserved quantities that control the growth in time of the Ḣsc norm of the solutions. In [24],
Kenig and Merle showed for the first time that if a solution of the defocusing cubic NLS in three

dimensions remains bounded in the critical norm Ḣ
1
2 in the maximal time of existence, then the

interval of existence is infinite and the solution scatters using concentration compactness and rigidity
argument. See also [13, 29, 40] for results of critical problems at the non-conservation law levels.

On non-Euclidean manifolds, using the Kenig and Merle road map and an ad hoc profile de-
composition technique, Ionescu-Pausader [17, 18] and Ionescu-Pausader-Staffilani [19] were able to
transfer the already available energy-critical global existence results in Euclidean spaces into their
corresponding R × T

3, T3 and H
3 settings. Their method (which is known as blackbox trick) has

been successfully applied to other general settings, see [30, 35, 41, 42, 43, 44, 45]. The central idea
behind this approach involves breaking down the minimal blow-up solution into a combination of
Euclidean-like solutions and scale-1 solutions through profile decomposition. Leveraging the well-
established critical global well-posedness theory in Euclidean spaces, they employ it as a blackbox
trick to achieve global well-posedness on the given manifold, effectively adapting and transferring
the theory to non-Euclidean settings.

1.3. Motivation. In Euclidean spaces, where the sectional curvature is constant zero, the global
wellposedness and scattering problem of NLS is well understood. However, in curved spaces with
negative curvatures, the distinctive geometric properties introduced by the metric geometry pose
unique obstacles, such as the lack of a Fourier convolution theorem. As a result, extrapolating
results from the Euclidean to the hyperbolic case is often nontrivial. There are only very few
results studying the global wellposedness and scattering of NLS in the hyperbolic case.

However, hyperbolic spaces represent the simplest symmetric spaces of noncompact type charac-
terized by a constant negative sectional curvature. In the papers, [1, 5, 20], this negative curvature
leads to dispersive estimates which are slightly improved compared to those that can be obtained
in Euclidean spaces. Such enhanced dispersion has, in fact, facilitated the establishment of global
well-posedness and scattering results for subcritical NLS in these spaces, see [2, 3, 4, 6, 20, 28, 34].
In [19], the authors establish global well-posedness and scattering for energy-critical NLS on H

3. In
this paper, we aim to establish the global well-posedness and scattering theory for the mass-critical
NLS on the three-dimensional hyperbolic space, which to the best of the authors’ knowledge, is the
first mass-critical global well-posedness and scattering result obtained on non-Euclidean manifolds.

1.4. Main result and discussion. Now we consider the initial value problem for the mass-critical
(1.1) (that is p = 7

3 in (1.2)) NLS posed on the three-dimensional hyperbolic plane H
3.

Now let us state the main result of this paper.

Theorem 1.1. Let φ ∈ L2(H3) and let φ be rotationally symmetric.

(1) Then there exists a unique global solution u ∈ C(R;L2(H3)) of (1.1). In addition, the
mapping φ → u is a continuous mapping from L2(H3) to C(R;L2(H3)) and ‖u‖L2(H3) is
conserved.

(2) We have the bound of the global solution

‖u‖
L
10/3
t,x (R×H3)

.‖φ‖L2(H3)
1 (1.5)

which implies u scatters to a linear solution, that is, there exists u± ∈ L2(H3) such that

lim
t→±∞

‖u(t)− eit∆H3u±‖L2(H3) = 0.
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Remark 1.2. Recall that it is sufficient to prove a uniform a priori bound for the spacetime

L
10/3
t,x norm of solutions in (1.5), as the scattering part follows from a standard argument (see, for

example, [8, 36]).

One would expect that the stronger dispersion in hyperbolic space would play a role in a well-
posedness argument. However, the most important observation for the following argument is that
in three dimensions, one can reduce the bilinear Strichartz estimate in hyperbolic space with radial
data to a Euclidean bilinear Strichartz estimate using a simple change-of-variables. For hyperbolic
space of any dimension greater than 3, this change-of-variables does not produce a nice correspon-
dence between Euclidean and hyperbolic bilinear Strichartz estimates. Since we have an assumption
of radial data, we can use improved Euclidean radial bilinear Strichartz estimates of Shao [33]. It
is important to note that, due to the presence of frequency localization in bilinear estimates, the
most challenging part is to show that this frequency localization is preserved under the change of
variables. If this preservation does not hold, the Euclidean bilinear estimate will not be applica-
ble, potentially leading to undesirable error terms. The question of whether one can prove better
general-data bilinear Strichartz estimates in hyperbolic space remains.

For the scattering argument, one would expect a Morawetz estimate to be an essential feature of
a contradiction argument. In this case, we use the Morawetz estimate for NLS on hyperbolic space
of Ionescu and Staffilani [20] combined with the strategy of Dodson [10] to construct a suitable
contradiction argument. The Morawetz estimate of [20] was used to establish scattering for the
energy-critical NLS on H3 in [19]. Of course, the difficulty in our setting is that we are assuming a
measure of regularity that falls below the scaling regularity of the Morawetz estimate. To overcome
this difficulty, we consider the frequency localized version of the Morawetz estimate. This is similar
to the strategy employed in [10], which makes it a perfect strategy to emulate. Fortunately, the
blackbox trick allows for a simplification of the strategy of Dodson.

The structure of the paper is as follows: Section 2 contains an assortment of important definitions
and tools necessary for analysis of Schrödinger equations on Hyperbolic space. Then Section 3
presents the local wellposedness statement as well as local stability estimates and the Morawetz
estimate. In Section 4, the proof of Theorem 1.1 is presented as a reduction to two key propositions:
Proposition 4.1 and Proposition 4.6. Section 5 presents the bilinear Strichartz estimate (as well as
a nonlinear corollary) followed by estimates that allow for Euclidean approximations in the profile
decomposition in Section 6. Section 7 details the profile decomposition machinery. Finally, Section
8 is a presentation of the proof of Proposition 4.1, and Section 9 discusses the proof of Proposition
4.6.

Acknowledgement. Both authors would like to thank Gigliola Staffilani for suggesting this prob-
lem, and Sohrab Shahshahani for very insightful conversations. B. W. is supported by NSF grant
DMS 1856124, and NSF CAREER Fellowship, DMS 2142064. This material is based upon work
supported by the National Science Foundation under Grant No. DMS-1928930 while B.W. was
in residence at the Simons Laufer Mathematical Sciences Institute (formerly MSRI) in Berkeley,
California, during the summer of 2023. X. Y. is partially supported by NSF DMS-2306429.

2. Preliminaries

In this section, we establish notation and provide a basic framework for understanding Schrödinger
equations on hyperbolic spaces.



ON GWP OF MASS-CRITICAL NLS IN H3 5

2.1. Notations. We define

‖f‖Lq
tL

r
x(J×H3) :=

[∫

J

(∫

H3

|f(t, x)|r dx

) q
r

dt

] 1
q

,

where J is a time interval.

We adopt the usual notation that A . B or B & A to denote an estimate of the form A ≤ CB,
for some constant 0 < C < ∞ depending only on the a priori fixed constants of the problem.
Furthermore, we let A ∼ B denote the double estimate A . B and B . A. We also use a+ and
a− to denote expressions of the form a+ ε and a− ε, for any 0 < ε≪ 1.

2.2. Hyperbolic geometry. We consider the Minkowski space Rd+1 with the standard Minkowski
metric

−(dx0)2 + (dx1)2 + (dx2)2 + · · ·+ (dxd)2

and we define the bilinear form on R
d+1 × R

d+1,

[x, y] = x0y0 − x1y1 − x2y2 − · · · − xdyd.

The hyperbolic space H
d is defined as

H
d = {x ∈ R

d+1 : [x, x] = 1 and x0 > 0}.

Let 0 = {1, 0Rd} = {(1, 0, 0, · · · , 0)} denote the origin of H
d. The Minkowski metric on R

d+1

induces a Riemannian metric g on H
d, with covariant derivative D and induced measure dµ.

We define G := SO(d, 1) = SOe(d, 1) as the connected Lie group of (d + 1) × (d + 1) matrices
that leave the form [·, ·] invariant. Clearly, X ∈ SO(d, 1) if and only if

trX · Id,1 ·X = Id,1, detX = 1, X00 > 0,

where Id,1 is the diagonal matrix diag[−1, 1, . . . , 1] (since [x, y] = −tx · Id,1 · y). Let K = SO(d)
denote the subgroup of SO(d, 1) that fixes the origin 0. Clearly, SO(d) is the compact rotation
group acting on the variables (x1, . . . , xd). We define also the commutative subgroup A of G,

A :=



as =



cosh s sinh s 0
sinh s cosh s 0
0 0 Id−1


 : s ∈ R



 ,

and recall the Cartan decomposition

G = KA+K, A+ := {as, s ∈ [0,∞)}. (2.1)

The semisimple Lie group G acts transitively on H
d and hyperbolic space Hd can be identified with

the homogeneous space G/K = SO(d, 1)/SO(d). Moreover, for any h ∈ SO(d, 1) the mapping
Lh : Hd → H

d, Lh(x) = h ·x, defines an isometry of Hd. Therefore, for any h ∈ G, we further define
the L2 isometries

πh : L2(Hd) → L2(Hd), πh(f)(x) = f(h−1 · x).

We fix normalized coordinate charts which allow us to pass in a suitable way between functions
defined on hyperbolic spaces and functions defined on Euclidean spaces. More precisely, for any
h ∈ SO(d, 1) we define the diffeomorphism

Ψh : Rd → H
d, Ψh(v

1, . . . , vd) = h · (

√
1 + |v|2, v1, . . . , vd). (2.2)

Using these diffeomorphisms we define, for any h ∈ G,

π̃h : C(Rd) → C(Hd), π̃h(f)(x) = f(Ψ−1
h (x)).
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We will use the diffeomorphism ΨI as a global coordinate chart on H
d, where I is the identity

element of G. We record the integration formula

∫

Hd

f(x) dµ(x) =

∫

Rd

f(ΨI(v))(1 + |v|2)−
1
2 dv

for any f ∈ C0(H
d).

An alternative definition for the hyperbolic space is

H
d = {x = (s, t) ∈ R

d+1, (s, t) = ((sinh r)ω, cosh r), r ≥ 0, ω ∈ S
d−1}.

One has

dt = sinh r dr, ds = cosh rω dr + sinh r dω

and the metric induced on H
d is

dr2 + sinh2 r dω2,

where dω2 is the metric on the sphere S
d−1.

Then one can rewrite integrals as

∫

Hd

f(x) dx =

∫ ∞

0

∫

Sd−1

f(r, ω) sinhd−1 r drdω.

The length of a curve

γ(t) = (cosh r(t), sinh r(t)ω(t)),

with t varying from a to b, is defined

L(γ) =

∫ b

a

√
|γ′(t)|2 + |sinh r(t)|2 |ω′(t)|2 dt.

Recall 0 = {(1, 0Rd )} denote the origin of Hd. The distance of a point to 0 is

d((cosh r, sinh rω),0) = r.

More generally, the distance between two arbitrary points is

d(x, x′) = cosh−1([x, x′]).

The general definition of the Laplace-Beltrami operator is given by

∆Hd = ∂2r + (d− 1)
cosh r

sinh r
∂r +

1

sinh2 r
∆Sd−1 .

Remark 2.1. The form of the Laplace-Beltrami operator implies that there will be no scaling
symmetry in H

3 as we usually have in the R
d setting.

2.3. Fourier transforms.
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2.3.1. Fourier transforms on H
d. For θ ∈ S

d−1 and λ a real number, the functions of the type

hλ,θ(x) = [x,Λ(θ)]iλ−
d−1
2 ,

where Λ(θ) denotes the point of Rd+1 given by (1, θ), are generalized eigenfunctions of the Laplacian-
Beltrami operator. Indeed, we have

−∆Hdhλ,θ =

(
λ2 +

(d− 1)2

4

)
hλ,θ.

The Fourier transform on H
d is defined as

f̂(λ, θ) :=

∫

Hd

hλ,θ(x)f(x) dx,

and the Fourier inversion formula on H
d takes the form of

f(x) =

∫ ∞

−∞

∫

Sd−1

hλ,θ(x)f̂(λ, θ)
dθdλ

|c(λ)|2
,

where c(λ) is the Harish-Chandra coefficient

1

|c(λ)|2
=

1

2(2π)d

∣∣Γ(iλ+ d−1
2 )
∣∣2

|Γ(iλ)|2
.

In particular, when d = 3, the Harish-Chandra coefficient is simple, that is,

|c(λ)|2 =
c

λ2
.

In the radially symmetric case, Fourier transform is given in the following form

f̃(λ) =

∫ ∞

0
f(r)φλ(r) sinh

d−1 r dr,

f(r) =
2d−1

2πωd−1

∫ ∞

0
f̃(λ)φλ(r) |c(λ)|

−2 dλ.

In particular, in three dimensional radially symmetric case, we have

φλ(r) =
c

λ

sin(λr)

sinh r

which implies

f̃(λ) =
c

λ

∫ ∞

0
f(r) sin(λr) sinh r dr,

f(r) = c

∫ ∞

0
f̃(λ)

sin(λr)

λ

1

sinh r
λ2 dλ.

Also Plancherel formula reads
∫ ∞

0
|f(r)|2 sinh2 r dr = c

∫ ∞

0

∣∣∣f̃(λ)
∣∣∣
2
λ2 dλ.
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2.3.2. Radial Fourier transform on R
d. We define the Fourier transform on R

d by

f̂(ξ) :=
1

(2π)
d
2

∫

Rd

e−ix·ξf(x) dx,

and Fourier inversion

f(x) :=
1

(2π)
d
2

∫

Rd

eix·ξf̂(ξ) dξ.

Before defining the radial Fourier transforms, we recall Bessel functions and their properties. The
Bessel function of order n, Jn(x), is defined by

Jn(x) =
∞∑

j=0

(−1)j

j! Γ(j + n+ 1)

(x
2

)2j+n
.

In particular, J 1
2
has the following explicit formula

J 1
2
(z) =

√
2

πz
sin z.

In the radially symmetric case, the Fourier transform is given in terms of the Bessel function

f̂(k) = (2π)
d
2

∫ ∞

0
J d−2

2
(kr)f(r)r

d
2 k−

d−2
2 dr,

and its inversion is given by

f(r) = (2π)
d
2

∫ ∞

0
J d−2

2
(kr)f̂(k)k

d
2 r−

d−2
2 dk.

2.4. A change of variables between R
d and rotationally symmetric manifolds. In this

subsection, we recall a change of variables computation for rotationally symmetric manifolds (see
[5, 31]).

In the case of rotationally symmetric manifolds M, the metric is given by

dx2 = dr2 + φ2(r) dω2

where dω2 is the metric on the sphere S
d−1, and φ is a positive function C([0,∞)), such that

φ(0) = 0, φ′(0) = 1, and φ(k)(0) = 0 (for k ∈ 2Z+). For example, Rd and H
d are such manifolds,

with φ(r) = r and φ(r) = sinh r respectively. The Laplace-Beltrami operator on M is

∆M = ∂2r + (d− 1)
φ′(r)

φ(r)
∂r +

1

φ2(r)
∆Sd−1 .

Consider the linear Schrödinger equation posed on M{
i∂tu+∆Mu = 0,

u(0, x) = u0.

We define an auxiliary function

k(r) :=

(
φ(r)

r

) d−1
2

.

Under the following change of variables

u(t, r, ω) =
v(t, r, ω)

k(r)
,



ON GWP OF MASS-CRITICAL NLS IN H3 9

we see that v solves the equation

i∂tv +∆Rdv +

(
1

φ2(r)
−

1

r2

)
∆Sd−1v − V (r)v = 0,

where

V (r) =
d− 1

2

φ′′

φ
+

(d− 1)(d − 3)

4

((
φ′

φ

)2

−
1

r2

)
.

In particular, when considering on H
3 with radial data, we simplify to obtain

u(t, r, w) = u(t, r), k(r) =
sinh r

r
, V (r) = 1

and we can see that

v(t, r) =
sinh r

r
u(t, r)

solves

i∂tv +∆R3v − v = 0.

Now let

w(t, r) = eitv(t, r),

then we see that w solves the linear Schrödinger equation

i∂tw +∆R3w = 0.

It is clear that the radial, 3-dimensional regime is a very special case of such a change of variables
in rotationally symmetric manifolds. We will rely heavily on the simplicity of relating the generic
rotationally symmetric case to the Euclidean case throughout the course of this manuscript.

2.5. Strichartz estimates. In this subsection, we recall the Strichartz estimates proved in both
Euclidean spaces and hyperbolic spaces.

2.5.1. In Euclidean spaces. We say that a couple (q, r) is admissible if (1/q, 1/r) belong to the line

Ld = {(
1

q
,
1

r
) ∈ [0,

1

2
]× (0,

1

2
]
∣∣ 2
q
+
d

r
=
d

2
}.

Then we have the following

Proposition 2.2 (Euclidean Strichartz estimates in [14, 22, 39]). Assume u is the solution to the
inhomogeneous initial value problem

{
i∂tu+∆Rdu = F, t ∈ R, x ∈ R

d,

u(0, x) = φ(x),

For any admissible exponents (q, r) and (q̃, r̃) we have the Strichartz estimates:

‖u‖Lq
tL

r
x(R×Rd) . ‖φ‖L2

x(R
d) + ‖F‖

Lq̃′

t L
r̃′
x (R×Rd)

,

where 1/q + 1/q′ = 1 and 1/r + 1/r′ = 1.

Definition 2.3 (Strichartz spaces in R
d). We define the Banach space

S0
Rd(I) =

{
f ∈ C(I;L2(Rd)) : ‖f‖S0

Rd
(I) = sup

(q,r) admissible
‖f‖Lq

tL
r
x(I×Rd) <∞

}
.
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2.5.2. In hyperbolic spaces. We have a larger class of admissible pairs. We say that a couple (q, r)
is admissible if (1/q, 1/r) belong to the triangle

Td =

{
(
1

q
,
1

r
) ∈ (0,

1

2
]× (0,

1

2
)
∣∣ 2
q
+
d

r
≥
d

2

}
∪

{
(0,

1

2
)

}
.

We then have the following theorem:

Proposition 2.4 (Hyperbolic Strichartz estimates in [1, 20]). Assume u is the solution to the
inhomogeneous initial value problem{

i∂tu+∆Hdu = F, t ∈ R, x ∈ H
d,

u(0, x) = φ(x).

Then, for any admissible exponents (q, r) and (q̃, r̃) we have the Strichartz estimates:

‖u‖Lq
tL

r
x(R×Hd) . ‖φ‖L2

x(H
d) + ‖F‖

Lq̃′

t L
r̃′
x (R×Hd)

,

where 1/q + 1/q′ = 1 and 1/r + 1/r′ = 1.

Note that the main inequality we need is the dispersive estimate
∥∥eit∆Hd

∥∥
Lp→Lp′ . |t|−d(

1
p
− 1

2
)
, p ∈ [

2d

(d+ 2)
, 2],

1

p
+

1

p′
= 1. (2.3)

Remark 2.5. Strichartz estimates are better in H
d in the sense that the set Td of admissible pairs

for H
d is much wider than the corresponding set, Ld, for R

d which is just the lower edge of the
triangle. See also Figure 2.1 below.

1
q

1
r

1
2

1
2

d
4

0

Figure 2.1. Strichartz admissible pair regions for the hyperbolic space H
d.

Definition 2.6 (Strichartz spaces). We define the Banach space

S0
Hd(I) =

{
f ∈ C(I;L2(Hd)) : ‖f‖S0

Hd(I)
= sup

(q,r) admissible
‖f‖Lq

tL
r
x(I×Hd) <∞

}
.

Also we define the dual Banach space N0
Hd(I) of S

0
Hd(I),

N0
Hd(I) =

{
f ∈ C(I;L2(Hd)) : ‖f‖N0

Hd(I)
:= inf

(q,r) admissible
‖f‖

Lq′

t L
r′
x (I×Hd)

<∞

}
,

where 1/q + 1/q′ = 1 and 1/r + 1/r′ = 1.
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2.6. Tools needed on H
3. In this subsection we recall some important and classical analysis

developed for the hyperbolic spaces.

2.6.1. Local smoothing estimates in the hyperbolic space.

Proposition 2.7 (Theorem 1.2 in [21]: Local Smoothing Estimates in H
d). For any ε > 0,

∥∥∥ 〈x〉−
1
2
−ε |∇|

1
2 eit∆f

∥∥∥
L2
t,x(R×Hd)

. ‖f‖L2
x(H

d) ,

∥∥∥∥ 〈x〉
− 1

2
−ε∇

∫ t

0
ei(t−s)∆F (s, x) ds

∥∥∥∥
L2
t,x(R×Hd)

.
∥∥∥ 〈x〉

1
2
+ε F

∥∥∥
L2
t,x(R×Hd)

.

where the Japanese bracket notation is given by 〈x〉 = (1 + d(x,0)2)
1
2 .

Remark 2.8. In [21], the author considered more general manifolds that there are denoted with

X. To obtain the theorem above one needs to take p(λ) = |λ|2, p(D) = −∆X − |ρ|2 and m = 2.

2.6.2. Heat-flow-based Littlewood-Paley projections and functional inequalities on H
3. The Little

wood-Paley projections on H
3 that we use in this paper are based on the linear heat propagator

es∆. It turns out, in fact, that in H
d this is a great substitute for the standard Littlewood-Paley

decomposition used in R
d, since in H

d one cannot localize in frequencies efficiently. We report
below several results that first appeared in [27].

Definition 2.9 (Section 2.7.1 in [27]: Heat-flow-based Littlewood-Paley projections). For any
N > 0, we define

P≤Nf = eN
−2∆

H3f, PNf = N−2∆H3eN
−2∆

H3f.

By the fundamental theorem of calculus, it is straightforward to verify that

P≤Nf = 2

∫ N

0
PMf

dM

M
for N > 0.

In particular, we have

f = 2

∫ ∞

0
PMf

dM

M
,

which is the basic identity that relates f with its Littlewood-Paley resolution {PNf}N∈(0,∞). We
also have

P≥Nf = 2

∫ ∞

N
PMf

dM

M
.

Remark 2.10. Intuitively, PNf may be interpreted as a projection of f to frequencies comparable
to N . P≤N and P≥N can be viewed as projections into low and high frequencies, respectively.

Proposition 2.11 (Theorem 3.2 in [16]). Let (M,g) be a smooth, complete Riemannian d-manifold
with Ricci curvature bounded from below. Assume that

inf
x∈M

Volg (Bx(1)) > 0

where Volg (Bx(1)) stands for the volume of Bx(1) with respect to g. Then for any q ∈ [1, d),

W 1,p(M) →֒ Lq(M)

where 1/q = 1/p − 1/d.
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Lemma 2.12 (Sobolev embedding).

W s,p(Hd) →֒ Lq(Hd), if 1 < p ≤ q <∞ and
1

p
−

1

q
=
s

d
.

Lemma 2.13 (Refined Fatou). Suppose {fn} ⊂ Lp(Hd) with lim supn→∞ ‖fn‖Lp < ∞. If fn → f
almost everywhere, then ∫

Hd

| |fn|
p − |fn − f |p − |f |p| dx→ 0.

In particular,

‖fn‖
p
Lp − ‖fn − f‖pLp → ‖f‖pLp .

3. Local Theory, Stability and Morawetz Estimates

In this section, we include a local well-posedness argument, a stability theory, and Morawetz
estimates.

Definition 3.1 (The partial ordering on trajectories). Let

P = {(I, u) : I ⊂ R is an open interval and u ∈ C(I;L2(H3))}

with the natural partial order

(I, u) ≤ (I ′, u′) if and only if I ⊂ I ′ and u′(t) = u(t) for any t ∈ I.

We denote the solution norm

‖f‖Z(I) := ‖f‖
L

10
3

t,x(I×H3)
.

Proposition 3.2 (Local well-posedness). Assume φ ∈ L2(H3). Then there is a unique maximal
solution (I, u) = (I(φ), u(φ)) ∈ P, 0 ∈ I, of the initial-value problem (1.1) on I × H

3. The mass
defined in (1.3) is constant on I, and ‖u‖S0

H3(J)
<∞ for any compact interval J ⊂ I. In addition,

‖u‖Z(I+) = ∞ if I+ := I ∩ [0,∞) is bounded,

‖u‖Z(I−) = ∞ if I− := I ∩ (−∞, 0] is bounded.

Proposition 3.3 (Stability). Assume I is an open interval, ρ ∈ {0, 1}, and v ∈ C(I;L2(H3))
satisfies the approximate Schrödinger equation

i∂tv +∆H3v = ρ |v|
4
3 v + e

on I ×H
3. Assume in addition that

‖v‖
L

10
3

t,x(I×H3)
+ ‖v‖L∞

t L2
x(I×H3) ≤M, (3.1)

for some M ∈ [0,∞). Assume t0 ∈ I and u(t0) ∈ L2(H3) is such that the smallness condition

‖u(t0)− v(t0)‖L2(H3) + ‖e‖N0
H3(I)

≤ ε

holds for some 0 < ε < ε1, where ε1 ≤ 1 is a small constant ε1 = ε1(M) > 0. Then there exists a
solution u ∈ C(I;L2(H3)) of the Schrödinger equation

i∂tu+∆H3u = ρ |u|
4
3 u

on I ×H
3, and

‖u‖S0
H3(I×H3) + ‖v‖S0

H3(I×H3) ≤ C(M),
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‖u− v‖S0
H3(I×H3) ≤ C(M)ε.

Proposition 3.4 (Morawetz estimates in [20]). Assume that I ⊂ R is an open interval, and
u ∈ C(I;L2(H3)) is a solution of (1.1). Then for any t1, t2 ∈ I

‖u‖
10
3

L
10
3

t,x([t1,t2]×H3)
. ‖u‖L∞

t L2
x([t1,t2]×H3) ‖u‖L∞

t H1
x([t1,t2]×H3) .

Proposition 3.5 (Modified Morawetz estimates, Proposition 4.1 in [34]). If u solves

i∂tu+∆H3u = |u|
4
3 u+N , (3.2)

then the modified Morawetz estimate becomes

‖u‖
10
3

L
10
3

t,x([t1,t2]×H2)
. ‖u‖L∞

t L2
x([t1,t2]×H3) ‖u‖L∞

t H1
x([t1,t2]×H3)

+ ‖N ū‖L1
t,x([t1,t2]×H3) + ‖N∇ū‖L1

t,x([t1,t2]×H3) .

4. The Proof of the Main Theorem

In this section, we present the proof of Theorem 1.1 by reducing the statement to Proposition
4.1. The remainder of the paper is devoted to proving Proposition 4.1 and other important results
used throughout this section.

First, for any M ∈ [0,∞), define

S(M) := sup
{
‖u‖Z(I) : ‖u‖L2(H3) ≤M

}

where the supremum is taken over all solutions u ∈ C(I;L2(H3)) to (1.1) defined on the interval I.
We further define

Mmax := sup{M : S(M) <∞}.

Stability at the trivial solution implies that Mmax > 0. Proposition 3.2 then implies that if
‖u‖L2(H3) < Mmax then u exists globally and scatters. Now, if Mmax = ∞, then Theorem 1.1
is proven. Therefore, we assume, by contradiction, that Mmax <∞.

If Mmax < ∞, then we can construct a sequence of functions, uk ∈ C((−Tk, T
k);L2(H3)) such

that the hypotheses of the following proposition hold:

Proposition 4.1 (Key proposition). For k = 1, 2, · · · , let (−Tk, T
k) ⊂ R be a sequence of intervals

and let uk ∈ C((−Tk, T
k);L2(H3)), be a sequence of solutions of the nonlinear equation

i∂tu+∆H3u = |u|
4
3 u,

such that M(uk) →Mmax. Let tk ∈ (−Tk, T
k) be a sequence of times with

lim
k→∞

‖uk‖Z((−Tk ,tk)) = lim
k→∞

‖uk‖Z((tk ,T k)) = +∞. (4.1)

Then there exists w0 ∈ L2(H3) and a sequence of isometries hk ∈ G such that, up to passing to a
subsequence, uk(tk, h

−1
k · x) → w0 ∈ L2 strongly.

(The proof of Proposition 4.1 is presented in Section 8.)

Let u ∈ C((−T∗, T
∗);L2(H3)) be the maximal solution to (1.1) with initial data w0. If ‖u‖Z((0,T ∗)) <

∞, then stability and the fact that u is maximal implies that T ∗ = ∞ and

sup
k

‖uk‖Z((tk ,∞)) ≤ C‖u‖Z((0,∞))
,
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which presents a contradiction. Therefore, ‖u‖Z((0,T ∗)) = ∞. Local wellposedness (Proposition 3.2)

now implies that u can be extended to a global solution, u ∈ C(R, L2(H3)), such that ‖u‖L2(H3) =
Mmax and

‖u‖Z((0,∞)) = ‖u‖Z((−∞,0)) = ∞.

Proposition 4.1 (with uk = u for all k) and Arzelà-Ascoli theorem now implies that u can be
assumed to be almost periodic modulo G. Here, the notion of almost periodicity modulo G is
defined in the following sense:

Definition 4.2 (Almost Periodic Modulo G). A solution u to (1.1) with lifespan I is said to be
almost periodic modulo G if there exists a function h : I → G and a function C : R+ → R

+ such
that ∫

d(x,0)≥C(η)
|(πh(t)u)(t, x)|

2 dµ(x) + ‖(P≥C(η)u)(t, ·)‖
2
L2(H3) ≤ η.

In the three-dimensional Euclidean case [10], Dodson’s notion of almost periodicity requires three
additional functions ξ, x, and N so that

∫

|x−x(t)|≥C(η)/N(t)
|u(t, x)|2 dx+

∫

|ξ−ξ(t)|≥C(η)N(t)
|û(t, ξ)|2 dξ < η.

We refer to the function N(t) as the frequency scale function, x(t) is the spatial center function,
ξ(t) is the frequency center function, and C(η) is the compactness modulus function. In particular,
one can prove the following properties (Lemma 4.3 and Lemma 4.5) of the frequency scale function:

Lemma 4.3. Let u be a minimal mass blow-up solution to (1.1) on I that is almost periodic modulo
G. Then there exists δ(u) such that for all t0 ∈ I,

[t0 − δN(t0)
−2, t0 + δN(t0)

−2] ⊂ I

and

N(t) ∼ N(t0).

Definition 4.4. Divide [0,∞) into consecutive intervals Jk such that ‖u‖
L

10
3

t,x(Jk×H3)
= 1. We call

these Jk’s the intervals of local constancy and

N(t) ≡ Nk ≥ 1 for each t ∈ Jk.

If J ⊂ [0,∞) is a union of consecutive intervals of local constancy, then

∑

Jk

N(Jk) ∼

∫

J
N(t)3 dt =: K.

For convenience let Jk(t) denote the intervals Jk to which t belongs.

Lemma 4.5. If u(t, x) is a minimal mass blow-up solution on an interval J , then
∫

J
N(t)2 dt ≤ ‖u‖

10
3

L
10
3

t,x(J×H3)
. 1 +

∫

J
N(t)2 dt.

Combining with conservation of mass and Strichartz inequality, we have

‖u‖L2
tL

6
x
. 1 +

∫

J
N(t)2 dt . 1 +

1

Nmin

∫

J
N(t)3 dt . 1 +

K

Nmin
, (4.2)

where Nmin =
∫
t∈J N(t).
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We make the observation that, since we have eliminated rescaling symmetries from our almost
periodic solutions, N(t) = 1 for all t ∈ J . Therefore, Lemma 4.5 implies that

‖u‖
10
3

L
10
3

t,x(J×H3)
∼ |J |.

Using a Morawetz estimate we can prove the following proposition for solutions similar to u:

Proposition 4.6. Let u ∈ C(R;L2(H3)) be an almost periodic solution to (1.1). Then for every
η > 0 there exists T0(η) and C = C(‖u‖L2(H3)) such that T ≥ T0 implies

C−1T ≤ ‖P≤Tu‖
10
3

L
10
3

t,x([−T,T ]×H3)
≤ ηCT.

(Proposition 4.6 is proven in Section 9)

For η > 0 small enough, this presents a contradiction. Therefore, Mmax = ∞, which proves
Theorem 1.1.

5. Bilinear Strichartz Estimates and Improved Strichartz Inequalities

In this section, we establish a bilinear Strichartz estimate for linear solutions in hyperbolic spaces.
Then we subsequently derive an improved Strichartz inequality, which will be used in Section 7.

5.1. Bilinear Strichartz estimates. Note that in this subsection, we use the convention that

upper case letters denote functions in H
3 while lower case letters denote functions in R

3. Also f̂

denotes Fourier transforms in R
3 and F̃ denotes Fourier transforms in H

3.

Lemma 5.1 (Bilinear estimates on R
d, Corollary 6.5 in [33]). Suppose f̂N is a radial function and

compactly supported on {ξ ∈ R
d : |ξ| ∼ N} and ĝL is a radial function and compactly supported on

{ξ ∈ R
d : |ξ| ∼ L} with N ≤ L/4.

Then ∥∥eit∆RdfN e
it∆

Rd gL
∥∥
Lq
t,x(R×Rd)

. C(N,L) ‖fN‖L2
x(R

d) ‖gL‖L2
x(R

d) ,

where C(N,L) varies under different constrains of q.

C(N,L) =





N
2d+1

2
− d+2

q L− 1
2 if d+1

d < q ≤ 2,

N
4d−1

4
− 2d+1

2q L− 3
2q

+ 1
4 if 2 ≤ q ≤ 2(2d+1)

2d−1 ,

N
d
2L

d
2
− d+2

q if q ≥ 2(2d+1)
2d−1 .

Proposition 5.2 (Bilinear estimates on H
3). Suppose F̃N is a radial function and compactly

supported on {λ ∈ [0,∞) : λ ∼ N} and G̃L is a radial function and compactly supported on
{λ ∈ [0,∞) : λ ∼ L} with N ≤ L/4.

Then ∥∥eit∆H3FN e
it∆

H3GL
∥∥
Lq
t,x(R×H3)

. C(N,L) ‖FN‖L2
x(H

3) ‖GL‖L2
x(H

3) ,

where C(N,L) is the same coefficient in Lemma 5.1 (with d = 3) under different constrains of q.

C(N,L) =





N
7
2
− 5

qL− 1
2 if 4

3 < q ≤ 2,

N
11
4
− 7

2qL
− 3

2q
+ 1

4 if 2 ≤ q ≤ 14
5 ,

N
3
2L

3
2
− 5

q if q ≥ 14
5 .
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Proof of Proposition 5.2. We first recall the radial Fourier transform and its inversion on R
3:

f̂(k) =

∫ ∞

0
J 1

2
(kr)f(r)r

3
2k−

1
2 dr,

f(r) =

∫ ∞

0
J 1

2
(kr)f̂(k)k

3
2 r−

1
2 dk,

and the radial Fourier transform and its inversion on H
3:

F̃ (λ) =
c

λ

∫ ∞

0
sin(λr)F (r) sinh r dr,

F (r) = c

∫ ∞

0
F̃ (λ)

sin(λr)

λ

1

sinh r
λ2 dλ,

with Plancherel theorem ∫ ∞

0
|F (r)|2 sinh2 r dr = c

∫ ∞

0

∣∣∣F̃ (λ)
∣∣∣
2
λ2 dλ.

Recall from Section 2.4. We can write the radial Laplacian in R
3 and H

3 of the following form

∆R3 = ∂2r +
2

r
∂r,

∆H3 = ∂2r + 2coth r∂r.

Hence if u ∈ L2(H3) solves

i∂tu+∆H3u = 0,

then

w := eit
sinh r

r
u ∈ L2(R3)

solves

i∂tw +∆R3w = 0.

Also under this change of variables, we have the invariance of the L2 norms, that is,

‖u‖L2(H3) = ‖w‖L2(R3) .

We wish to use this change of variables to convert linear solutions on H
3 to those on R

3, then use
the known bilinear estimates on R

3 to derive a bilinear estimate on H
3 using the following detour

Hyperbolic bilinear FN , GL in H
3 wish to obtain //❴❴❴❴❴❴❴❴❴❴❴❴❴

(1) change of variables

��

C(N,L) ‖FN‖L2(H3) ‖GL‖L2(H3)

Euclidean bilinear fN ′ , gL′ in R
3 (2) Shao’s bilinear in R3

// C(N ′, L′) ‖fN‖L2(R3) ‖gL‖L2(R3)

(3) change of variables back

OO

More precisely, assuming N ≤ L, we wish to prove
∥∥eit∆H3FNe

it∆
H3GL

∥∥
Lq
t,x(R×H3)

(1)
∼
∥∥eit∆R3fN ′eit∆R3gL′

∥∥
Lq
t,x(R×R3)

(5.1)
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(2)

. C(N ′, L′) ‖fN ′‖L2(R3) ‖gL′‖L2(R3)

(3)
∼ C(N,L) ‖FN‖L2(H3) ‖GL‖L2(H3) .

where the inequality (2) is some suitable bilinear estimate on R
3. Moreover, we need to verify that

under the change of variables, the frequency location preserves in (1) and (3), that is, N ∼ N ′ and
L ∼ L′.

Recall the linear solutions on R
3 and H

3

eit∆R3f(r) =

∫ ∞

0
J 1

2
(kr)k

3
2 r−

1
2 e−itk

2
f̂(k) dk,

eit∆H3F (r) =

∫ ∞

0
e−it(λ

2+ρ2)F̃ (λ)
sin(λr)

λ sinh r
λ2 dλ,

where Jα is Bessel functions of the first kind of order α. Recall that J 1
2
has the following explicit

formula

J 1
2
(z) =

√
2

πz
sin z. (5.2)

Under the change of variables, we have

Φ(t, r) = eit
sinh r

r
eit∆H3FN (r)

= eit
∫ ∞

0
e−it(λ

2+ρ2)F̃N (λ)
sinh r

r

sin(λr)

λ sinh r
λ2 dλ

= eit
∫ ∞

0
e−it(λ

2+ρ2)F̃N (λ)
sin(λr)

λr
λ2 dλ,

here we note that Φ is a linear solution in R
3.

Then

Φ̂(t, k) =

∫ ∞

0
Φ(t, r)J 1

2
(kr)r

3
2 k−

1
2 dr

= eit
∫ ∞

0

∫ ∞

0
e−it(λ

2+ρ2)F̃N (λ)
sin(λr)

λr
λ2J 1

2
(kr)r

3
2k−

1
2 dλdr

= eit
∫ ∞

0

∫ ∞

0
e−it(λ

2+ρ2)F̃N (λ) sin(λr)J 1
2
(kr)λr

1
2k−

1
2 dλdr

= eit
∫ ∞

0

(∫ ∞

0
J 1

2
(kr) sin(λr)r

1
2 dr

)
e−it(λ

2+ρ2)F̃N (λ)λk
− 1

2 dλ.

Thanks to the exact expression of J 1
2
in (5.2), we write

∫ ∞

0
J 1

2
(kr) sin(λr)r

1
2 dr = ck−

1
2

∫ ∞

0
sin(kr) sin(λr) dr.

We wish to show
∫∞
0 J 1

2
(kr) sin(λr)r

1
2 dr is a delta like function in k, λ. In fact, let

dµλ(k) := ck−
1
2

∫ ∞

0
sin(kr) sin(λr) dr,

then, since the integrand is even,

dµλ(k) =
c

2
k−

1
2

∫

R

sin(kr) sin(λr) dr
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=
c

4
k−

1
2

∫

R

cos((λ− k)r)− cos((λ+ k)r) dr

=
c

4
k−

1
2 Re

(∫

R

ei(λ−k)r − ei(λ+k)r dr

)

=
2πc

4
k−

1
2 (δλ(k)− δ−λ(k)).

As k, λ > 0, we have

dµλ(k) = ck−
1
2 δλ(k). (5.3)

Then

Φ̂(t, k) = ceite−it(k
2+ρ2)F̃N (k).

which implies that in (5.1), N = N ′ and L = L′, that is, under that change of variables, the linear
solutions in R

3 and H
3 share the same frequency location range.

Remark 5.3. Let us stress that such frequency stability is the key feature in applying Euclidean
bilinear estimates. In fact, in higher dimensions, due to the presence of the nontrivial potential in
the change of variables trick (see Section 2.4), the identity in (5.3) does not hold, but holds in a
weak sense, that is, it will be a Dirac delta function plus an error term. However, the error term
is not small enough to generalize this argument to higher dimensions. Thanks to (5.3), we can
proceed with the bilinear estimate as follows.

Now the initial data fN of Φ can be found in the following form

fN = e−it∆R3Φ

f̂N (k) = eitk
2
Φ̂(t, k) = eitk

2
ceite−it(k

2+ρ2)F̃N (k) = ceite−itρ
2
F̃N (k)

and

‖fN‖L2(R3) = c
∥∥∥F̃N

∥∥∥
L2
k(R

3)
= c ‖FN‖L2(H3) ,

where the last equality is due to Plancherel theorem.

In fact, the constant c above should be c = 1, since

‖fN‖L2(R3) =
∥∥e−it∆R3Φ

∥∥
L2(R3)

= ‖Φ‖L2(R3) =

∥∥∥∥eit
sinh r

r
eit∆H3FN (r)

∥∥∥∥
L2(R3)

=
∥∥eit∆H3FN (r)

∥∥
L2(H3)

= ‖FN (r)‖L2(H3) .

Now we proved that Φ(t, r) = eit sinh rr eit∆H3FN (r) solves a linear Schrödinger equation on R
3

with initial data fN localized around frequency N and invariance of its L2 norm under change of
variables. That is,

eit∆R3 fN = eit
sinh r

r
eit∆H3FN =⇒ e−it

r

sinh r
eit∆R3 fN = eit∆H3FN ,

then

eit∆H3FN e
it∆

H3GL = e−2it r2

sinh2 r
eit∆R3fN e

it∆
R3 gL.

For p ≥ 1, we claim
∥∥eit∆H3FN e

it∆
H3GL

∥∥
Lp(H3)

≤
∥∥eit∆R3fN e

it∆
R3 gL

∥∥
Lp(R3)

.
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In fact,

∥∥eit∆H3FN e
it∆

H3GL
∥∥p
Lp(H3)

=

∫ ∣∣eit∆H3FN e
it∆

H3GL
∣∣p sinh2 r dr

=

∫ ∣∣∣∣e−2it r2

sinh2 r
eit∆R3fN e

it∆
R3 gL

∣∣∣∣
p

sinh2 r dr

=

∫ ∣∣eit∆R3 fN e
it∆

R3gL
∣∣p r2p−2

sinh2p−2 r
r2 dr

=

∫ ∣∣eit∆R3 fN e
it∆

R3gL
∣∣p r2p−2

sinh2p−2 r
r2 dr

≤

∫ ∣∣eit∆R3 fN e
it∆

R3gL
∣∣p r2 dr =

∥∥eit∆R3fN e
it∆

R3 gL
∥∥p
Lp(R3)

.

Hence we are able to apply the result in Lemma 5.1 and write
∥∥eit∆H3FN e

it∆
H3GL

∥∥
Lp
t,x(R×H3)

≤
∥∥eit∆R3fN e

it∆
R3 gL

∥∥
Lp
t,x(R×R3)

. C(N,L) ‖fN‖L2(R3) ‖gL‖L2(R3)

= C(N,L) ‖FN‖L2(H3) ‖GL‖L2(H3) .

We finish the proof of Proposition 5.2. �

We also have the following nonlinear version of Proposition 5.2 that follows as a corollary.

Lemma 5.4 (Equivalent to Lemma 3.4 in [9] (see also Lemma 2.5 in [38])). For any space-time
slab I ×H

3, any t0 ∈ I, and any δ > 0, we have for N ≪ L

‖PNuPLv‖Lq
t,x(I×H3) . C(N,L) ‖PNu‖S0

∗

‖PLv‖S0
∗

, (5.4)

where the S0
∗ norm is defined as follows

‖PNu‖S0
∗

:= ‖PNu(t0)‖L2
x
+ ‖(i∂t +∆H3)PNu‖L1

tL
2
x(I×H3) = ‖PNu(t0)‖L2

x
+ ‖PNF (u)‖L1

tL
2
x(I×H3) ,

‖PLv‖S0
∗

:= ‖PLv(t0)‖L2
x
+ ‖(i∂t +∆H3)PLv‖L1

tL
2
x(I×H3) = ‖PLv(t0)‖L2

x
+ ‖PLF (v)‖L1

tL
2
x(I×H3) ,

and C(N,L) is the coefficient in Lemma 5.1 for different range of q.

In particular, when q = 2, (5.4) agrees with the result in Lemma 3.4 in [9].

Proof of Lemma 5.4. The proof is adapted from Lemma 3.4 in [9]. Using the Duhamel formula, we
write

u = ei(t−t0)∆H3u(t0)− i

∫ t

t0

ei(t−s)∆H3 (i∂s +∆H3)u(s) ds,

v = ei(t−t0)∆H3v(t0)− i

∫ t

t0

ei(t−s)∆H3 (i∂s +∆H3)v(s) ds.

We obtain

‖PNuPLv‖Lq
t,x

.
∥∥∥ei(t−t0)∆H3PNu(t0)e

i(t−t0)∆H3PLv(t0)
∥∥∥
Lq
t,x
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+

∥∥∥∥ei(t−t0)∆H3PNu(t0)

(∫ t

t0

ei(t−s)∆H3 (i∂s +∆H3)PLv(s) ds

)∥∥∥∥
Lq
t,x

+

∥∥∥∥ei(t−t0)∆H3PLv(t0)

(∫ t

t0

ei(t−s)∆H3 (i∂s +∆H3)PNu(s) ds

)∥∥∥∥
Lq
t,x

+

∥∥∥∥
(∫ t

t0

ei(t−s)∆H3 (i∂s +∆H3)PNu(s) ds

) (∫ t

t0

ei(t−s
′)∆

H3 (i∂s′ +∆H3)PLv(s
′) ds′

)∥∥∥∥
Lq
t,x

=: I1 + I2 + I3 + I4.

Term I1 is treated in Proposition 5.2. For Term I2, by the Minkowski inequality (since q > 1),
we write

I2 .

∫

R

∥∥∥ei(t−t0)∆H3PNu(t0)e
i(t−s)∆

H3 (i∂s +∆H3)PLv(s)
∥∥∥
Lq
t,x

ds

then this case follows from the homogenous estimate in Proposition 5.2. Term I3 can be treated
similarly.

For Term I4, by the Minkowski inequality, we have

I4 .

∫

R

∫

R

∥∥∥
(
ei(t−s)∆H3 (i∂s +∆H3)PNu(s)

) (
ei(t−s

′)∆
H3 (i∂s′ +∆H3)PLv(s

′)
)∥∥∥

Lq
t,x

dsds′,

then the proof follows by inserting in the integrand the homogeneous estimate in Proposition 5.2.
This completes the proof of Lemma 5.4. �

5.2. Improved Strichartz inequalities. In this subsection, we prove a useful inequality that will
be utilized in profile decomposition (see Section 7.1).

Proposition 5.5 (Improved Strichartz inequalities).

∥∥eit∆H3f
∥∥ 10

3

L
10
3

t,x(R×H3)
. sup

N

∥∥∥N− 3
2 eit∆H3PNf

∥∥∥
1
3

L∞

t,x(R×H3)
‖f‖3L2

x(H
3) .

More generally, for 4
3 < q < 5

3

∥∥eit∆H3f
∥∥ 10

3

L
10
3

t,x(R×H3)
. sup

N

∥∥∥N− 3
2 eit∆PNf

∥∥∥
10
3
−2q

L∞

t,x(R×H3)
‖f‖2q

L2
x(H

3)
.

Proof of Proposition 5.5. Take q = 3
2 ∈ (43 , 2] in Lemma 5.2

∥∥eit∆H3fN e
it∆

H3gL
∥∥
L

3
2
t,x(R×H3)

. N
1
6L− 1

2 ‖fN‖L2
x(H

3) ‖gL‖L2
x(H

3) .

Then breaking f into different frequencies, using triangle inequality, interpolation, and Proposition
(5.2), we write

∥∥eit∆H3f
∥∥ 10

3

L
10
3

t,x(R×H3)
.

∥∥∥∥∥∥
∑

N≤L

[eit∆H3PNf ][e
it∆

H3PLf ]

∥∥∥∥∥∥

5
3

L
5
3
t,x(R×H3)

.
∑

N≤L

∥∥[eit∆H3PNf ][e
it∆

H3PLf ]
∥∥ 5

3

L
5
3
t,x(R×H3)

.
∑

N≤L

∥∥eit∆H3PNf e
it∆

H3PLf
∥∥ 1

6

L∞

t,x(R×H3)

∥∥eit∆H3PNf e
it∆

H3PLf
∥∥ 3

2

L
3
2
t,x(R×H3)
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.
∑

N≤L

∥∥∥N− 3
2 eit∆H3PNf

∥∥∥
1
6

L∞

t,x

∥∥∥L− 3
2 eit∆H3PLf

∥∥∥
1
6

L∞

t,x

(N
3
2L

3
2 )

1
6 (N

1
6L− 1

2 )
3
2 ‖PNf‖

3
2

L2
x
‖PLf‖

3
2

L2
x

. sup
N

∥∥∥N− 3
2 eit∆H3PNf

∥∥∥
1
3

L∞

t,x(R×H3)

∑

N≤L

N
1
2L− 1

2 ‖PNf‖
3
2

L2
x(H

3)
‖PLf‖

3
2

L2
x(H

3)

. sup
N

∥∥∥N− 3
2 eit∆H3PNf

∥∥∥
1
3

L∞

t,x(R×H3)
‖f‖3L2

x(H
3) .

Note that the second inequality is not always true, one needs to use almost orthogonality (see, for
example, Lemma A.9 in [26]).

As one notices in the computation above 3
2 norm is not essential, any q norm (43 < q < 5

3 ) would
work. In fact,

∥∥eit∆H3f
∥∥ 10

3

L
10
3

t,x(R×H3)
.

∥∥∥∥∥∥
∑

N≤L

[eit∆H3PNf ][e
it∆

H3PLf ]

∥∥∥∥∥∥

5
3

L
5
3
t,x(R×H3)

.
∑

N≤L

∥∥[eit∆H3PNf ][e
it∆

H3PLf ]
∥∥ 5

3

L
5
3
t,x(R×H3)

.
∑

N≤L

∥∥eit∆H3PNf e
it∆

H3PLf
∥∥ 5

3
−q

L∞

t,x(R×H3)

∥∥eit∆H3PNf e
it∆

H3PLf
∥∥q
Lq
t,x(R×H3)

.
∑

N≤L

∥∥∥N− 3
2 eit∆H3PNf

∥∥∥
5
3
−q

L∞

t,x

∥∥∥L− 3
2 eit∆H3PLf

∥∥∥
5
3
−q

L∞

t,x

(N
3
2L

3
2 )

5
3
−q(N

7
2
− 5

qL− 1
2 )q ‖PNf‖

q
L2
x
‖PLf‖

q
L2
x

. sup
N

∥∥∥N− 3
2 eit∆H3PNf

∥∥∥
10
3
−2q

L∞

t,x(R×H3)

∑

N≤L

N− 5
2
+2qL

5
2
−2q ‖PNf‖

q
L2
x(H

3)
‖PLf‖

q
L2
x(H

3)

. sup
N

∥∥∥N− 3
2 eit∆H3PNf

∥∥∥
10
3
−2q

L∞

t,x(R×H3)
‖f‖2q

L2
x(H

3)
,

where we needed 5
2 − 2q < 0 to sum the dyadic coefficient, which implies q > 5

4 . Also, we need
4
3 < q < 2 to be able to use Shao’s bilinear estimates in Lemma 5.1, and q < 5

3 to make sense of
the interpolation.

In the last inequality above, we sum for a > 0, p ≥ 1,

∑

N≤L

(
N

L
)a ‖PNf‖

p
L2
x
‖PLf‖

p
L2
x
. (

∑

N≤L

(
N

L
)a ‖PNf‖

2p
L2
x
)
1
2 (
∑

N≤L

(
N

L
)a ‖PLf‖

2p
L2
x
)
1
2 . ‖f‖2p

L2
x
,

where the first sum above is controlled by

∑

N≤L

(
N

L
)a ‖PNf‖

2p
L2
x
=
∑

N

Na ‖PNf‖
2p
L2
x

∑

L:L≥N

1

La

.
∑

N

Na ‖PNf‖
2p
L2
x

1

Na
=
∑

N

‖PNf‖
2p
L2
x
≤ (
∑

N

‖PNf‖
2
L2
x
)p = ‖f‖2p

L2
x
,

and the second sum above is bounded by

∑

N≤L

(
N

L
)a ‖PLf‖

2
L2
x
=
∑

L

1

La
‖PLf‖

2p
L2
x

∑

N :N≤L

Na
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.
∑

L

1

La
‖PLf‖

2p
L2
x
La =

∑

L

‖PLf‖
2p
L2
x
≤ ‖f‖2p

L2
x
.

Now we complete the proof of Proposition 5.5. �

6. Euclidean Approximations

This section marks the beginning of the profile decomposition argument. For profiles whose
support localizes in hyperbolic space, we would like to use established well-posedness results in
Euclidean space along with the fact that hyperbolic space is locally Euclidean to guarantee the
global well-posedness of profiles defined by what will be known as “Euclidean profiles”.

We fix a spherically symmetric function η ∈ C∞
0 (R3) supported in the disk of radius 2 and equal

to 1 in the disk of radius 1. Given φ ∈ L2(R3) and a real number N ≥ 1 we define

φN ∈ C∞
0 (R3), φN (x) = η(

x

N
1
2

) · (e∆R3/Nφ)(x),

TNφ ∈ C∞
0 (H3), TNφ(y) = N3/2φN (NΨ−1

I (y)),
(6.1)

where ΨI is defined in (2.2). Thus φN is a regularized, compactly supported modification of the

profile φ, N3/2φN (N ·) is an L2-invariant rescaling of φN , and TNφ is the function obtained by
transferring φN to a neighborhood of 0 in H

3.

Note here the scaling of N3/2φN (N ·) is due to the scaling symmetry of the equation i∂tu+∆u =

|u|p−1 u

u(t, x) → λ
2

p−1u(λ2t, λx).

Theorem 6.1 (Mass-critical global well-posedness on R
3 in Tao-Visan-Zhang [37] and Dodson [10]).

Assume φ ∈ L2(R3). Then there is a unique global solution v ∈ C(R;L2(R3)) of the initial-value
problem

{
i∂tv +∆R3v = |v|

4
3 v,

v(0, x) = φ(x),

and

‖v‖S0
R3

(R×R3) ≤ C̃( ‖φ‖L2(R3)).

This solution scatters in the sense that there exists v±∞ ∈ L2(R3) such that

lim
t→±∞

∥∥v(t)− eit∆R3v±∞
∥∥
L2(R3)

= 0. (6.2)

If φ ∈ H5(R3), then v ∈ C(R;H5(R3)) and

sup
t∈R

‖v(t)‖H5(R3) .‖φ‖H5(R3)
1.

Lemma 6.2. Assume φ ∈ L2(R3), T0 ∈ (0,∞) and ρ ∈ {0, 1} are given, and define TNφ as in
(6.1).

(1) There is N0 = N0(φ, T0) sufficiently large such that for any N ≥ N0 there is a unique
solution UN ∈ C((−T0N

−2, T0N
−2);L2(H3)) of the initial-value problem

{
i∂tUN +∆H3UN = ρ |UN |

4
3 UN

UN (0) = TNφ.
(6.3)
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Moreover, for any N ≥ N0,

‖UN‖S0
H3((−T0N

−2,T0N−2)) .‖φ‖L2(R3)
1.

(2) Assume ε1 ∈ (0, 1] is sufficiently small (depending only on ‖φ‖L2(R3)), and let φ′ ∈ H5(R3)

satisfy ‖φ− φ′‖L2(R3) ≤ ε1. Let v′ ∈ C(R;H5(R3)) denote the solution of the initial-value

problem
{
i∂tv

′ +∆R3v′ = ρ |v′|
4
3 v′

v′(0) = φ′.

For R,N ≥ 1 we define

v′R(t, x) = η(
x

R
)v′(t, x), (t, x) ∈ (−T0, T0)× R

3

v′R,N (t, x) = N
3
2 v′R(N

2t,Nx), (t, x) ∈ (−T0N
−2, T0N

−2)× R
3

VR,N (t, y) = v′R,N (t,Ψ
−1
I (y)), (t, y) ∈ (−T0N

−2, T0N
−2)×H

3

Then there is R0 ≥ 1 (depending on T0, φ
′ and ε1) such that, for any R ≥ R0,

lim sup
N→∞

‖UN − VR,N‖S0
H3((−T0N

−2,T0N−2)) .‖φ‖L2(R3)
ε1.

Proof of Lemma 6.2. Part (1) follows from part (2) in a straightforward manner, so we proceed
with the proof of part (2):

Let us note first that the implicit constants may depend on MR3(φ). By Theorem 6.1, we have,

‖v‖S0
R3

(R) . 1, sup
t∈R

‖v(t)‖H5(R3) .‖φ‖H5(R3)
1.

We will prove that for any R0 sufficiently large there is N0 such that VR0,N is an almost-solution
of (6.3), for any N ≥ N0.

Let

eR(t, x) := [(i∂t +∆R3)v′R − ρ
∣∣v′R
∣∣ 43 v′R](t, x)

= ρ · [η(
x

R
)− η(

x

R
)
7
3 ]
∣∣v′
∣∣ 43 v′(t, x) +R−2v′(t, x)∆R3η(

x

R
) + 2R−1

2∑

j=1

∂jv
′(t, x)∂jη(

x

R
).

Then

‖eR‖L1
tL

2
x((−T0,T0)×R3) .

∥∥∥∥∥∥
χ{R≤|x|≤2R}


v′(t, x) +

2∑

j=1

∂jv
′(t, x)



∥∥∥∥∥∥
L1
tL

2
x((−T0,T0)×R3)

→ 0

as R→ ∞.

Letting

eR,N (t, x) := [(i∂t +∆R3)v′R,N − ρ
∣∣v′R,N

∣∣ 43 v′R,N ](t, x) = N
7
2 eR(N

2t,Nx),

there exists R0 ≥ 1 such that, for any R ≥ R0 and N ≥ 1,

‖eR,N‖L1
tL

2
x((−T0N

−2,T0N−2)×R3) = ‖eR‖L1
tL

2
x((−T0,T0)×R3) ≤ ε1. (6.4)

Turning to VR,N (t, y) = v′R,N (t,Ψ
−1
I (y)), we write

ER,N (t, y) : = [(i∂t +∆g)VR,N − ρ |VR,N |
4
3 VR,N ](t, y)
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= eR,N (t,Ψ
−1
I (y)) + ∆gVR,N (t, y)− (∆R3v′R,N )(t,Ψ

−1
I (y)).

We write ∂j, j = 1, 2, 3 as the standard vector fields on R
3 and ∂̃j := (ΨI) ∗ (∂j) as the induced

vector fields on H
3.

gij(y) := gy(∂̃i, ∂̃j) = δij −
vivj

1 + |v|2
, y = ΨI(v).

Using the standard formula for the Laplace-Beltrami operator

∆gf = |g|−
1
2 ∂̃i( |g|

1
2 gij ∂̃jf),

then we have

∣∣∆gf(y)−∆(f ◦ΨI)(Ψ
−1
I (y))

∣∣ .
3∑

k=1

∣∣Ψ−1
I (y)

∣∣k−1
∣∣∣∇̃kf(y)

∣∣∣ ,

for any C3 function f : H3 → C supported in the ball of radius 1 around 0, where∣∣∣∇̃kf(y)
∣∣∣ :=

∑

k1+k2+k3=k

∣∣∣∂̃k11 ∂̃k22 ∂̃k33 h(y)
∣∣∣ .

Then

|ER,N (t, y)| .
∣∣eR,N (t,Ψ−1

I (y))
∣∣ +

2∑

k=1

∑

k1+k2+k3=k

∣∣Ψ−1
I (y)

∣∣k−1
∣∣∣∂k11 ∂k22 ∂k33 v′R,N (t,Ψ−1

I (y))
∣∣∣

.
∣∣eR,N (t,Ψ−1

I (y))
∣∣ + (

R

N
)N2N

3
2

∑

k1+k2+k3∈{1,2}

∣∣∣∂k11 ∂k22 ∂k33 v′R(t,NΨ−1
I (y))

∣∣∣

=
∣∣eR,N (t,Ψ−1

I (y))
∣∣ +RN

5
2

∑

k1+k2+k3∈{1,2}

∣∣∣∂k11 ∂k22 ∂k33 v′R(t,NΨ−1
I (y))

∣∣∣ .

Therefore, combining with (6.4), we have that for any R0 sufficiently large there is N0 such that
for any N ≥ N0

‖ER,N‖L1
tL

2
x((−T0N

−2,T0N−2)×H3) ≤ ε1 + cRN
5
2N− 3

2 (T0N
−2) ≤ 2ε1.

Check the smallness condition (3.1) in Proposition 3.3.

‖VR0,N‖
L

10
3

t,x((−T0N
−2,T0N−2)×H3)

+ sup
t∈(−T0N−2,T0N−2)

‖VR0,N (t)‖L2(H3)

.
∥∥v′R0,N

∥∥
L

10
3

t,x((−T0N
−2,T0N−2)×R3)

+ sup
t∈(−T0N−2,T0N−2)

∥∥v′R0,N (t)
∥∥
L2(R3)

=
∥∥v′R0

∥∥
L

10
3

t,x((−T0,T0)×R3)
+ sup
t∈(−T0,T0)

∥∥v′R0
(t)
∥∥
L2(R3)

. 1.

Finally,

‖TNφ− VR0,N‖L2(H3) .
∥∥∥N3/2φN (N ·)− v′R0,N(0)

∥∥∥
L2(R3)

=
∥∥φN − v′R0

(0)
∥∥
L2(R3)

≤ ‖φN − φ‖L2(R3) +
∥∥φ− φ′

∥∥
L2(R3)

+
∥∥φ′ − v′R0

(0)
∥∥
L2(R3)

≤ 3ε1.

The proof of Lemma 6.2 is then finished. �

As a consequence, we have
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Corollary 6.3. Assume ψ ∈ L2(R3), ε > 0, J ⊂ R is an interval, and
∥∥eit∆R3ψ

∥∥
Lp
tL

q
x(J×R3)

≤ ε,

where (p, q) is admissible in R
3, q > 2. For N ≥ 1, we define as before,

ψN (x) = η(
x

N
1
2

) · (e∆R3/Nψ)(x), TNψ(y) = N3/2φN (NΨ−1
I (y)).

Then there exists N1 = N1(ψ, ε) such that, for any N ≥ N1,∥∥eit∆H3TNψ
∥∥
Lp
tL

q
x(N−2J×H3)

.q ε.

Proof of Corollary 6.3. As before, the implicit constants may depend on MR3(ψ).

We assume that ψ ∈ C∞
0 (R3).

∥∥eit∆H3TNψ
∥∥
Lq
x(H3)

. |t|
3
q
− 3

2 ‖TNψ‖Lq′
x (H3)

. |t|
3
q
− 3

2 ‖ψN‖Lq′
x (R3)

. |t|
3
q
− 3

2 N
3
2
− 3

q′ ‖ψN‖L2
x(R

3) .ψ |t|
3
q
− 3

2 N
3
q
− 3

2 ,

where 1
q +

1
q′ = 1.

Thus for T1 > 0,

∥∥eit∆H3TNψ
∥∥
Lp
tL

q
x([R\(−T1N−1,T1N−2)]×H3)

.ψ

∣∣T1N−2
∣∣ 3q− 3

2
+ 1

p N
3
q
− 3

2 . T
− 1

p

1

Therefore we can fix T1 = T1(ψ, ε) such that for any N ≥ 1,
∥∥eit∆H3TNψ

∥∥
Lp
tL

q
x([R\(−T1N−1,T1N−2)]×H3)

.q ε.

The desired bound on the remaining interval N−2J ∩ (−T1N
−1, T1N

−2) follows from Part (2) in
Lemma 6.2 with ρ = 0.

Then
∥∥eit∆H3TNψ

∥∥
Lp
tL

q
x(N−2J×H3)

.
∥∥eit∆H3TNψ

∥∥
Lp
tL

q
x([N−2J∩(R\(−T1N−1,T1N−2))]×H3)

+
∥∥eit∆H3TNψ

∥∥
Lp
tL

q
x([N−2J∩(−T1N−1,T1N−2)]×H3)

. ε.

Now we have finished the proof of Corollary 6.3. �

7. Profile Decomposition in Hyperbolic Spaces

In this section, we present a profile decomposition of the linear solutions and nonlinear solutions.

We note that, in this section and Section 8, we will (regrettably) recycle the f̃ notation. In this

section, f̃ will not denote the Fourier transform on H
3, but a different operation to be specified in

Definition 7.3.

Definition 7.1. Given (f, t0, h0) ∈ L2(H3)× R×G we define

Πt0,h0f(x) = (e−it0∆H3f)(h−1
0 x) = (πh0e

−it0∆H3f)(x). (7.1)

Given φ ∈ L2(R3) and N ≥ 1, we recall the definition

φN (y) := η(
y

N
1
2

) · e∆R3/Nφ(y)
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and

TNφ(x) := N3/2φN (NΨ−1
I (x)), (7.2)

and observe that TN : L2(R3) → L2(H3) is bounded linear operator with ‖TNφ‖L2(H3) . ‖φ‖L2(R3).

We also define T ∗
N : L2(H3) → L2(R3) by

T ∗
Nf(y) := e∆R3/N

[
η(

y

N
1
2

) ·N−3/2f(ΨI(N
−1y))

]
.

7.1. A Tool for the profile decomposition argument.

Proposition 7.2 (Inverse Strichartz Inequality). Let {fk} ⊂ L2
x(H

3). Suppose that

lim
k→∞

‖fk‖L2
x(H

3) = B and lim
k→∞

∥∥eit∆H3 fk
∥∥
L

10
3

t,x(R×H3)
= ε.

Then exists a subsequence in k, {Nk} ⊂ (0,∞), and {tk, hk} ∈ R×G so that along the subsequence,
we have the following:

(1) If limkNk = ∞, then there exists φ ∈ L2
x(R

3) such that
(a) T ∗

Nk
(Π−tk ,h

−1
k
fk)(x) ⇀ φ(x) weakly in L2

x(R
3),

(b) limk→∞ ‖fk‖
2
L2
x(H

3) − ‖fk − φk‖
2
L2
x(H

3) = ‖φ‖2L2
x(R

3) & B2( εB )
20 = ε2( εB )

18,

(c) lim supk→∞

∥∥eit∆H3 (fk − φk)
∥∥
L

10
3

t,x(H
3)

≤ ε[1− c( εB )
30]

3
10 ,

where c and β are constants and

φk(x) := Πtk ,hk(TNk
φ)(x).

(2) If limkNk <∞, then there exists φ ∈ L2
x(H

3) such that
(a) Π−tk,h

−1
k
fk(x)⇀ φ(x) weakly in L2

x(H
3),

(b) limk→∞ ‖fk‖
2
L2
x(H

3) − ‖fk − φk‖
2
L2
x(H

3) = ‖φ‖2L2
x(H

3) & B2( εB )
20 = ε2( εB )

18.

(c) lim supk→∞

∥∥eit∆H3 (fk − φk)
∥∥
L

10
3

t,x(H
3)

≤ ε[1− c( εB )
30]

3
10 ,

where c and β are constants and

φk(x) := Πtk ,hkφ(x).

Proof of Proposition 7.2. Passing to a subsequence, we may assume that

lim
k→∞

‖fk‖L2
x(H

3) ≤ 2B and lim
k→∞

∥∥eit∆H3fk
∥∥
L

10
3

t,x(R×H3)
≥

1

2
ε.

By Proposition 5.5, there exists {Nk, tk, xk}
∞
k=1 ⊂ R+ × R×H

3 such that

ε10 . lim inf
k→∞

|N
− 3

2
k eitk∆H3PNk

fk(xk)|B
9,

ε10B−9 . lim inf
k→∞

|N
− 3

2
k eitk∆H3PNk

fk(xk)|.

By taking subsequences we can assume that {Nk} is either Nk → ∞ or Nk → N for some N ∈ R+.

If Nk → ∞, let hk · 0 := xk and

gk := T ∗
Nk

(Π−tk ,h
−1
k
fk) ∈ L2(R3).

We see that

‖gk‖L2
x(R

3) . ‖fk‖L2
x(H

3) . B.
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Then choose φ such that gk ⇀ φ weakly in L2
x(R

3) (Alaoglu’s theorem). If h ∈ L2
x(R

3), then
∣∣∣ 〈h, φ〉L2

x(R
3)

∣∣∣ = lim
k→∞

∣∣∣∣
〈
h, T ∗

Nk
(Π−tk ,h

−1
k
fk)
〉
L2
x(R

3)

∣∣∣∣

& lim
k→∞

∣∣∣ 〈Π0,hkTNk
h,Π−tk ,Ifk〉L2

x(H
3)

∣∣∣ .

If we let h := e∆R3 δ0, then Π0,hkTNk
h−N

− 3
2

k PNk
δxk → 0 in L2(H3). Therefore,

lim
k→∞

∣∣∣ 〈Π0,hkTNk
h,Π−tk ,Ifk〉L2

x(H
3)

∣∣∣ = lim
k→∞

∣∣∣∣∣

〈
N

− 3
2

k PNk
δxk , e

itk∆H3fk

〉

L2
x(H

3)

∣∣∣∣∣

= lim
k→∞

N
− 3

2
k

∣∣[eitk∆H3PNk
fk](xk)

∣∣ & B(
ε

B
)10.

Therefore, ‖φ‖L2
x(R

3) & B( εB )
10. A similar computation yields the following estimate for eit∆R3φ:

B(
ε

B
)10 .

∥∥eit∆R3φ
∥∥
L

10
3

t,x(R×R3)
.

By local smoothing estimate and the Rellich–Kondrashov Theorem,

eit∆H3fk(x)− eit∆H3φk(x) → 0 a.e. (t, x) ∈ R×H
3.

and by Refined Fatou Lemma (Lemma 2.13), we have

∥∥eit∆H3 fk
∥∥ 10

3

L
10
3

t,x(R×H3)
−
∥∥eit∆H3 (fk − φk)

∥∥ 10
3

L
10
3

t,x(R×H3)
−
∥∥eit∆H3φk

∥∥ 10
3

L
10
3

t,x(R×H3)
→ 0.

This implies

lim sup
k→∞

∥∥eit∆H3 (fk − φk)
∥∥ 10

3

L
10
3

t,x(R×H3)
≤ lim sup

k→∞

∥∥eit∆H3fk
∥∥ 10

3

L
10
3

t,x(R×H3)
−
∥∥eit∆R3φ

∥∥ 10
3

L
10
3

t,x(R×R3)

≤ ε
10
3 (1− c( εB )

30).

Now if Nk → N , let

gk := Π−tk,h
−1
k
fk ∈ L2(H3).

We see that

‖gk‖L2
x(H

3) = ‖fk‖L2
x(H

3) . B.

Then choose φ such that gk ⇀ φ weakly in L2
x(H

3). If h ∈ L2
x(H

3), then
∣∣∣ 〈h, φ〉L2

x(H
3)

∣∣∣ = lim
k→∞

∣∣∣∣
〈
h,Π−tk ,h

−1
k
fk

〉
L2
x(R

3)

∣∣∣∣ & lim
k→∞

∣∣∣ 〈Π0,hkh,Π−tk ,Ifk〉L2
x(H

3)

∣∣∣ .

If we let h := N− 3
2PNδ0, then

Π0,hkh−N
− 3

2
k PNk

δxk = N− 3
2PNδxk −N

− 3
2

k PNk
δxk → 0

in L2(H3). Therefore,

lim
k→∞

∣∣∣ 〈Π0,hkh,Π−tk ,Ifk〉L2
x(H

3)

∣∣∣ = lim
k→∞

∣∣∣∣∣

〈
N

− 3
2

k PNk
δxk , e

itk∆H3fk

〉

L2
x(H

3)

∣∣∣∣∣

= lim
k→∞

N
− 3

2
k

∣∣[eitk∆H3PNk
fk](xk)

∣∣ & B(
ε

B
)10.
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A similar computation yields the following estimate for eit∆R3φ:

B(
ε

B
)10 .

∥∥eit∆R3φ
∥∥
L

10
3

t,x(R×H3)
.

By local smoothing estimate (Theorem 2.7) and the Rellich–Kondrashov Theorem,

eit∆H3 fk(x)− eit∆H3φk(x) → 0 a.e. (t, x) ∈ R×H
3

and by Refined Fatou Lemma (Lemma 2.13), we have

∥∥eit∆H3 fk
∥∥ 10

3

L
10
3

t,x(R×H3)
−
∥∥eit∆H3 (fk − φk)

∥∥ 10
3

L
10
3

t,x(R×H3)
−
∥∥eit∆H3φk

∥∥ 10
3

L
10
3

t,x(R×H3)
→ 0.

This implies

lim sup
k→∞

∥∥eit∆H3 (fk − φk)
∥∥ 10

3

L
10
3

t,x(R×H3)
≤ lim sup

k→∞

∥∥eit∆H3fk
∥∥ 10

3

L
10
3

t,x(R×H3)
−
∥∥eit∆R3φ

∥∥ 10
3

L
10
3

t,x(R×H3)

≤ ε
10
3 (1− c( εB )

30).

Now we finish the proof of Proposition 7.2. �

7.2. Frames.

Definition 7.3. (1) We define a frame to be a sequence Ok = (Nk, tk, hk) ∈ [1,∞) × R × G,
k ∈ N

+, where Nk ≥ 1 is a scale, tk ∈ R is a time, and hk ∈ G is a translation element. We
also assume that either Nk = 1 for all k (in which case we call {Ok}k≥1 a hyperbolic frame)
or that Nk ր ∞ (in which case we call {Ok}k≥1 a Euclidean frame). Let Fe denote the set
of Euclidean frames,

Fe = {O = {(Nk, tk, hk)}k≥1 : Nk ∈ [1,∞), Nk ր ∞, tk ∈ R, hk ∈ G}.

and let Fh denote the set of hyperbolic frames,

Fh = {Õ = {(1, tk, hk)}k≥1 : tk ∈ R, hk ∈ G}.

(2) We say that two frames {(Nk, tk, hk)}k≥1 and {(N ′
k, t

′
k, h

′
k)}k≥1 are orthogonal if

lim
k→∞

[ ∣∣∣∣ln(
Nk

N ′
k

)

∣∣∣∣+N2
k

∣∣tk − t′k
∣∣+Nkd(hk · 0, h

′
k · 0))

]
= +∞. (7.3)

Two frames that are not orthogonal are called equivalent.
(3) Given φ ∈ L2(R3) and a Euclidean frame O = {Ok}k≥1 = {(Nk, tk, hk)}k≥1 ∈ Fe, we define

the Euclidean profile associated with (φ,O) as the sequence φ̃Ok
, where

φ̃Ok
:= Πtk ,hk(TNk

φ), (7.4)

The operators Π and T are defined in (7.1) and (7.2).

(4) Given ψ ∈ L2(H3) and a hyperbolic frame Õ = {Õk}k≥1 = {(1, tk, hk)}k≥1 ∈ Fh we define

the hyperbolic profile associated with (ψ, Õ) as the sequence ψ̃Ok
, where

ψ̃Ok
:= Πtk ,hkψ,

Definition 7.4. We say a sequence (fk)k bounded in L2(H3) is absent from a frame O = {(Nk, tk, hk)}k
if its localization to O converges weakly to 0, that is, if for any profile φ̃Ok

associated to O, we have

lim
k→∞

〈
fk, φ̃Ok

〉
L2×L2(H3)

= 0.
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Remark 7.5. (1) If O = {(1, tk, hk)}k is a hyperbolic frame, this is equivalent to saying that

Π−tk ,h
−1
k
fk ⇀ 0

as k → ∞ in L2(H3).
(2) If O = {(Nk, tk, hk)}k is a Euclidean frame, this is equivalent to saying that for all R > 0

gRk (v) = η(
v

R
)N

− 3
2

k (Π−tk ,h
−1
k
fk)(ΨI(

v

Nk
))⇀ 0

as k → ∞ in L2(R3).
(3) If O is a Euclidean frame and O ′ is a hyperbolic frame, then the two frames are orthogonal.

Lemma 7.6. (1) Assume {Ok}k≥1 = {(Nk, tk, hk)}k≥1 and {O ′
k}k≥1 = {(N ′

k, t
′
k, h

′
k)}k≥1 are

two equivalent Euclidean frames (or hyperbolic frames), and φ ∈ L2(R3) (or φ ∈ L2(H3)).
Then there is φ′ ∈ L2(R3) (or φ′ ∈ L2(H3)) such that, up to a subsequence,

lim
k→∞

∥∥∥φ̃Ok
− φ̃′

O′

k

∥∥∥
L2(H3)

= 0, (7.5)

where φ̃Ok
, φ̃′

O′

k
are defined as in Definition 7.3.

(2) Assume {Ok}k≥1 = {(Nk, tk, hk)}k≥1 and {O ′
k}k≥1 = {(N ′

k, t
′
k, h

′
k)}k≥1 are two orthogonal

frames (either Euclidean or hyperbolic) and φ̃Ok
, ψ̃O′

k
are associated profiles. Then

lim
k→∞

∣∣∣∣
∫

H3

φ̃Ok
ψ̃O′

k
dµ

∣∣∣∣ = 0. (7.6)

(3) If φ̃Ok
, ψ̃Ok

are two Euclidean profiles associated to the same frame, then

lim
k→∞

〈
φ̃Ok

, ψ̃Ok

〉
L2×L2(H3)

= lim
k→∞

∣∣∣∣
∫

H3

φ̃Ok
ψ̃Ok

dµ

∣∣∣∣ =
∫

R3

φ(x) · ψ(x) dx = 〈φ,ψ〉L2×L2(R3) .

Proof of Lemma 7.6. (1) We will prove the claim in the following subcases.
Case 1: In the case of two hyperbolic frames, {Ok}k≥1 and {O ′

k}k≥1, by passing to a

subsequence we may assume limk→∞−t′k + tk = t and limk→∞ h′−1
k hk = h, and define

φ′ := Πt,hφ.

Case 2: In the case that {Ok}k≥1 and {O ′
k}k≥1 are equivalent Euclidean frames, we

decompose h′−1
k hk using the Cartan decomposition (2.1)

h′−1
k hk = mkasknk, mk, nk ∈ K, sk ∈ [0,∞). (7.7)

Therefore, using the compactness of the subgroup K and the definition (7.3), after passing
to a subsequence, we may assume that

lim
k→∞

Nk

N ′
k

= N, lim
k→∞

N2
k (tk − t′k) = t, lim

k→∞
mk = m, lim

k→∞
nk = n, lim

k→∞
Nksk = s. (7.8)

We observe that for any N ≥ 1, ψ ∈ L2(R3), t ∈ R, g ∈ G, and q ∈ K

Πt,gq(TNψ) = Πt,g(TNψq), where ψq(x) = ψ(q−1 · x).

Therefore, in (7.7) we may assume that

mk = nk = I, h′−1
k hk = ask .

With x = (s, 0, 0), we define

φ′(x) := N
3
2 (e−it∆φ)(Nx− x), φ′ ∈ L2(R3),
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and define φ̃′
O′

k
as in (7.4). The identity (7.5) is equivalent to

lim
k→∞

∥∥∥TN ′

k
φ′ − πh′−1

k hk
ei(t

′

k−tk)∆H3 (TNk
φ)
∥∥∥
L2(H3)

= 0. (7.9)

To prove (7.9) we may assume that φ′ ∈ C∞
0 (R3), φ ∈ H5(R3), and apply Lemma 6.2 (2)

with ρ = 0. Let v(t, x) = (eit∆R3φ)(x) and, for R ≥ 1,

vR(t, x) = η(
x

R
)v(t, x), vR,Nk

(t, x) = N
3
2
k vR(N

2
k t,Nkx), VR,Nk

(t, y) = vR,Nk
(t,Ψ−1

I (y)).

It follows from Lemma 6.2 (2) that for any ε > 0 sufficiently small there is R0 sufficiently
large such that, for any R ≥ R0,

lim sup
k→∞

∥∥∥ei(t′k−tk)∆H3 (TNk
φ)− VR,Nk

(t′k − tk)
∥∥∥
L2(H3)

≤ ε. (7.10)

Therefore, to prove (7.9) it suffices to show that, for R large enough,

lim sup
k→∞

∥∥∥πh−1
k h′k

(TN ′

k
φ′)− VR,Nk

(t′k − tk)
∥∥∥
L2(H3)

. ε, (7.11)

which, after examining the definitions and recalling that φ′ ∈ C∞
0 (R3), is equivalent to

lim sup
k→∞

∥∥∥∥N
′ 3
2
k φ

′(N ′
kΨ

−1
I (h′−1

k hk · y))−N
3
2
k vR(N

2
k (t

′
k − tk), NkΨ

−1
I (y))

∥∥∥∥
L2
y(H

3)

. ε.

After changing variables y = ΨI(x) this is equivalent to

lim sup
k→∞

∥∥∥∥N
′ 3
2
k φ

′(N ′
kΨ

−1
I (h′−1

k hk ·ΨI(x))) −N
3
2
k vR(N

2
k (t

′
k − tk), Nkx)

∥∥∥∥
L2
x(R

3)

. ε.

Since, by definition, φ′(z) = N
3
2 v(−t,Nz − x), this follows provided that

lim
k→∞

NkΨ
−1
I (h′−1

k hk ·ΨI(x/Nk))− x = x for any x ∈ R
3.

This last claim follows from explicit computations using (7.8) and the definition (2.2).
Finally, for arbitrarily small ε > 0, combining (7.10) and (7.11)

lim sup
k→∞

∥∥∥TN ′

k
φ′ − πh′−1

k hk
ei(t

′

k−tk)∆H3 (TNk
φ)
∥∥∥
L2(H3)

≤ lim sup
k→∞

∥∥∥ei(t′k−tk)∆H3 (TNk
φ)− VR,Nk

(t′k − tk)
∥∥∥
L2(H3)

+ lim sup
k→∞

∥∥∥πh−1
k h′k

(TN ′

k
φ′)− VR,Nk

(t′k − tk)
∥∥∥
L2(H3)

. ε.

(2) It suffices to prove that one can extract a subsequence such that (7.6) holds. We analyze
three cases:

Case 1: O,O ′ ∈ Fh. By taking arbitrarily close approximations, we may assume that
φ,ψ ∈ C∞

0 (H3) and select a subsequence such that either

lim
k→∞

∣∣tk − t′k
∣∣ = ∞ (7.12)

or

lim
k→∞

tk − t′k = t ∈ R and lim
k→∞

d(hk · 0, h
′
k · 0) = ∞. (7.13)

Using (2.3), it follows that

‖Πt,hφ‖L6(H3) .φ (1 + |t|)−1,

‖Πt,hψ‖L6(H3) .ψ (1 + |t|)−1,
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for any t ∈ R and h ∈ G. Thus
∣∣∣∣
∫

H3

φ̃Ok
· ψ̃O′

k
dµ

∣∣∣∣ =
∣∣∣∣
∫

H3

πh′−1
k hk

e−i(tk−t
′

k)∆H3φ · ψ dµ

∣∣∣∣

.
∥∥∥πh′−1

k hk
e−i(tk−t

′

k)∆H3φ
∥∥∥
L6(H3)

‖ψ‖L6/5(H3) .φ,ψ (1 +
∣∣tk − t′k

∣∣)−1.

The claim (7.6) follows if the selected subsequence satisfies (7.12).
If the selected subsequence satisfies (7.13) then, as before,

∣∣∣∣
∫

H3

φ̃Ok
ψ̃O′

k
dµ

∣∣∣∣ =
∣∣∣∣
∫

H3

πh′−1
k hk

e−i(tk−t
′

k)∆H3φ · ψ dµ

∣∣∣∣

. ‖ψ‖L2(H3) ·
∥∥∥e−it∆H3φ− e−i(tk−t

′

k)∆H3φ
∥∥∥
L2(H3)

+

∫

H3

∣∣∣e−it∆H3φ
∣∣∣ ·
∣∣∣πh−1

k h′k
ψ
∣∣∣ dµ.

The limit in (7.6) follows.
Case 2: O ∈ Fh,O

′ ∈ Fe. We may assume that φ ∈ C∞
0 (H3) and ψ ∈ C∞

0 (R3). We
estimate∣∣∣∣

∫

H3

φ̃Ok
ψ̃O′

k
dµ

∣∣∣∣ =
∣∣∣∣
∫

H3

Πtk ,hkφ ·Πt′k ,h′k(TN ′

k
ψ) dµ

∣∣∣∣ .φ (1 + |tk − t′k|)
−1
∥∥∥TN ′

k
ψ
∥∥∥
L6/5(H3)

.φ,ψ N
′−1
k .

The limits in (7.6) follow.
Case 3: O,O ′ ∈ Fe. We may assume that φ,ψ ∈ C∞

0 (R3) and select a subsequence
such that either

lim
k→∞

Nk

N ′
k

= 0 (7.14)

or

lim
k→∞

Nk

N ′
k

= N ∈ (0,∞), lim
k→∞

N2
k

∣∣tk − t′k
∣∣ = ∞ (7.15)

or

lim
k→∞

Nk

N ′
k

= N ∈ (0,∞), lim
k→∞

N2
k (tk − t′k) = t ∈ R, lim

k→∞
Nkd(hk · 0, h

′
k · 0) = ∞. (7.16)

Assuming (7.14) we estimate, as in Case 2,
∣∣∣∣
∫

H3

φ̃Ok
ψ̃O′

k
dµ

∣∣∣∣ =
∣∣∣∣
∫

H3

Πtk ,hk(TNk
φ) ·Πt′k ,h

′

k
(TN ′

k
ψ) dµ

∣∣∣∣

. ‖TNk
φ‖L6(H3)

∥∥∥TN ′

k
ψ
∥∥∥
L6/5(H3)

.φ,ψ NkN
′−1
k .

The limits in (7.6) follow in this case.
To prove the limit (7.6) assuming (7.15), we estimate first, using (2.3),

‖Πt,h(TNf)‖L6(H3) .f (1 +N2|t|)−1,

for any t ∈ R, h ∈ G, N ∈ [0,∞), and f ∈ C∞
0 (R3). Thus

∣∣∣∣
∫

H3

φ̃Ok
· ψ̃O′

k
dµ

∣∣∣∣ =
∣∣∣∣
∫

H3

πh′−1
k hk

e−i(tk−t
′

k)∆H3 (TNk
φ) · TN ′

k
ψ dµ

∣∣∣∣

.
∥∥∥πh′−1

k hk
e−i(tk−t

′

k)∆H3 (TNk
φ)
∥∥∥
L6(H3)

∥∥∥TN ′

k
ψ
∥∥∥
L

6
5 (H3)

.φ,ψ (N ′
k)

−1(1 +N2
k

∣∣tk − t′k
∣∣)−1.

The claim (7.6) follows if the selected subsequence verifies (7.15).
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Finally, it remains to prove the limit (7.6) if the selected subsequence verifies (7.16). For
this, we will use the following claim:

Claim 7.7. If (gk,Mk)k≥1 ∈ G× [1,∞), limk→∞Mk = ∞, limk→∞Mkd(gk · 0,0) = ∞, and
f, g ∈ L2(R3) then

lim
k→∞

∣∣∣∣
∫

H3

πgk(TMk
f) · (TMk

g) dµ

∣∣∣∣ = 0.

Assuming Claim 7.7, we can complete the proof of (7.6). It follows from (7.9) that if
f ∈ L2(R3) and {sk}k≥1 is a sequence with the property that limk→∞N2

k sk = s ∈ R then

lim
k→∞

∥∥∥e−isk∆H3 (TNk
f)− TN ′

k
f ′
∥∥∥
L2(H3)

= 0, (7.17)

where f ′(x) = N
3
2 (e−is∆R3f)(Nx). We estimate

∣∣∣∣
∫

H3

φ̃Ok
ψ̃O′

k
dµ

∣∣∣∣ =
∣∣∣∣
∫

H3

πh′−1
k hk

e−i(tk−t
′

k)∆H3 (TNk
φ) · TN ′

k
ψ dµ

∣∣∣∣

.

∣∣∣∣
∫

H3

πh′−1
k hk

(TN ′

k
φ′) · TN ′

k
ψ dµ

∣∣∣∣

+ ‖ψ‖L2(R3) ·
∥∥∥πh′−1

k hk
e−i(tk−t

′

k)∆H3 (TNk
φ)− πh′−1

k hk
(TN ′

k
φ′)
∥∥∥
L2(H3)

.

In view of Claim 7.7 and (7.17), both terms in the expression above converge to 0 as k → ∞,
as desired.

It remains to prove Claim 7.7. In view of the L2(R3) → L2(H3) boundedness of the opera-

tors TN , we may assume that f, g ∈ C∞
0 (R3) and replace TMk

f and TMk
g byM

3
2
k f(MkΨ

−1
I (x))

and M
3
2
k g(MkΨ

−1
I (x)) respectively, up to small errors. Then we notice that the sup-

ports of these functions become disjoint for k sufficiently large (due to the assumption
limk→∞Mkd(gk · 0,0) = ∞). The limit in Claim 7.7 follows.

(3) By the boundedness of TNk
, it suffices to consider the case when φ,ψ ∈ C∞

0 (R3). In this
case, we have

∥∥∥TNk
φ−N

3/2
k φ(NkΨ

−1
I ·)

∥∥∥
L2(H3)

→ 0

as k → ∞. Hence, by the unitarity of Πtk ,hk , it suffices to compute

lim
k→∞

N3
k

〈
φ(NkΨ

−1
I ·), ψ(NkΨ

−1
I ·)

〉
L2×L2(H3)

=

∫

R3

φ(x) · ψ(x)dx,

which follows after a change of variables and the use of the dominated convergence theorem.

The proof of Lemma 7.6 is complete. �

7.3. Profile decomposition.

Proposition 7.8. Assume that (fk)k≥1 is a bounded sequence in L2(H3). Then there are sequences

of pairs (φµ,Oµ) ∈ L2(R3) × Fe and (ψν , Õν) ∈ L2(H3) × Fh, µ, ν ∈ N
+ such that, up to a

subsequence, for any Λ ≥ 1,

fk =
∑

1≤µ≤Λ

φ̃µ
O

µ
k
+
∑

1≤ν≤Λ

ψ̃νOν
k
+ rΛk ,
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where φ̃µ
O

µ
k
and ψ̃ν

Oν
k
are the associated profiles in Definition 7.3 and

lim
Λ→∞

lim sup
k→∞

∥∥eit∆H3 rΛk
∥∥
L

10
3

t,x(R×H3)
= 0. (7.18)

Moreover the frames {Oµ}µ≥1 and {Õν}ν≥1 are pairwise orthogonal. Finally, the decomposition is
asymptotically orthogonal in the sense that

lim
Λ→∞

lim sup
k→∞

∣∣∣∣∣∣
‖fk‖

2
L2(H3) −

∑

1≤µ≤Λ

∥∥∥φ̃µ
O

µ
k

∥∥∥
2

L2(H3)
−
∑

1≤ν≤Λ

∥∥∥ψ̃νOν
k

∥∥∥
2

L2(H3)
−
∥∥rΛk

∥∥2
L2(H3)

∣∣∣∣∣∣
= 0.(7.19)

Proposition 7.8 is a consequence of the following finitary decomposition.

Lemma 7.9. Let (fk)k≥1 be a bounded sequence of functions in L2(H3) and δ ∈ (0, δ0] be sufficiently
small. Up to passing to a subsequence, the sequence (fk)k≥1 can be decomposed into 2Λ+1 = O(δ−2)
terms

fk =
∑

1≤µ≤Λ

φ̃µ
O

µ
k
+
∑

1≤ν≤Λ

ψ̃νOν
k
+ rk,

where φ̃µ
O

µ
k
and ψ̃ν

Oν
k
are Euclidean and hyperbolic profiles, respectively, associated to the sequences

(φµ,Oµ) ∈ L2(R3) × Fe and (ψν , Õν) ∈ L2(H3) × Fh, µ, ν ∈ N
+ as in Definition 7.3. Moreover

the remainder rk is absent from all the frames Oµ, Õν, 1 ≤ µ, ν ≤ Λ and

lim sup
k→∞

∥∥eit∆H3 rk
∥∥
L

10
3

t,x(R×H3)
≤ δ.

In addition, the frames Oµ and Õν are pairwise orthogonal, and the decomposition is asymptotically
orthogonal in the sense that

‖fk‖
2
L2(H3) =

∑

1≤µ≤Λ

∥∥∥φ̃µ
O

µ
k

∥∥∥
2

L2(H3)
+
∑

1≤ν≤Λ

∥∥∥ψ̃νOν
k

∥∥∥
2

L2(H3)
+
∥∥rΛk

∥∥2
L2(H3)

+ ok(1)

where ok(1) → 0 as k → ∞.

Assuming Lemma 7.9, we first prove Proposition 7.8.

Proof of Proposition 7.8. We apply Lemma 7.9 repeatedly for δ = 2−l, l = 1, 2, · · · and we obtain
Proposition 7.8. �

Proof of Lemma 7.9. For (gk)k, a bounded sequence in L2(H3), we define

ε((gk)k) := lim sup
k→∞

∥∥eit∆H3gk
∥∥
L

10
3

t,x(R×H3)
.

If ε((gk)k) ≤ δ, then we let Λ = 0 and fk = rk and Lemma 7.9 follows. Otherwise, we use inductively
the following important claim

Claim 7.10. Assume (gk)k is a bounded sequence in L2(H3) which is absent from a family of
frames (Oα)α≤A and such that ε((gk)k) ≥ δ. Then, after passing to a subsequence, there exists a

new frame O which is orthogonal to Oα for all α ≤ A and a profile φ̃O′

k
of mass

lim
k→∞

∥∥∥φ̃Ok

∥∥∥
L2
x

& δ

such that gk − φ̃Ok
is absent from the frames O and Oα, α ≤ A.
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By Proposition 7.2, there are two possibilities: (1) there exists φ ∈ L2
x(R

3), {Nk} ⊂ (0,∞),
{tk, hk} ∈ R×G and

φk(x) := Πtk ,hk [TNk
φ](x)

or (2) there exists φ ∈ L2
x(H

3), {tk, hk} ∈ R×G and

φk(x) := Πtk ,hkφ(x).

In either case, Proposition 7.2 implies

lim
k→∞

|〈gk, φk〉| = lim
k→∞

‖φk‖L2
x
= ‖φ‖L2

x
& B−9ε((gk)k)

10 ≥ B−9δ10,

where B := lim supk→∞ ‖gk‖L2
x
. Since gk is absent from Oα for all α ≤ A and B−9δ10 > 0, Lemma

7.6 coupled with the previous inequality imply that {Nk, tk, hk} is orthogonal to Oα for all α ≤ A.

Therefore, gk − φ̃Ok
= gk − φk is also absent from (Oα)α≤A.

Furthermore, Proposition 7.2, parts 1(b) and 2(b) imply

〈gk − φk, φk〉 = 〈gk − φk, φ̃Ok
〉 → 0.

Therefore, gk − φk is also absent from O.

Now that the claim has been established, one proceeds with the standard induction argument for
profile decomposition. The proof of Lemma 7.9 is complete. �

8. Proof of Proposition 4.1

Proof of Proposition 4.1. Using the time translation symmetry, we may assume that tk = 0 for all
k ≥ 1. We apply Proposition 7.8 to the sequence (uk(0))k which is bounded in L2(H3) and we get

sequences of pairs (φµ,Oµ) ∈ L2(R3)× Fe and (ψν , Õν) ∈ L2(H3)× Fh, µ, v = 1, 2, . . ., such that
the conclusion of Proposition 7.8 holds. Up to using Lemma 7.6 (1), we may assume that for all µ,
either tµk = 0 for all k or (Nµ

k )
2
∣∣tµk
∣∣→ ∞ and similarly, for all v, either tνk = 0 for all k or |tνk| → ∞.

Case 1: All profiles are trivial, φµ = 0, ψν = 0 for all µ, v.

In this case, we get from Proposition 7.8 that uk(0) = rΛk satisfies
∥∥eit∆H3uk(0)

∥∥
Z(R)

→ 0

as k → ∞. Applying Lemma 8.1, we see that

‖uk‖Z(R) ≤
∥∥eit∆H3uk(0)

∥∥
L

10
3

t,x(R×H3)
+
∥∥uk − eit∆H3uk(0)

∥∥
S0
H3 (R)

→ 0

as k → ∞, which contradicts (4.1).

Proceeding to the remaining cases: for every linear profile φ̃µ
O

µ
k
(resp. ψ̃ν

Õν
k

), define the associated

nonlinear profile Uµe,k (resp. Uνh,k) as the maximal solution of (1.1) with initial data Uµe,k(0) = φ̃µ
O

µ
k

(resp. Uνh,k(0) = ψ̃ν
Õν
k

). We may write Uγk if we do not want to discriminate between Euclidean and

hyperbolic profiles.

The nonlinear profiles are defined in the following way:

(1) If Oµ ∈ Fe is a Euclidean frame, this is given in Lemma 8.2.
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(2) If tνk = 0, letting (Iν ,W ν) be the maximal solution of (1.1) with initial data W ν(0) = ψν

(maximal in the sense of Definition 3.1), we see that for any interval J ⋐ Iν ,
∥∥Uνh,k(t)− πνhkW

ν(t− tνk)
∥∥
S0
H3 (J)

→ 0 (8.1)

as k → ∞ (indeed, this is identically 0 in this case).
(3) If tνk → +∞, then we define (Iν ,W ν) to be the maximal solution of (1.1) satisfying

∥∥W ν(t)− eit∆H3ψν
∥∥
L2(H3)

→ 0

as t→ −∞. Then, applying Proposition 3.3, we see that on any interval J = (−∞, T ) ⋐ Iν ,
we have (8.1). Using the time reversal symmetry u(t, x) → u(−t, x), we obtain a similar
description when tνk → −∞.

Case 2a: There is only one Euclidean profile, i.e., there exists µ such that uk(0) =

φ̃µ
O

µ
k
+ ok(1) in L2(H3).

Applying Lemma 8.2, we see that Uµe,k is global with uniformly bounded S0
H3-norm for k large

enough. Then, using the stability Proposition 3.3 with ũ = Uµe,k, we see that for all k large enough,

‖uk‖Z(I) .Mmax 1

which contradicts (4.1).

Case 2b: There is only one hyperbolic profile, i.e., there is ν such that uk(0) =

ψ̃ν
Õν
k

+ ok(1) in L2(H3).

If tνk → +∞, then, using Strichartz estimates, we see that
∥∥∥eit∆H3Πtνk ,h

ν
k
ψν
∥∥∥
Z((−∞,0))

=
∥∥eit∆H3ψν

∥∥
Z((−∞,−tνk))

→ 0

as k → ∞, which implies that
∥∥eit∆H3uk(0)

∥∥
Z((−∞,0))

→ 0 as k → ∞. Using again Lemma 8.1, we

see that, for k large enough, uk is defined on (−∞, 0) and ‖uk‖Z((−∞,0)) → 0 as k → ∞, which

contradicts (4.1). Similarly, tνk → −∞ yields a contradiction. Finally, if tνk = 0, we get that

Π0,h−1
k
uk → ψν

converges strongly in L2(H3), which is the desired conclusion of the proposition.

Case 3: There exists µ or v and η > 0 such that

2η < lim sup
k→∞

M(φ̃µ
O

µ
k
), lim sup

k→∞
M(ψ̃νOν

k
) < Mmax − 2η. (8.2)

Taking k sufficiently large and maybe replacing η by η/2, we may assume that (8.2) holds for all
k. In this case, we claim that, for Λ sufficiently large,

Uapp
k =

∑

1≤µ≤Λ

Uµe,k +
∑

1≤v≤Λ

Uνh,k + eit∆H3 rΛk = UΛ
prof,k + eit∆krΛk (8.3)

is a global approximate solution with bounded Z norm for all k sufficiently large. First, by Lemma
8.2, all the Euclidean profiles are global for k large enough. Using (7.19), we see that for all v
and all k sufficiently large, M(Uνh,k) < Mmax − η. By (8.1), this implies that M(W ν) < Mmax − η
so that by the definition of Mmax,W

ν is global and by Proposition 3.3, Uνh,k is global for k large
enough and

∥∥Uνh,k(t)− πhkW
ν(t− tνk)

∥∥
S0
H3(R)

→ 0 (8.4)
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as k → ∞. Now we claim that

lim sup
k→∞

∥∥Uapp
k

∥∥
L∞

t L2
x
≤ 2M

1
2
max (8.5)

is bounded uniformly in Λ. Indeed, we first observe using (7.19) that

∥∥Uapp
k

∥∥
L∞

t L2
x
≤
∥∥UΛ

prof,k

∥∥
L∞

t L2
x
+
∥∥rΛk

∥∥
L2
x
≤
∥∥UΛ

prof,k

∥∥
L∞

t L2
x
+M

1
2
max.

Using Lemma 8.3, we get that for fixed t and Λ,

∥∥UΛ
prof,k(t)

∥∥2
L2
x
≤

∑

1≤γ≤2Λ

∥∥Uγk
∥∥2
L∞

t L2
x
+ 2

∑

γ 6=γ′

〈
Uγk (t), U

γ′

k (t)
〉
L2×L2

≤
∑

1≤γ≤2Λ

M(Uγk ) + ok(1) ≤Mmax + ok(1),

where ok(1) → 0 as k → ∞ for fixed Λ.

We also have

lim sup
k→∞

∥∥Uapp
k

∥∥
L

10
3

t,x

.Mmax,η 1 (8.6)

is bounded uniformly in Λ by Lemma 8.4. Indeed, from (8.2) and (7.19), we see that for all γ and
all k sufficiently large (depending maybe on Λ), M(Uγk ) < Mmax − η and from the definition of
Mmax, we conclude that Uγk exists globally and therefore, using Proposition 3.3, we see that this
implies that

sup
γ

∥∥Uγk
∥∥
L

10
3

t,x

.Mmax,η 1. (8.7)

Now, using Lemma 8.4 we know that

∥∥UΛ
prof,k

∥∥ 10
3

L
10
3

t,x

.Mmax,η 1.

Using triangle inequality and (7.18), we get (8.6).

Using (8.5) and (8.6) we can apply Proposition 3.3 to Uapp
k get ε1 > 0 such that the conclusion

of Proposition 3.3 holds for uk and Uapp
k . In particular, for F (x) = |x|

4
3x, we have

e = (i∂t +∆g)U
app
k −

∣∣Uapp
k

∣∣ 43 Uapp
k =

∑

1≤α≤2Λ

((i∂t +∆g)U
α
k − F (Uαk )) +

∑

1≤α≤2Λ

F (Uαk )− F (Uapp
k ).

The first term is identically 0, while using Lemma 8.5, we see that taking Λ large enough, we can

ensure that the L
10/7
t,x -norm of the second term is smaller than ε1 for all k large enough. Then, since

uk(0) = Uapp
k (0), the conclusion of Proposition 3.3 implies that for all k large, and any interval, J ,

‖uk‖Z(J) .Mmax,η 1,

where we have used (8.6). Then, we see that uk is global for all k large enough and that uk has
uniformly bounded Z-norm, which contradicts (4.1). This ends the proof of Proposition 4.1. �
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8.1. Criterion for linear evolution.

Lemma 8.1. For any M > 0, there exists δ > 0 such that for any interval J ⊂ R, if

‖φ‖L2(H3) ≤M and
∥∥eit∆H3φ

∥∥
Z(J)

≤ δ

then for any t0 ∈ J , the maximal solution (I, u) of (1.1) with u(t0) = eit0∆H3φ satisfies J ⊂ I and
∥∥u− eit∆H3φ

∥∥
S0
H3 (J)

≤ δ,

‖u‖S0
H3 (J)

≤ C(M, δ).
(8.8)

In addition, if J = (−∞, T ), then there exists a unique maximal solution (I, u), J ⊂ I of (1.1) such
that

lim
t→−∞

∥∥u(t)− eit∆H3φ
∥∥
L2(H3)

= 0

and (8.8) holds in this case too. The same statement holds in the Euclidean case when (H3, g) is
replaced by (R3, δij).

Proof of Lemma 8.1. The first part is a direct consequence of Proposition 3.3. Indeed, let v =
eit∆H3φ. Then using Strichartz estimates,∥∥∥|v| 43 v

∥∥∥
L

10
7

t,x(J×H3)
=
∥∥eit∆H3φ

∥∥7/3
L

10
3

t,x(J×H3)
≤ δ

7
3 .

Thus the assumptions in Proposition 3.3 are satisfied. Then we can apply Proposition 3.3 with
ρ = 1 to conclude. The second claim is classical and follows from a fixed point argument. �

8.2. Description of a Euclidean nonlinear profile. Let Fe denote the set of Euclidean frames,

F̃e = {(Nk, tk, hk)k ∈ Fe : tk = 0 and all k or lim
k→∞

N2
k |tk| = ∞}.

and let Fh denote the set of hyperbolic frames,

F̃h = {(1, tk, hk)k ∈ Fh : tk = 0 and all k or lim
k→∞

|tk| = ∞}.

Lemma 8.2. Assume φ ∈ L2(R3) and (Nk, tk, hk)k ∈ F̃e. Let Uk be the solution of (1.1) such

that Uk(0) = Πtk ,hk(TNk
φ). Then there exists C̃ = C̃(MR3(φ)) such that for k large enough,

Uk ∈ C(R;L2(H3)) is globally defined, and

‖Uk‖Z(R) ≤ C̃.

Proof of Lemma 8.2. We begin with the case tk = 0. We may assume that hk = I for any k. Let
δ > 0 and suppose tk = 0. Let T = T (φ, δ) be large enough so that

∥∥eit∆R3φ
∥∥
L
10/3
t,x ({|t|≥T}×R3)

< δ.

For k large enough (depending on T ), Corollary 6.3, then implies
∥∥eit∆H3TNk

φ
∥∥
L
10/3
t,x ({N−2

k |t|≥T}×H3)
. δ.

If δ is chosen small enough, then Lemma 8.1 implies that

‖Uk‖S0
H3 ({N

−2
k |t|≥T}×H3) .φ 1.

Let k = k(T ) also be large enough so that Nk is large enough to apply part (1) of Lemma 6.2.
Lemma 6.2 then implies that the remaining part of the solution norm is bounded. I.e.

‖Uk‖S0
H3 ({N

−2
k |t|≤T}×H3) .φ 1.
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For the second case, we consider the Euclidean mass-critical NLS and a trajectory, u ∈ C(R;L2(R3)),
satisfying

(i∂t +∆R3)u = |u|
4
3u (8.9)

with scattering data u±∞ defined as in (6.2).

If limk→∞N2
k |tk| = ∞, we may assume by symmetry that N2

k tk → +∞. Then we let u be the
solution of (8.9) such that

∥∥u(t)− eit∆R3φ
∥∥
L2(R3)

→ 0

as t→ −∞ (thus u−∞ = φ). Therefore,

lim sup
k

∥∥u(tk)− eitk∆R3φ
∥∥
L2(R3)

= 0. (8.10)

We let φ̃ = u(0) and consider the frame (Nk, 0, hk)k ∈ Fe and Vk(s), the solution of (1.1) with

initial data Vk(0) = πhkTNk
φ̃. From the previous case, we know that for k large enough, Vk is a

global solution with

‖Vk‖Z(R) .φ 1.

In particular, we see from the fact that N2
k tk → +∞ and (8.10) that

‖Vk(−tk)−Πtk,hkTNk
φ‖L2(H3) → 0

as k → ∞. Then, using Proposition 3.3, we see that

‖Uk − Vk(· − tk)‖S0
H3 (R)

→ 0

as k → ∞ which completes the argument in Lemma 8.2. �

8.3. Noninteraction of nonlinear profiles.

Lemma 8.3. Let φ̃Ok
and ψ̃Ok

be two profiles associated to orthogonal frames O and O ′ in F̃e∪F̃h.

Let Uk and U ′
k be the solutions of the nonlinear equation (1.1) such that Uk(0) = φ̃Ok

and U ′
k(0) =

ψ̃O′

k
. Suppose also that

∥∥∥φ̃Ok

∥∥∥
2

L2
< Mmax − η (respectively,

∥∥∥ψ̃O′

k

∥∥∥
2

L2
< Mmax − η) if O ∈ Fh

(respectively, O ′ ∈ Fh). Then

sup
T∈R

∣∣∣
〈
Uk(T ), U

′
k(T )

〉
L2×L2(H3)

∣∣∣+
∥∥UkU ′

k

∥∥
L

5
3
t,x(R×H3)

→ 0 (8.11)

as k → ∞.

Proof of Lemma 8.3. It suffices to prove (8.11) up to extracting a subsequence, and fix ε > 0
sufficiently small.

We only provide the proof that the second norm in (8.11) decays; the first term follows similarly.
Applying Lemma 8.2 if Uk is a profile associated to a Euclidean frame (respectively (8.4) if Uk is a
profile associated to a hyperbolic frame), we see that

‖Uk‖S0
H3

+
∥∥U ′

k

∥∥
S0
H3

≤ c0 < +∞
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and that there exist R and δ such that

‖Uk‖L10/3
t,x

(
(R×H3)\S R

Nk,tk,hk

) +
∥∥U ′

k

∥∥
L
10/3
t,x

(
(R×H3)\S R

N′

k
,t′
k
,h′

k

) ≤ ε,

sup
τ,h

[
‖Uk‖L10/3

t,x

(
S δ

Nk,τ,h

) +
∥∥U ′

k

∥∥
L
10/3
t,x

(
S δ

N′

k
,τ,h

)

]
≤ ε,

(8.12)

where

S
a
N,T,h :=

{
(t, x) ∈ R×H

3 : d(h−1 · x,0) ≤ aN−1 and |t− T | ≤ a2N−2
}
.

A similar claim holds for U ′
k with the same values of R, δ.

If Nk/N
′
k → ∞, then for k large enough we estimate

∥∥UkU ′
k

∥∥
L

5
3
t,x(R×H3)

.
∥∥UkU ′

k

∥∥
L

5
3
t,x(S

R
Nk,tk,hk

)
+
∥∥UkU ′

k

∥∥
L

5
3
t,x(R×H3\S R

Nk,tk,hk
)

. ‖Uk‖
L

10
3

t,x

∥∥U ′
k

∥∥
L

10
3

t,x(S
δ
N′

k
,tk,hk

)
+ ‖Uk‖

L
10
3

t,x(R×H3\S R
Nk,tk,hk

)

∥∥U ′
k

∥∥
L

10
3

t,x

.c0 ε,

where we used

S
R
Nk,tk,hk

⊂ S
δ
N ′

k,tk,hk
,

since we can choose k large enough so that RN−1
k < δN ′−1

k .

The case when N ′
k/Nk → ∞ is similar. Otherwise, we can assume that C−1 ≤ Nk/N

′
k ≤ C for

all k, and then find k sufficiently large that S R
Nk,tk,hk

∩ S R
N ′

k,t
′

k,h
′

k
= ∅. Using (8.12) it follows as

before that
∥∥UkU ′

k

∥∥
L

5
3
t,x

.c0 ε.

Hence, in all cases,

lim sup
k→∞

∥∥UkU ′
k

∥∥
L

5
3
t,x

.c0 ε.

The convergence to 0 of the second term in (8.11) follows.

The proof of Lemma 8.3 is complete now. �

Lemma 8.4. With the notations in the proof of Proposition 4.1 (See Eqn. (8.3)), assuming that

sup
γ

∥∥Uγk
∥∥
L

10
3

t,x

.Mmax,η 1, (8.13)

one can conclude that
∥∥UΛ

prof,k

∥∥ 10
3

L
10
3

t,x

.Mmax,η 1.

Proof of Lemma 8.4. Using (8.13) and Lemma 8.3, we see that
∣∣∣∣∣∣
∥∥UΛ

prof,k

∥∥ 10
3

L
10
3

t,x

−
∑

1≤α≤2Λ

‖Uαk ‖
10
3

L
10
3

t,x

∣∣∣∣∣∣
≤

∑

1≤α6=β≤2Λ

∥∥∥(Uαk )
7
3Uβk

∥∥∥
L1
t,x
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.Mmax,η

∑

1≤α6=β≤2Λ

‖Uαk ‖
4
3

L
10
3

t,x

∥∥∥Uαk Uβk
∥∥∥
L

5
3
t,x

.Mmax,η ok(1). (8.14)

Additionally, using Lemma 8.1, triangle inequality and linear Strichartz estimates for φ̃γ
O

γ
k
, we

can see that for γ large enough (depending on Mmax) M(Uγk ) ≤ δ0 will be sufficiently small to
conclude

∥∥Uγk
∥∥2
L

10
3

t,x

.M(Uγk ). (8.15)

Combining inequalities (8.14) and (8.15), along with the fact that 10/3 ≥ 2, we get
∥∥UΛ

prof,k

∥∥ 10
3

L
10
3

t,x

≤
∑

1≤α≤2Λ

‖Uαk ‖
10
3

L
10
3

t,x

+ ok(1)

.Mmax,η C
∑

1≤α≤2Λ

M(Uαk ) + ok(1) .Mmax,η 1.

Now we finish the proof of Lemma 8.4. �

8.4. Control of the error term.

Lemma 8.5. With the notations in the proof of Proposition 4.1 (See Eqn. (8.3)),

lim
Λ→∞

lim sup
k→∞

∥∥∥∥∥∥
F (Uapp

k )−
∑

1≤α≤2Λ

F (Uαk )

∥∥∥∥∥∥
L

10
7

t,x

= 0. (8.16)

Proof of Lemma 8.5. Fix ε0 > 0. For fixed Λ, we let

UΛ
prof,k =

∑

1≤µ≤Λ

Uµe,k +
∑

1≤ν≤Λ

Uνh,k =
∑

1≤γ≤2Λ

Uγk .

be the sum of the profiles. Then we separate∥∥∥∥∥∥
F (Uapp

k )−
∑

1≤α≤2Λ

F (Uαk )

∥∥∥∥∥∥
L

10
7

t,x

≤
∥∥F (Uapp

k )− F (UΛ
prof,k)

∥∥
L

10
7

t,x

+

∥∥∥∥∥∥
F (UΛ

prof,k)−
∑

1≤α≤2Λ

F (Uαk )

∥∥∥∥∥∥
L

10
7

t,x

.

We first claim that for the second term and for fixed Λ,

lim sup
k→∞

∥∥∥∥∥∥
F (UΛ

prof,k)−
∑

1≤α≤2Λ

F (Uαk )

∥∥∥∥∥∥
L

10
7

t,x

= 0. (8.17)

Note that given {fi}
Λ
i=1 ⊂ C, we have the following inequality for p > 1:

∣∣∣∣∣

∣∣∣∣∣
Λ∑

i=1

fi

∣∣∣∣∣

p Λ∑

i=1

fi −
Λ∑

i=1

|fi|
p fi

∣∣∣∣∣ ≤ C(Λ, p)

∣∣∣∣∣∣

Λ∑

i=1

(
∑

j 6=i

|fj|
p)fi

∣∣∣∣∣∣
.

Then ∥∥∥∥∥∥
F (UΛ

prof,k)−
∑

1≤α≤2Λ

F (Uαk )

∥∥∥∥∥∥
L

10
7

t,x

=

∥∥∥∥∥∥
F (

∑

1≤α≤2Λ

Uαk )−
∑

1≤α≤2Λ

F (Uαk )

∥∥∥∥∥∥
L

10
7

t,x
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.Λ

∑

α6=β

∥∥∥ |Uαk |
4
3 Uβk

∥∥∥
L

10
7

t,x

.Λ

∑

α6=β

‖Uαk ‖
1
3

L
10
3

t,x

∥∥∥Uαk Uβk
∥∥∥
L

5
3
t,x

.

Therefore (8.17) follows from (8.11) since the sum is over a finite set and each profile is bounded

in L
10
3
t,x by (8.7).

We now complete the proof of (8.16) by showing that for any given ε0 > 0,

lim sup
Λ→∞

lim sup
k→∞

∥∥F (Uapp
k )− F (UΛ

prof,k)
∥∥
L

10
7

t,x

= 0.

We first remark that, from (8.6), UΛ
prof,k has bounded L

10/3
t,x norm, uniformly in Λ for k sufficiently

large. We also note that by the profile decomposition and Lemma 8.1 we have the following uniform
bound

sup
α

lim sup
k→∞

‖Uαk ‖
L

10
3

t,x

.Mmax 1. (8.18)

A straightforward computation yields

|F (UΛ
prof ,k + eit∆H3 rΛk )−F (U

Λ
prof,k)|

=

∣∣∣∣
∣∣UΛ

prof,k + eit∆H3 rΛk
∣∣ 43 (UΛ

prof,k + eit∆H3 rΛk )−
∣∣UΛ

prof,k

∣∣ 43 UΛ
prof,k

∣∣∣∣

.
∣∣UΛ

prof,k

∣∣ 43 ∣∣eit∆H3 rΛk
∣∣+

∣∣eit∆H3 rΛk
∣∣ 43 ∣∣UΛ

prof,k

∣∣+
∣∣eit∆H3 rΛk

∣∣ 43 ∣∣eit∆H3 rΛk
∣∣

.
∣∣eit∆H3 rΛk

∣∣ (
∣∣UΛ

prof,k

∣∣ 43 +
∣∣eit∆H3 rΛk

∣∣ 43 ).

Now we compute

∥∥F (UΛ
prof,k + eit∆H3 rΛk )− F (UΛ

prof,k)
∥∥
L

10
7

t,x

.
∥∥eit∆H3 rΛk

∥∥
L

10
3

t,x

∥∥∥∥
∣∣UΛ

prof,k

∣∣ 43 +
∣∣eit∆H3 rΛk

∣∣ 43
∥∥∥∥
L

10
4

t,x

.
∥∥eit∆H3 rΛk

∥∥
L

10
3

t,x

(
∥∥UΛ

prof,k

∥∥ 4
3

L
10
3

t,x

+
∥∥eit∆H3 rΛk

∥∥ 4
3

L
10
3

t,x

).

Since
∥∥eit∆H3 rΛk

∥∥
L

10
3

t,x

→ 0 by Lemma 7.8, it suffices to show
∥∥∥UΛ

prof,k

∥∥∥
L

10
3

t,x

is bounded. Lemma 8.4

along with inequality (8.18) imply that
∥∥∥UΛ

prof,k

∥∥∥
L

10
3

t,x

is uniformly bounded.

Now we complete the proof of Lemma 8.5. �

9. Proof of Proposition 4.6

Let u ∈ C(R;L2(H3)) be an almost periodic (modulo G) solution to (1.1) and let T ∈ (0,∞).
For η > 0, let C0 := C(η), where C(η) is defined in Definition 4.2.

We first state an obvious consequence of our notion of almost periodicity:
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Lemma 9.1. Let u ∈ C(R;L2(H3)) be almost periodic modulo G, and let I ⊂ R. For any η > 0,

lim
N→∞

‖P>Nu‖L∞

t L2
x(I×H3) +N− 1

2 +
∥∥∥P

>ηN
1
2
u
∥∥∥

1
3

L∞

t L2
x(I×H3)

= 0.

The following is a modification of Lemma 3.8 in [10]

Lemma 9.2. Let u ∈ C(R;L2(H3)) be an almost periodic (modulo G) solution to (1.1) and let
T ∈ (0,∞). For η > 0 and 0 ≤ s ≤ 7

3 , there exists cη such that

‖P≥Nu‖L2
tL

6
x([0,T ]×H3) .s ‖P≥Nu(t0)‖L2

x
+
∑

M≤ηN

(
M

N
)s ‖P≥Mu‖L2

tL
6
x([0,T ]×H3)

+ η
4
3 ‖P≥ηNu‖L2

tL
6
x([0,T ]×H3)

+
cηT

1
2

η
1
2N

1
2

(
‖P>ηNu‖L∞

t L2
x([0,T ]×H3) +N− 1

2 +
∥∥∥P

>ηN
1
2
u
∥∥∥

1
3

L∞

t L2
x([0,T ]×H3)

)
.

Proof of Lemma 9.2. Let I = [0, T ]. Strichartz estimates and Duhamel’s principle imply

‖P≥Nu‖L2
tL

6
x
. ‖P≥Nu(t0))‖L2

x
+ ‖P≥NF (u)‖

L2
tL

6
5
x

,

where F (u) = |u|
4
3 u.

To prove Lemma 9.2, we only need to focus on the nonlinear estimate above. For each t ∈ I,
define a cutoff χh(t) ∈ L∞(H3) in physical space,

χh(t)(x) =

{
1, d(h(t) · x,0) < C(η) = C0,

0, d(h(t) · x,0) ≥ C(η) = C0.

We note that the L2 and L∞ invariance of πh(t) implies

sup
q∈[2,∞]

∥∥χh(t)
∥∥
L∞

t Lq
x(I×H3)

= sup
q∈[2,∞]

∥∥πh(t)χI

∥∥
L∞

t Lq
x(I×H3)

. C1 = C1(η).

We split the nonlinear term into

‖P≥NF (u)‖
L2
tL

6
5
x (I×H3)

. ‖P≥NF (P≤ηNu)‖
L2
tL

6
5
x (I×H3)

+
∥∥∥(P>ηNu) |P>C0u|

4
3

∥∥∥
L2
tL

6
5
x (I×H3)

+
∥∥∥(P>ηNu)(1 − χh(t)) |u|

4
3

∥∥∥
L2
tL

6
5
x (I×H3)

+
∥∥∥(P>ηNu)χh(t) |P≤C0u|

4
3

∥∥∥
L2
tL

6
5
x (I×H3)

.

(9.1)

Now we compute it term by term. For the first term in (9.1), by Bernstein inequality, Hölder
inequality and conservation of mass, we write

‖P≥NF (P≤ηNu)‖
L2
tL

6
5
x (I×H3)

.
1

N s
‖ |∇|s F (P≤ηNu)‖

L2
tL

6
5
x (I×H3)

.
1

N s
‖ |∇|s P≤ηNu‖L2

tL
6
x(I×H3) ‖P≤ηNu‖

4
3

L∞

t L2
x(I×H3)

.
1

N s
‖ |∇|s P≤ηNu‖L2

tL
6
x(I×H3)

.
∑

M≤ηN

(
M

N
)s ‖PMu‖L2

tL
6
x(I×H3) .
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Then for the second term in (9.1)
∥∥∥(P>ηNu) |P>C0u|

4
3

∥∥∥
L2
tL

6
5
x (I×H3)

. ‖P>ηNu‖L2
tL

6
x(I×H3) ‖P>C0u‖

4
3

L∞

t L2
x(I×H3)

. η
4
3 ‖P>ηNu‖L2

tL
6
x(I×H3) ,

and the third term in (9.1)
∥∥∥(P>ηNu)(1− χh(t)) |u|

4
3

∥∥∥
L2
tL

6
5
x (I×H3)

. ‖P>ηNu‖L2
tL

6
x(I×H3)

∥∥(1− χh(t))u
∥∥ 4

3

L∞

t L2
x(I×H3)

. η
4
3 ‖P>ηNu‖L2

tL
6
x(I×H3) .

Now take the last term in (9.1). Let I = [0, T ] = ∪Jk, where Jk is an interval of local constancy
as defined in Definition 4.4. Using Hölder inequality and the nonlinear bilinear estimate in Lemma
5.4 (with q = 2), we obtain

∥∥∥(P>ηNu)χh(t) |P≤C0u|
4
3

∥∥∥
2

L2
tL

6
5
x (Jk×H3)

. ‖(P>ηNu)(P≤C0u)‖
2
L2
t,x(Jk×H3)

∥∥χh(t)
∥∥2
L∞

t L6
x(Jk×H3)

‖u‖
2
3

L∞

t L2
x(J×H3)

.
C0

ηN
C2
1 ‖P>ηNu‖

2
S0
∗
(Jk×H3) ‖u‖

2
S0
∗
(Jk×H3) , (9.2)

where the S0
∗ norm is defined in Lemma 5.4.

By (4.2), we have

‖u‖S0(Jk)
. ‖u0‖L2(H3) +

∥∥∥ |u|
4
3 u
∥∥∥
L

10
7

t,x(Jk×H3)
= ‖u0‖L2(H3) + ‖u‖

7
3

L
10
3

t,x(Jk×H3)
. 1,

then

‖u‖S0
∗
(Jk×H3) = ‖u0‖L2(H3) +

∥∥∥ |u|
4
3 u
∥∥∥
L1
tL

2
x(Jk×H3)

. ‖u0‖L2(H3) + ‖u‖
7
3

L
7
3
t L

14
3

x (Jk×H3)
. 1.

Then

(9.2) .
C0C

2
1

ηN
‖P>ηNu‖

2
S0
∗
(Jk×H3) .

Lemma 4.5 implies that there are at most a constant multiple of T many subintervals Jk. There-
fore, summing over the subintervals Jk, we obtain
∥∥∥(P>ηNu)χh(t) |P≤C0u|

4
3

∥∥∥
2

L2
tL

6
5
x (I×H3)

.
∑

Jk⊂I

‖(P>ηNu)(P≤C0u)‖
2
L2
t,x(Jk×H3)

∥∥χh(t)
∥∥2
L∞

t L6
x(Jk×H3)

.
∑

Jk⊂I

C0C
2
1

ηN
‖P>ηNu‖S0

∗
(Jk×H3)

.
C0C

2
1

η

T

N

(
sup
Jk

‖P>ηNu‖
2
S0
∗
(Jk×H3)

)
. (9.3)

Next, we claim that for any (q, r) admissible and any k

‖u‖Lq
tL

r
x(Jk×H3) .q ‖u‖L∞

t L2
x(Jk×H3) . 1. (9.4)
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In fact, we divide Jk = ∪Jℓk = ∪[aℓ, bℓ] with

‖u‖
L

10
3

t,x(J
ℓ
k×H3)

= ε. (9.5)

Here we need ε ≪ 1 and it will be determined later. Using the Duhamel principle, Strichartz
estimates and (9.5), we write

‖u‖Lq
tL

r
x(J

ℓ
k×H3) . ‖u(aℓ)‖L2(H3) + ‖u‖Lq

tL
r
x(J

ℓ
k×H3) ‖u‖

4
3

L
10
3

t,x(J
ℓ
k×H3)

. ‖u(aℓ)‖L2(H3) + ‖u‖Lq
tL

r
x(J

ℓ
k×H3) ε

4
3 .

Then by choosing ε small enough, a continuity argument gives

‖u‖Lq
tL

r
x(J

ℓ
k×H3) . ‖u(aℓ)‖L2(H3) . ‖u‖L∞

t L2
x(J

ℓ
k×H3) .

Adding Jℓk, we obtain the claimed estimate in (9.4).

To estimate the S0
∗ norm in (9.3), we only need to focus on the second term in the S0

∗ norm below

‖P>ηNu‖S0
∗
(Jk×H3) = ‖P>ηNu0‖L2(H3) + ‖P>ηNF (u)‖L1

tL
2
x(Jk×H3) ,

where F (u) = |u|
4
3 u.

First, we decompose

‖P>ηNF (u)‖L1
tL

2
x(Jk×H3) ≤

∥∥∥P>ηNF (P
<ηN

1
2
u)
∥∥∥
L1
tL

2
x(Jk×H3)

+
∥∥∥P>ηN (F (u) − F (P

<ηN
1
2
u))
∥∥∥
L1
tL

2
x(Jk×H3)

.
(9.6)

Then for the first term in (9.6), we write using Bernstein inequality, Hölder inequality and (9.4)
∥∥∥P>ηNF (P

<ηN
1
2
u)
∥∥∥
L1
tL

2
x(Jk×H3)

.
1

ηN

∥∥∥∇F (P
<ηN

1
2
u)
∥∥∥
L1
tL

2
x(Jk×H3)

.
1

ηN

∥∥∥∇P
<ηN

1
2
u
∥∥∥
S0(Jk)

‖u‖
4
3

S0(Jk)
.

1

ηN
ηN

1
2 = N− 1

2 , (9.7)

and for the second term in (9.6), using Hölder inequality and (9.4), we have
∥∥∥P>ηN (F (u) − F (P

<ηN
1
2
u))
∥∥∥
L1
tL

2
x(Jk×H3)

.
∥∥∥P

>ηN
1
2
u
∥∥∥

1
3

L∞

t L2
x(Jk×H3)

‖u‖2L2
tL

6
x(Jk×H3)

.
∥∥∥P

>ηN
1
2
u
∥∥∥

1
3

L∞

t L2
x(Jk×H3)

. (9.8)

Now combining (9.7) and (9.8), we get

(9.6) =
∥∥∥P>ηNF (P

<ηN
1
2
u)
∥∥∥
L1
tL

2
x(Jk×H3)

+
∥∥∥P>ηN (F (u)− F (P

<ηN
1
2
u))
∥∥∥
L1
tL

2
x(Jk×H3)

. N− 1
2 +

∥∥∥P
>ηN

1
2
u
∥∥∥

1
3

L∞

t L2
x(Jk×H3)

.

Therefore, we obtain the following control of the S0
∗ norm in (9.3), that is,

‖P>ηNu‖S0
∗
(Jk×H3) = ‖P>ηNu0‖L2

x(H
3) +

∥∥∥P>ηN ( |u|
4
3 u)

∥∥∥
L1
tL

2
x(Jk×H3)

. ‖P>ηNu‖L∞

t L2
x(Jk×H3) +N− 1

2 +
∥∥∥P

>ηN
1
2
u
∥∥∥

1
3

L∞

t L2
x(Jk×H3)

.
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Finally, let C0C
2
1 =: c2η, then

(9.3) =
C0C

2
1

η

T

N
sup
Jk⊂I

‖P>ηNu‖
2
S0
∗
(Jk×H3)

.
c2ηT

ηN

(
‖P>ηNu‖L∞

t L2
x(I×H3) +N− 1

2 +
∥∥∥P

>ηN
1
2
u
∥∥∥

1
3

L∞

t L2
x(I×H3)

)2

.

which completes the estimate for the last term in (9.1).

Now putting all the terms above, we obtain Lemma 9.2. �

Lemma 9.3. Let u ∈ C(R;L2(H3)) be an almost periodic (modulo G) solution to (1.1) and let
T ∈ (0,∞).

(1) We have the following so-called long-time Strichartz estimates

‖P≥Nu‖L2
tL

6
x([0,T ]×H3) . 1 +

T
1
2

N
1
2

. (9.9)

(2) For any ε > 0, there exists N0(ε) > 0 so that for N ≥ N0,

‖P≥Nu‖L2
tL

6
x([0,T ]×H3) . ε(1 +

T
1
2

N
1
2

). (9.10)

(3) The L2
tL

6
x norm in (9.9) and (9.10) can be replaced by L2

tL
q
x norm with q ∈ (2, 6].

Proof of Lemma 9.3. The proof of this lemma follows the main idea in [10]. We start from the
proof of (1).

Fix T and let

f(N) := ‖P≥Nu‖L2
tL

6
x([0,T ]×H3) .

By Lemma 9.2,

f(N) . 1 +
∑

M≤ηN

(
M

N
)f(M) +

cη

η
1
2

(
T

N
)
1
2 .

Let

c = sup
N

f(N)

1 + ( TN )
1
2

taking the supremum over all dyadic integers N . Then

f(N) . 1 + c
∑

M≤ηN

(
M

N
)

(
1 + (

T

M
)
1
2

)
+
cη

η
1
2

(
T

N
)
1
2

. 1 + cη
1
2 (
T

N
)
1
2 + cη +

cη

η
1
2

(
T

N
)
1
2 .

Fixing η0(u) > 0 sufficiently small, we can take

c .
cη0

η
1
2
0

.

Now (2) can be shown with the following argument: Consider

f(N) . inf
t0∈I

‖P≥Nu(t0)‖L2
x
+
∑

M≤ηN

(
M

N
)sf(M) + η

4
3 ‖P≥ηNu‖L2

tL
6
x
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+
cηT

1
2

η
1
2N

1
2

(
‖P>ηNu‖L∞

t L2
x
+N− 1

2 +
∥∥∥P

>ηN
1
2
u
∥∥∥

1
3

L∞

t L2
x

)
.

Using the following equation (Lemma 9.1)

lim
N→∞

‖P>ηNu‖L∞

t L2
x(I×H3) +N− 1

2 +
∥∥∥P

>ηN
1
2
u
∥∥∥

1
3

L∞

t L2
x(I×H3)

= 0

and part (1), we can write

f(N) . inf
t0∈I

‖P≥Nu(t0)‖L2
x
+
∑

M≤ηN

(
M

N
)sf(M) + η

4
3 ‖P≥ηNu‖L2

tL
6
x

+
cηT

1
2

η
1
2N

1
2

(
‖P>ηNu‖L∞

t L2
x
+N− 1

2 +
∥∥∥P

>ηN
1
2
u
∥∥∥

1
3

L∞

t L2
x

)

. inf
t0∈I

‖P≥Nu(t0)‖L2
x
+
∑

M≤ηN

(
M

N
)s

(
1 +

T
1
2

M
1
2

)
+ η

4
3

(
1 +

T
1
2

η
1
2N

1
2

)

+
cηT

1
2

η
1
2N

1
2

(
‖P>ηNu‖L∞

t L2
x
+N− 1

2 +
∥∥∥P

>ηN
1
2
u
∥∥∥

1
3

L∞

t L2
x

)
.

Using Lemma 9.1 and choosing η small enough, then N large enough we conclude

‖P≥Nu‖L2
tL

6
x([0,T ]×H3) . ε(1 +

T 1/2

N1/2
).

Now we turn to part (3). In fact, the L2
tL

6
x norm on the left-hand-side of inequalities (9.9) and

(9.10) is not essential, since we only used the L2 integrability in time. Thus such norm can be
replaced by any admissible L2

tL
q
x norm (q ∈ (2, 6]), thanks to a larger range of admissible pairs

(compared to the corresponding Euclidean case) as shown in Figure 2.1. That is,

‖P≥Nu‖
2
L2
tL

q
x(J×H3) . 1 +

T

N
.

Combining with part (2), we have for any ε > 0, there exists N0(ε) > 0 so that for N ≥ N0,

‖P≥Nu‖
2
L2
tL

q
x([0,T ]×H3) . ε(1 +

T

N
).

which completes part (3).

Then we finish the proof of Lemma 9.3. �

Lemma 9.4. Let u ∈ C(R;L2(H3)) be an almost periodic (modulo G) solution to (1.1), let s ∈
(12 , 1], and let T ∈ (0,∞). Then for any q ∈ (2, 6]

‖ |∇|s P≤Nu‖L2
tL

q
x([0,T ]×H3) . N s− 1

2T
1
2 .

Proof of Lemma 9.4. For 1
2 < s ≤ 1 and 2 < q ≤ 6, using Lemma 9.3,

‖ |∇|s P≤Nu‖L2
tL

q
x([0,T ]×H3) .s

∑

M≤N

M s ‖PMu‖L2
tL

q
x([0,T ]×H3)

.s

∑

M≤N

M s

(
(
T

M
)
1
2 + 1

)
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.s N
(s− 1

2
)T

1
2 +N s = N s

(
(
T

N
)
1
2 + 1

)
.

In particular, we have

‖∇P≤Tu‖L2
tL

q
x([0,T ]×H3) . T.

�

We are now prepared to prove Proposition 4.6.

Proof of Proposition 4.6. Let 0 < η ≪ ‖u‖L2(H3) be small enough so that VolH3(B0(C(η)) ≥ 1 and

1
2 ‖u‖

6/5
L2(H3)

≤

(∫

d(x,0)≥C(η)
|(πh(t)u)(t, x)|

2dµ(x)

)3/5

for all t ∈ R. Then by Hölder inequality,

CH3 ‖u‖
6/5
L2(H3)

≤ ‖u(t)‖
10/3

L
10/3
x (H3)

.

Therefore,

CT ≤ ‖u‖
10/3

L
10/3
t,x ([0,T ]×H3)

for some C = C(H3, ‖u‖L2(H3)).Moreover, due to almost periodicity, for T large enough (depending
on η).

CT ≤ ‖P≤Tu‖
10/3

L
10/3
t,x ([0,T ]×H3)

.

Now P≤Nu solves (3.2) with N defined by

N = P≤T (|u|
4
3u)− |P≤Tu|

4
3 (P≤Tu).

Then by Proposition 3.5,

‖P≤Tu‖
10/3

L
10/3
t,x ([0,T ]×H3)

. ‖P≤Tu‖L∞

t L2
x([0,T ]×H3) ‖P≤Tu‖L∞

t H1
x([0,T ]×H3) (9.11)

+
∥∥NP≤Tu

∥∥
L1
t,x([0,T ]×H3)

+
∥∥N∇P≤Tu

∥∥
L1
t,x([0,T ]×H3)

. (9.12)

Let T & ‖u‖L2(H3)η
−1C(η), then ‖P≥Tu‖L2(H3) ≤ ‖P≥C(η)u‖L2(H3) ≤ η and for all t ∈ [0, T ],

‖∇P≤Tu(t)‖L2(H3) ≤
∥∥∇P≥C(η)P≤Tu(t)

∥∥
L2(H3)

+
∥∥∇P≤C(η)P≤Tu(t)

∥∥
L2(H3)

. T
∥∥P≥C(η)u(t)

∥∥
L2(H3)

+
∥∥∇P≤C(η)u(t)

∥∥
L2(H3)

. ηT + C(η)‖u‖L2(H3)

. ηT

which implies

(9.11) . ηT.

To estimate the terms in (9.12), we write

N = P≤TF (u)− F (P≤Tu) = [F (u)− F (P≤Tu)]− P>TF (u)

= [F (u)− F (P≤Tu)]− P>TF (P<εTu)− P>T (F (u)− F (P<εTu)).
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For T > N0(ε), using (9.10)

‖F (u)− F (P≤Tu)‖
L2
tL

6
5
x

. ‖P>Tu‖L2
tL

6
x
‖u‖

4
3

L∞

t L2
x
. ε.

Using Lemma 9.4

‖P>TF (P<εTu)‖
L2
tL

6
5
x

.
1

T
‖∇P>TF (P<εTu)‖

L2
tL

6
5
x

.
1

T
‖∇P<εTu‖L2

tL
6
x
‖u‖

4
3

L∞

t L2
x

.
1

T
(εT )1/2T 1/2 = ε1/2.

For εT > N0, using (9.10)

‖P>T (F (u) − F (P<εTu))‖
L2
tL

6
5
x

. ‖P>εTu‖L2
tL

6
x
‖u‖

4
3

L∞

t L2
x
. ε(1 +

T 1/2

ε1/2T 1/2
) . ε1/2.

Then we conclude

‖P≤TF (u)− F (P≤Tu)‖
L2
tL

6
5
x

. ε1/2.

In fact, we also have

‖P≤TF (u)− F (P≤Tu)‖
L2
tL

6
5−

x

. ε1/2. (9.13)

where we just need to replace all the L2
tL

6
x norm above by L2

tL
6−
x and combine with part (3) in

Lemma 9.3.

By Lemma 9.4, we have

‖∇P≤Tu‖L2
tL

6
x
. T.

Hence the second error term has the following bound
∥∥[P≤TF (u)− F (P≤Tu)]∇P≤Tu

∥∥
L1
t,x

. ‖P≤TF (u)− F (P≤Tu)‖
L2
tL

6
5
x

‖∇P≤Tu‖L2
tL

6
x
. ε1/2T.

For the other error term, using Sobolev embedding, Lemma 9.4 and (9.13)
∥∥[P≤TF (u)− F (P≤Tu)]P≤Tu

∥∥
L1
t,x

. ‖P≤TF (u)− F (P≤Tu)‖
L2
tL

6
5−

x

‖P≤Tu‖L2
tL

6+
x

. ‖P≤TF (u)− F (P≤Tu)‖
L2
tL

6
5−

x

‖∇P≤Tu‖L2
tL

2+
x

. ε1/2T 1/2T 1/2 = ε1/2T.

Therefore, we obtain

(9.12) . ε1/2T.

and thus

‖P≤Tu‖
10/3

L
10/3
t,x ([0,T ]×H3)

. (η + ε1/2)T.

Assuming ε < η2 completes the argument in Proposition 4.6. �
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