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Abstract
Distributed Quantum Computing (DQC) provides a scalable ar-
chitecture by interconnecting multiple quantum processor units
(QPUs). Among various DQC implementations, quantum data cen-
ters (QDCs) — where QPUs in di!erent racks are connected through
recon"gurable optical switch networks — are becoming feasible
in the near term. However, the latency of cross-rack communica-
tions and dynamic switch recon"gurations poses unique challenges
to communications in QDCs, signi"cantly increasing the overall
latency, thereby also reducing the overall "delity. In this paper,
we address these challenges by introducing a novel compiler that
optimizes scheduling of communications across the program and
network layers. Our evaluation shows that it reduces the overall
latency by 8.02→ over prior approaches with a small overhead and
can be integrated with quantum error correction (QEC) to facilitate
fault-tolerant quantum computing (FTQC). We have open-sourced
our codes at https://zenodo.org/records/15377656.
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1 Introduction
Distributed quantum computing (DQC) [3, 18, 19, 24, 28] has emerged
as a promising approach to address scalability challenges in quan-
tum computing. By enabling quantum communication between
multiple quantum processing units (QPUs), DQC extends the capa-
bilities of single-chip systems to multi-node architectures. Among
various implementations of DQC, quantum data centers (QDCs)
[5, 7, 41, 45, 46, 51] have gained signi"cant attention from industry
as a practical near-term solution. Unlike early visions of DQC that
focused on long-distance quantum communication across cities,
QDCs aim to connect multiple QPUs within a local range of a single
room or facility [30, 34, 49, 50, 59]. Their relatively short communi-
cation distances and controlled environment mitigate photon loss
and various noise, making them well-suited for near-term compu-
tational needs.

Recently, an emerging scalable architecture has been proposed
[59] for local QDCs, aligning with near-term hardware capabilities.
As shown in Fig. 1, it connects multiple racks of QPUs via a dynamic
optical network with recon"gurable optical switches, which, unlike
long-range DQC settings, requires no memory on each switch.
Cross-rack switches (core switches), depicted in orange in Fig. 1,
can leverage existing classical optical switch technology, while
only a small number of specialized quantum switches, depicted in
blue, need to be deployed on top of racks (ToR switches) to enable
EPR pair generation for quantum communication. This signi"cantly
enhances the practicality and cost-e#ciency of QDCs, making them
a more viable DQC infrastructure in the near future.

The primary bottleneck in DQC lies in inter-QPU communica-
tion, which is signi"cantly slower and more error-prone than QPU
computation. Existing software solutions [29, 31, 37, 70, 71] aim to
reduce latency and improve "delity by minimizing the number of
EPR pairs required by communication. However, these approaches

https://zenodo.org/records/15377656
https://creativecommons.org/licenses/by/4.0/legalcode
https://creativecommons.org/licenses/by/4.0/legalcode
https://doi.org/10.1145/3695053.3731046
https://doi.org/10.1145/3695053.3731046
https://doi.org/10.1145/3695053.3731046


ISCA ’25, June 21–25, 2025, Tokyo, Japan Hezi Zhang, Yiran Xu, Haotian Hu, Keyi Yin, Hassan Shapourian, Jiapeng Zhao, Ramana Rao Kompella, Reza Nejabati, Yufei Ding

A1 A2 B1 B2 C1 C2 D1 D2

Rack A Rack B Rack C Rack D

Figure 1: QDC with QPUs connected by a switch network.

show substantial ine#ciencies when applied to the QDC architec-
ture due to two key factors. First, the distinction between classical
core switches and quantum ToR switches requires converters to
facilitate their interaction. This added complexity results in a higher
latency (↓10 ms) for cross-rack EPR pair generation than in-rack
EPR pair generation (↓0.1 ms). Second, each switch recon"guration
introduces an additional latency of ↓ 1 ms, due to the need to sup-
press photon loss. Therefore, frequent switch recon"gurations can
signi"cantly extend communication latency, especially for in-rack
communications.

(a) (b)

Figure 2: (a) Number percentages of in-rack and cross-rack
EPR pairs. (b) Latency percentages of in-rack EPR pair gen-
eration, recon!guration and cross-rack EPR pair generation.

In Fig. 2, we illustrate the communication budget by pro"ling
the quantum workload across di!erent operations. Speci"cally, we
"rst count the required number of in-rack and cross-rack EPR pairs,
then isolate the contributions of di!erent operations to the overall
latency by: (1) setting the latency of both in-rack communication
and recon"guration to 0, attributing all latency to cross-rack com-
munication; (2) setting only the latency of in-rack communication
to 0, attributing the latency di!erence between the two cases to
recon"guration. As shown in Fig. 2, while cross-rack EPR pairs
constitute only 18.2% of the total required EPR pairs, they account
for 62.7% of the overall latency, with recon"gurations contributing
an additional 32.7%. This implies that cross-rack communication
and frequent switch recon"gurations substantially increase latency,
which would also degrade the overall "delity due to the increased
qubit decoherence over time.

To address these challenges in QDCs, a co-optimization across
the program layer and the network layer is required in terms of
EPR pair scheduling. Existing DQC systems, such as long-range
repeater networks [8, 17, 52], decouple the scheduling of EPR pairs
and the generation of them into a program layer and a network
layer, with the scheduler merely considering the program-layer
communication demands and the network layer being responsi-
ble for generating the scheduled EPR pairs according to current
bandwidth and resource availability. However, given the known
computation tasks for QDCs, the compiler can schedule EPR pair
generations by considering both the upcoming communication de-
mands of the quantum program and the bandwidth and resource
availability on switches and QPUs. In this way, a larger optimiza-
tion space can be enabled for hiding the latencies of cross-rack
communication and switch recon"guration.

At a high level, this co-optimization is achievable by leveraging
two key quantum features. First, in quantum systems, preparation
of EPR pairs can be decoupled from actual communications, as
they do not carry any program data. Even if the switches in QDCs
are memoryless, these EPR pairs can be stored temporarily on
QPUs by allocating a portion of computation qubits as bu!er [70].
This storage allows for a $exible look-ahead scheduling of EPR
pairs, which allows for optimized timing of EPR generation when
combining an analysis of program patterns with a management
of bu!er resources. Second, an EPR pair between source 𝐿 and
destination 𝑀 can be generated by merging multiple pre-existing
EPR pairs along a path between 𝐿 and 𝑀 , referred to as entanglement
swapping. Unlike that in repeater networks, entanglement swapping
on QPUs can be performed fast and deterministically by gates
and measurements. With an awareness of bandwidth and bu!er
availability, this can enable a more e#cient network exploitation
through a $exible strategy that generates EPR pairs by part.

However, leveraging these features in a compiler is highly non-
trivial. First, they can introduce "delity overheads in two ways.
(1) The storage of EPR pairs in bu!er can bring a risk of decoher-
ence, causing the "delity of EPR pairs to decrease over time. (2) The
strategy of generating EPR pairs by part necessitates generation of
additional EPR pairs, which can compromise the overall "delity as
EPR generations are more error-prone than gates on QPUs. These
"delity overheads impose stricter constraints on QDCs than classi-
cal data centers (DCs), preventing a straightforward application of
pre-fetching techniques in classical DCs. Second, the $exibilities
in scheduling can lead to complications such as deadlocks (i.e., gen-
erations of EPR pairs need to wait for each other’s consumption)
and bu!er congestion (i.e., required bu!er occupied by data qubits
or other EPR pairs). These need to be eliminated in the compilation
stage to ensure successful program execution.

To this end, we present an e#cient compiler to strategically lever-
age those quantum features, striking a balance between latency
reduction and "delity overhead, while eliminating the risks of dead-
lock and bu!er congestion. The compiler analyzes the programs by
identifying gate dependencies, looking ahead into near-future gates
and extracting their requirements for EPR pairs. With an awareness
of the network heterogeneity and the availability of bandwidth
and bu!er resources, these EPR pairs are then scheduled with the
following two optimizations.
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First, it parallelizes cross-rack EPR pair generations by split-
ting them into parts, with each split resulting in a new cross-rack
pair and some additional in-rack pairs (referred to as post-split EPR
pairs). In this way, even if the source or destination QPU of an
EPR pair is busy, a substitute cross-rack EPR pair can be generated
between the source and destination racks through a same-rack QPU
with the busy QPU. Once the busy QPU becomes available, it can
communicate with that same-rack QPU by generating an additional
in-rack EPR pair promptly, thereby completing the generation of
the original cross-rack EPR pair through an entanglement swap-
ping. To mitigate the !delity overhead brought by additional
in-rack EPR pairs, we prepare multiple copies of each post-split in-
rack EPR pair and enhance its "delity by entanglement distillation
[11, 38] using the extra copies.

Second, it further hides the latency of the additional in-
rack EPR pairs, either from split or for distillation, by a collective
generation of them, so that they are prevented from becoming a
new communication bottleneck. That is, given that the latency
of recon"guration is much longer than that of in-rack EPR pair
generation, we can collect in-rack EPR pairs between the same
QPUs and generate them together when the channel between the
QPUs is available. In this way, we reduce the average latency of
in-rack EPR pair generation by avoiding frequent recon"guration.
The collection of in-rack EPR pairs is guided by the look-ahead
program analysis of our compiler. This program-aware guidance
reduces the wait time of both in-rack and cross-rack EPR pairs
before their usage, thereby minimizing the !delity overhead
brought by the storage of prepared EPR pairs.

Toprevent potential deadlocks and bu"er congestion caused
by the $exible scheduling, we propose a resource managing ap-
proach that is aware of bandwidth and bu!er status. It consists of
several rules for scheduling and splitting EPR pairs, along with a
retry mechanism for EPR scheduling. These rules mitigate the risk
of deadlock and bu!er congestion by adapting to current bandwidth
availability and ensuring enough bu!er size for future EPR pairs,
leaving only rare cases that are hard to avoid. When those rare
cases happen, we resolve them by incorporating an e#cient retry
mechanism that downgrades the scheduling strategy to a more con-
servative one which ensures a deadlock-free and congestion-free
scheduling.

Our contributions in this paper can be summarized as the fol-
lowing:

• We propose a compiler to overcome communication chal-
lenges in QDCs through a $exible scheduling that is aware
of both program patterns and network resources, while pre-
venting potential deadlock and bu!er congestion brought
by the $exibility.

• We improve the communication e#ciency by overlapping
the latencies of cross-rack communications, at the cost of in-
curring additional in-rack communications, with the latency
of in-rack communications further reduced by a collective
generation.

• Weminimize the "delity overhead by incorporating entangle-
ment distillation for the additional in-rack communications
and reducing the wait time of prepared EPR pairs through a
program-aware guidance.

• Through a comprehensive simulation with practical hard-
ware parameters, we demonstrate an 8.02→ reduction in com-
munication latency over previous approaches while main-
taining a low "delity overhead.

2 Background and Related Work
2.1 Quantum Communication Protocols
Communication between di!erent QPUs can be achieved through
EPR pairs (wavy lines in Fig. 3) established between the QPUs with
di!erent protocols. The Cat protocol [72] (Fig. 3(a)) can realize
a block of remote control gates sharing the same control qubit
without transferring data from a QPU to another. In contrast, the
teleportation (TP) protocol (Fig. 3(b)) allows any pattern of remote
gates by transferring a data qubit from a QPU to another through
teleportation (from 𝑁0 to 𝑁↔𝐿 in Fig. 3(b)).

(b) Teleportation protocol

Reset

Reset

QPU A

M

X M

Z

QPU B

H

Cat-entangler Cat-disentangler

Unitary
Block

Reset
ResetM

X

M

Z

QPU A

QPU B

H

Teleportation

Unitary
Block

(a) Cat protocol

Figure 3: (a) Cat protocol and (b) TP protocol for realizing
inter-QPU gates with inter-QPU EPR pairs.

2.2 Quantum Data Center (QDC)
QDC networks As illustrated by Fig. 4, a QDC connects QPUs
through a local optical network consisting of optical "bers and
recon"gurable optical switches. Edges in the network present pos-
sible physical channels connecting nodes (i.e., switches and QPUs)
through optical "bers. Channel capacity can be increased via multi-
plexing, e.g., multiple optical "bers ormultiplewavelengths through
a single "ber, represented by an edge weight𝑂 > 1. For instance,
Fig. 4(b)(c) demonstrate a case of edge weight 2 where each pair of
nodes are connected by 2 "bers.

Optical switch The recon"guration latency of switches ranges
from multiple of 100 ns to 100 ms, with the latency increasing with
the number of ports [63]. Moreover, a faster switch recon"guration
also leads to an increased photon loss [63]. For switches with about
16 → 16 ports (or 32 ports), the recon"guration latency is typically
↓ 1 ms with a photon loss rate around 1 dB [65], while the latency
of larger switches 1024 → 1024 ports commercially available are
typically around 100 - 200ms. In this paper, we will adopt the value
of 1 ms if not stated otherwise. Each ToR switch can be equipped
with Bell-state measurement (BSM) devices to facilitate EPR pair
generation. These BSM devices can be shared among QPUs in the
same rack by ToR recon"guration, as shown in Fig. 4(c).

EPR pair generation As depicted in Fig. 4(d), the generation of
EPR pairs requires dedicated communication qubits on each QPU
with spin-photon interface between the stationary communication
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Figure 4: (a) A QDC network with (b) classical core switches
and (c) quantum ToR switches equipped with a QFC on each
outward port and someBSMs. (d) EachQPUhas two dedicated
communication qubits and many computation qubits, with
the computation qubits in the light blue box indicating a
bu"er initially allocated on the QPU.

qubits and $ying photonic qubits. Fig. 5 illustrates the EPR gener-
ation protocol [14, 51], where optical switches are eliminated for
simplicity.
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Figure 5: In-rack EPR pair generation: physical process (a)
and corresponding circuit (b). Cross-rack EPR pair genera-
tion: physical process (c) and corresponding circuit (d).

For in-rack communication, as shown Fig. 5(a), communication
qubits are prepared in the superposition state

↗
𝑃 |↘≃ +

↗
1 ⇐ 𝑃 |⇒≃

and then driven the spin to emit a photon via spontaneous emission,
leading to an entangled spin-photon state. Next, the two photonic
qubits are directed towards a beam splitter and are eventually mea-
sured by the two single-photon detectors, as depicted in the pink
box. We only post-select the single detection events to project
the spin-spin state into |𝑄+≃ = ( |↘⇒≃ + |↘⇒≃)/

↗
2. This e!ectively

implements a BSM with 2𝑃 (1 ⇐ 𝑃) success probability. Fig. 5(b)
shows the equivalent quantum circuit, where the emission pro-
cess e!ectively acts as a CNOT gate between the spin and pho-
tonic qubit. For cross-rack communication, the protocol is similar
but requires quantum frequency converters (QFCs), as shown in
Fig. 5(c)(d). This is because our ToR switches and BSM devices oper-
ate at the near-infrared (NIR) where commercially available optical
"ber or switches are not optimized (in terms of the photon loss
rate). To extend the communication range to other racks, we con-
vert the NIR photon into telecom regime and back via bidirectional
QFCs [12, 13, 40, 58, 68].

EPR rate and !delityWe now estimate the rates and "delity
for in-rack and cross-rack EPR pair generation with some hardware
parameters available from the literature. We note that our EPR
generation process is probabilistic due to the probabilistic BSM and
due to photon loss during transmission from spin to "ber and as
they travel through the switches. Hence, the success probability
is found to be 𝑅 = 2𝑃𝑆 where 𝑃 is the initial state parameter and
𝑆 ⇑ 1 denotes the overall photon transmission rate (i.e., overall
photon loss rate is 1 ⇐ 𝑆). As a result, we consider a repeat-until-
success protocol which keeps trying to generate an EPR pair until
getting a positive signal in the BSM. Let 𝑇0 be the operation time
for each attempt, then the average time for a successful EPR pair
generation is 𝑇 = 𝑇0/𝑅 . Considering hardware parameters [51, 58,
64, 76] 𝑃 = 0.05, 𝑆 = 0.1 (i.e., 10 dB loss), and 𝑇⇐10 ↓ 1 MHz, we
obtain 𝑇ToR = 0.1 ms for in-rack EPR pair generation. For the cross-
rack communication, the EPR generation rate is reduced by a factor
of 100 (i.e., 20 dB additional loss) as the transmission rate is further
reduced due to the signal attenuation in the second NIR switch, and
two QFC devices, leading to 𝑇inter = 10 ms.

For EPR "delity, because of false positive signals, we obtain a
noisy Bell state in the form of 𝑈 = (1 ⇐ 𝑃) |𝑄+≃ ⇓𝑄+| + 𝑃 |↘↘≃ ⇓↘↘|,
and the resulting "delity is then given by 𝑉 = 1 ⇐ 𝑃 . With 𝑃 =
0.05, we obtain 𝑉ToR = 0.95 for in-rack EPR pair generation. We
further assume that the "delity is dropped by another 10% due
to conversion in"delity in QFCs [40, 64, 76], resulting in a lower
"delity 𝑉inter = 0.85 for cross-rack EPR pair generation.

2.3 Related Work
DQC compilation Over the last few years, various compilers have
been developed for DQC. Some previous work optimizes qubit
placement [4, 9, 10, 25–27, 77] or optimizes communications when
routing program qubits among QPUs [29, 31, 37, 70, 71]. These
approaches are orthogonal to our compiler and can be combined
with our optimizations. Some compilers [56, 66] have also been pro-
posed to implement DQC without inter-QPU communications by
cutting large circuits into smaller ones and running them on di!er-
ent devices, yet they require non-scalable classical post-processing.
Furthermore, recent work [39] has proposed an e#cient implemen-
tation of surface code for DQC. Our work can be considered as
a higher-level optimization than it, as each of our qubits can be
considered as either a physical qubit or a logical qubit.

Long-range quantum repeater networks Long-range quan-
tum communication leverages quantum repeaters to mitigate sig-
ni"cant photon loss over extended distances, requiring specialized
memory qubits and quantum devices at each repeater for prob-
abilistic entanglement swapping. Previous work have proposed
architecture designs to ensure scalability of repeater networks for
random workload (e.g., congestion-free on repeater memories, size-
independent threshold for error-corrected entanglement, distance-
independent communication rates [21, 22, 54, 55]). Moreover, recent
work has proposed making quantum repeater networks compati-
ble with classical networks by designed protocols on the control
plane [73]. However, these repeater networks are designed for long-
range quantum communication rather than local-range e#cient
quantum computing. In contrast, QDCs operate within shorter
distances, eliminating the need for repeaters, and can leverage
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o!-the-shelf optical switches with minimal quantum devices. This
makes them better suited for meeting computational needs with
near-term hardware capabilities. For repeater networks, EPR distri-
bution protocols [42, 54, 60, 74, 75] have been designed to maximize
EPR throughput by strategically selecting successful links among
memory qubits. However, these protocols are tailored for repeater
networks and reduce to simple shortest-path searches in memo-
ryless QDCs, thus cannot address the unique challenges of QDCs
e!ectively.

Classical DCWhile classical and quantum data centers (DCs)
[1, 67] both exhibit hierarchical network structures with higher
cost for cross-rack communication than in-rack communication,
their underlying communication models are fundamentally dif-
ferent in terms of data replicability and "delity sensitivity. These
di!erences impose stricter constraints on QDCs and necessitate
more sophisticated compilation techniques.

In classical DCs, data can be freely replicated, stored inde"nitely,
and retransmitted without "delity degradation. Consequently, tech-
niques such as pre-transmission, dynamic rerouting, and $exible
bu!er management are highly e!ective. In contrast, communica-
tion in QDCs rely on EPR pairs that can be stored for only limited
time, and consumed only once, rendering classical approaches in-
e!ective. Furthermore, while classical DCs can reduce cross-rack
communication by rerouting data through in-rack paths with neg-
ligible impact, QDCs require additional in-rack EPR pairs when
splitting communication paths. Each additional in-rack EPR gener-
ation introduces "delity overhead, creating a fundamental trade-o!
between latency reduction and "delity maintenance.

Our compilation framework addresses these quantum-speci"c
constraints by enabling collective and parallel EPR generation, ap-
plying entanglement distillation to mitigate "delity degradation,
ensuring deadlock- and congestion-free scheduling in the compila-
tion stage to guarantee program progress. These techniques have no

direct classical analogue and are essential to achieving low-latency,
high-"delity communication in QDCs.

3 Motivation
This section introduces the optimizations in our compiler with
a motivating example, including collective generation of in-rack
EPR pairs and parallelized generation of cross-rack EPR pairs. To
facilitate these two optimizations, techniques for resolving deadlock
and bu!er congestion are also required, which will be introduced
with more technical details in the next section.

Fig. 6(c) demonstrates an example of scheduling EPR pair gen-
erations without a look-ahead analysis of the program pattern. It
deploys a circuit in Fig. 6(a) to the QDC in Fig. 6(b), scheduling EPR
pair generations (depicted as rectangles in Fig. 6(c)) right before
they are needed by inter-QPU CNOT gates, with switch recon"gu-
ration represented by the shaded rectangles in Fig. 6(c). Speci"cally,
each line in Fig. 6(c) represents a qubit on a di!erent QPU, with the
three gates between QPU 𝑊1 and 𝑊2 requiring in-rack EPR pairs
and the other two gates requiring cross-rack EPR pairs according
to Fig. 6(b). Adopting latencies of in_rack = 0.1 ms, recon"g = 1 ms
and cross_rack = 10 ms, neglecting the much shorter gate execution
time, the execution of the 5 remote gates requires 25.3 ms in total
(Fig. 6(c)). As will be seen, this can be reduced to 12.4 ms with the
following optimizations (Fig. 6(d)(e)).

The "rst optimization is the collective generation of near-future
in-rack EPR pairs, which reduces their average latency by avoiding
frequent switch recon"gurations. Through a look-ahead into the
program, the compiler "nds that three in-rack pairs between QPU
𝑊1 and 𝑊2 are needed in the near future (blue rectangles), which
takes 0.3ms only. However, the switch recon"gurations for enabling
the optical channel for three times takes 3 ms (shaded rectangles
before the blue ones). To reduce this overhead, it schedules the
generations of these three in-rack EPR pairs collectively, as shown
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by the consecutive blue rectangles in Fig. 6(d). These generated EPR
pairs are then stored temporarily in the bu!er before usage. With
this collection, the time for generating the three in-rack EPR pairs
is reduced from 3.3 ms to 1.3 ms, with the overall communication
time reduced from 25.3 ms to 23.3 ms.

The second optimization is the parallelization of near-future
cross-rack EPR pairs, which maximizes the utilization of network
bandwidth by splitting congested EPR pairs into non-congested
ones. In Fig. 6(d), generations of the two cross-rack EPR pair (𝑋2,𝑊1)
and (𝑋1,𝑊1) are sequential, as QPU 𝑊1 can communicate with only
one other QPU at a time (assuming edge weight = 1). That is, in
Fig. 6(b), the green path con$icts with the red dashed path. To
parallelize them, we can split the congested EPR pair (𝑋1,𝑊1) by
allowing 𝑊1 to borrow bandwidth from 𝑊2, a QPU in the same rack
as 𝑊1. Speci"cally, the cross-rack EPR pair (𝑋1,𝑊1) is split into a
new cross-rack EPR pair (𝑋1,𝑊2) and an additional in-rack EPR
pair (𝑊1,𝑊2), followed by an entanglement swapping between these
two pairs once they are both prepared. In this way, we can generate
the new cross-rack EPR pair (𝑋1,𝑊2) in parallel with the originally
con$icted (𝑋2,𝑊1) and store it in the bu!er, while scheduling an
additional in-rack EPR pair (𝑊1,𝑊2) in the collective generation, as
shown in Fig. 6(d). This further reduces the overall latency from
23.3 ms (Fig. 6(d)) to 12.4 ms (Fig. 6(e)).

As the split of cross-rack communication incurs additional in-
rack EPR pairs, it poses a risk of reducing the overall "delity of
quantum computing. To mitigate this, we enhance the "delity of
these additional in-rack EPR pairs by scheduling multiple copies
of each and implementing entanglement distillation among them,
as shown in Fig. 6(e). This can be achieved with a low cost as the
multiple copies can be scheduled collectively with other in-rack EPR
pairs. Given that in-rack EPR pairs have a 95% "delity, a distillation
by two copies results in an EPR pair of > 96.5% "delity (where we
approximated our input states as Werner states with 93.6% success
probability [11, 38]). This "delity can be further enhanced by using
more copies. Note that cross-rack EPR pairs and original (non-split)
in-rack EPR pairs can also be distilled upon requests. This can be
easily accommodated by our framework, which is equivalent to an
increased latency of EPR pair generation.

4 Framework Design
4.1 Preprocessing
Our compiler can be used in combination with previous compilers
[70, 71] that reduce the required EPR pairs. Considering the dy-
namic recon"gurability of QDCs, these compilers for static network
topology should be applied by assuming a full connection between
QPUs. In our experiments of Section 5, we will combine with the
bu!er-aware compilation technique in [70]. Its output is a list of
required EPR pairs, with corresponding QPUs and communication
protocols speci"ed (i.e., Cat vs. TP, see Section 2).

To leverage its minimization of EPR pairs, we transform its out-
put to serve as input to our compiler through preprocessing. Specif-
ically, we convert this EPR list to a directed acyclic graph (DAG)
by imposing dependencies among them, with each node in DAG
representing an EPR pair, and each directed edge representing a
dependency. Speci"cally, whenever the involved QPUs of two EPR

pairs overlap, we add an edge from the earlier one in the output list
to the later one.

This DAG needs to be utilized appropriately by our compiler, as
the imposed dependency can deviate from the real dependency due
to the following reasons. First, even if two EPR pairs are indepen-
dent according to the DAG, they may not be able to be scheduled
concurrently due to bandwidth contention. Second, even if two
EPR pairs are dependent according to the DAG, they may be able to
be scheduled concurrently, as the overlapped QPUs between them
may have multiple communication qubits to generate both pairs.
However, these inaccurate dependencies can be used as a rough
guidance in our scheduling process, with the above cases handled
automatically by our compiler.

4.2 EPR Scheduling
This subsection introduces the conditions for EPR pair scheduling,
with in-rack collection introduced in the explanation of in-rack vs.
cross-rack EPR pairs. Due to the limited communication qubits and
network bandwidth, at each time slice it depends on four conditions
to decide whether an EPR between two QPUs can be scheduled. We
will "rst list them as below and then explain.

Scheduling Conditions:
(1) Hard: available communication qubits on both QPUs
(2) Hard: available BSMs on the rack of either QPU
(3) Hard: available optical channel between the QPUs
(4) Soft: bu!er_size + avail_comm ⇔ threshold · not_in_front_layer

(threshold ⇔ #comm_qubits per QPU) on both QPUs
Hard vs. soft conditions The "rst three conditions are manda-

tory resource requirements for EPR generation. By checking these
conditions for a certain EPR pair, we ensure that this EPR pair can
be supplied at the moment by the network. That is, an EPR pair
between QPU 𝑋 and 𝑊 can be generated only if there are available
communication qubits on both 𝑋 and 𝑊, there is an available BSM
on the ToR switch of either 𝑋’s rack or 𝑊’s rack, and there is an
available path in the network between 𝑋 and 𝑊.

The fourth condition is optional, depending on whether the EPR
pair is in the front layer of the DAG (i.e., not_in_front_layer = True /
False), as explained later. It aims to prioritize the bu!er utilization of
front-layer EPR pairs to mitigate bu!er congestion, which not only
improves the overall compilation performance, but also reduces the
incurrence of retries that will be introduced in Section 4.5.

In-rack vs. cross-rack Due to our collective in-rack EPR pair
generation strategy, the third condition can be di!erent when ap-
plied to in-rack and cross-rack EPR pairs. For a cross-rack EPR
pair between QPU 𝑋 and 𝑊, this condition requires an available
optical channel between 𝑋 and 𝑊 that is not occupied by any other
communication. For an in-rack EPR pair, this condition is checked
in two steps. We "rst check whether this EPR pair can share an
occupied channel with other in-rack EPR pairs between 𝑋 and 𝑊. If
so, we combine it with those EPR pairs by scheduling it right after
them. If not, we then check if there is an available optical channel
that is not occupied by any other communication.

Front layer vs. non-front layer The fourth condition only
applies to EPR pairs that are not in the front layer of the DAG.
For EPR pairs in the front layer, we allow their generations as
long as the three mandatory conditions are satis"ed, since they are
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Figure 7: (a) A normal EPR split. (b) Deadlock caused by multiple EPR splits. (c) Bu"er congestion caused by TP communication.

required by the program urgently. However, for those not in the
front layer, which are less urgent, we add this condition to mitigate
bu!er congestion, requiring the total number of available bu!er
qubits and available communication qubits on each involved QPU
to exceed an adjustable threshold.

4.3 Cross-rack EPR Split
This subsection introduces the conditions for EPR pair split. While
cross-rack split can help maximize the utilization of network band-
width, its $exibility can bring a risk of deadlocks or bu!er conges-
tion when the involved QPUs do not have enough bu!er available.
As a result, we impose the following conditions to mitigate this risk,
"rst listing them and then explain. For the rare cases that cannot
be prevented by these conditions, they will be resolved by our retry
mechanism that will be introduced in Section 4.5.

Split Conditions:
• Hard: available communication qubits on another QPU in
the same rack as the busy QPU

• Soft: projected_bu!er ⇐ reserved_bu!er ⇔ 𝑌𝑀𝑁𝑂 for each
QPU involved in the post-split EPR pairs

Hard Condition The hard condition ensures that there are
available communication qubits on another QPU in the same rack
as the busy QPU. We illustrate the hard condition by an example in
Fig. 7(a). When a QPU 𝑋1 is busy, the cross-rack EPR pair (𝑋1,𝑊1)
can be split into a new cross-rack pair (𝑋2,𝑊1) and an additional
in-rack pair (𝑋1,𝑋2). This requires that QPU 𝑋2 in the same rack

as 𝑋1 has an available communication qubit. This split is followed
by an entanglement swapping that merges the two pairs into the
required EPR pair (𝑋1,𝑊1) and a bu!er release after (𝑋1,𝑊1) is
consumed by communication.

Soft Condition The soft condition aims to ensure that there is
enough bu!er on the involved QPUs to generate all the post-split
EPR pairs. In the soft condition, the projected_bu!er of a QPU is
de"ned as the bu!er size it would have if all currently scheduled
EPR pairs were consumed by the execution of corresponding com-
munications. This re$ects the maximum bu!er size available in
the near term. When calculating this variable, if an EPR pair is
scheduled for a Cat protocol, the bu!er size of each involved QPU
should increase by 1 after the communication. In contrast, if the
EPR pair is scheduled for a TP protocol with data teleported from
QPU 𝑋 to QPU 𝑊, then the bu!er size of 𝑋 should increase by 2
after the communication, while the bu!er size of 𝑊 should remain
unchanged, as the released bu!er qubit on 𝑊 would be occupied by
the teleported data qubit.

With this variable, a basic (but not su#cient) condition for EPR
split is that the projected_bu!er on each QPU should at least be
able to accommodate all EPR pairs induced by an individual split,
i.e., projected_bu!er ⇔ 𝑌𝑀𝑁𝑂 , with 𝑌𝑀𝑁𝑂 being the number of
post-split EPR pairs each involved QPU needs to store. For example,
if an EPR pair (𝑋,𝑊) is split into (𝑋,𝑋↔) and (𝑋↔,𝑊), then there
should be𝑌𝑃 =𝑌𝑄 = 1 and𝑌𝑃↔ = 2, as each of 𝑋 and 𝑊 needs to
store only one EPR pair, while 𝑋↔ needs to store two EPR pairs.
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However, this basic condition is not su#cient to prevent deadlock
caused by multiple EPR splits. We illustrate this deadlock risk with
an example in Fig. 7(b). The two orange EPR pairs (𝑋1,𝑋2) and
(𝑋2,𝑊1) are the post-split pairs of an EPR pair (𝑋1,𝑊1), while the
two blue EPR pairs (𝑋1,𝑋2) and (𝑋2,𝑊2) are the post-split pairs
of an EPR pair (𝑋1,𝑊2). Supposing QPU 𝑋2 has projected_bu!er =
2, while the two post-split cross-rack pairs are scheduled to be
generated simultaneously, then the post-split in-rack EPR pairs
would never have a chance to be scheduled due to a deadlock. This
is because the orange in-rack pair will be waiting for bu!er release
from the blue cross-rack pair, which requires the blue in-rack pair
to be generated "rst; while the blue in-rack pair will be waiting
for bu!er release from the orange cross-rack pair, which in turn
requires the orange in-rack pair to be generated "rst.

To accommodate simultaneous splits of multiple EPR pairs, we
need to prevent such deadlock by reserving enough bu!er size
on QPUs. Speci"cally, for each EPR split, we reserve𝑌QPU bu!er
qubits from projected_bu!er until the post-split EPR pairs are all
scheduled, with𝑌QPU being the number of post-split EPR pairs on
each involved QPU as explained earlier. This is implemented by
tracking a variable reserved_bu!er on each QPU, which is initiated
as 0. For each split, we increase the reserved_bu!er of each QPU by
𝑌𝑀𝑁𝑂 when the "rst post-split EPR pair of this split is scheduled,
then decrease them by𝑌QPU once all post-split pairs of this split
are scheduled. With this reservation, the condition for an EPR split
becomes projected_bu!er ⇐ reserved_bu!er ⇔ 𝑌𝑀𝑁𝑂 .

4.4 Post-split distillation
Since the split of cross-rack communications requires additional in-
rack EPR pairs, it reduces the overall "delity since the "delity of EPR
pairs is much lower than the local gates on each QPU. To improve
the overall "delity, we incorporate an entanglement distillation for
the post-split in-rack EPR pairs. Given the 95% "delity of in-rack
EPR pairs, a distillation of two EPR pairs enhances the "delity to >
96.5%. However, the additional EPR pair required by the distillation
also needs to occupy a bu!er qubit on the QPU. As a result, if an
EPR pair (𝑋,𝑊) is split into (𝑋,𝑋↔) and (𝑋↔,𝑊), then we should
increase𝑌𝑀𝑁𝑂 to𝑌𝑃 = 2,𝑌𝑃↔ = 3 and𝑌𝑄 = 1.

When 𝑍-pair distillation is considered, a feasible strategy is dis-
tilling with the 𝑍 ⇐1 sacri"ced pairs sequentially [38, 43], as these 𝑍
pairs are generated sequentially through an in-rack optical channel.
This strategy reduces the total wait time of EPR pairs, prevent-
ing the sacri"ced EPR pairs from error exposure, and is e#cient
in bu!er utilization, i.e., the reserved𝑌𝑀𝑁𝑂 does not need to be
further increased as the 𝑍 ⇐ 1 sacri"ced EPR pairs can reuse the
same bu!er qubit sequentially. Depending on QPU performance,
it may be worthy to wait for the generation of all the 𝑍 pairs and
conduct a parallel distillation [35]. In this case,𝑌𝑀𝑁𝑂 should be
further increased to𝑌𝑃 = 𝑍 ,𝑌𝑃↔ = 𝑍 + 1 and𝑌𝑄 = 1.

4.5 Algorithm
This subsection describes the overall algorithm of our compiler,
which provides each QPU and switch with a deadlock-free and
congestion-free communication schedule that dictates their oper-
ations at each time slice. Speci"cally, the compiler optimizes the

communication time slice by time slice, looking ahead into near-
future EPR demand of each time slice, performing in-rack collection
and cross-rack split, scheduling EPR pairs through the proposed
conditions to prevent deadlocks and bu!er congestion. For the rare
cases that could not be prevented, it retries the scheduling with a
conservative strategy that ensures the elimination of any deadlock
or bu!er congestion.

Look-ahead scheduling At each time slice 𝑎0, our compiler
looks into the subgraph of the "rst 𝑏 layers of the DAG, maximizing
the number of scheduled EPR pairs greedily. This scheduling con-
sists of two rounds, with the "rst round for the scheduling of regular
EPR pairs and the second round for EPR split and the scheduling of
post-split EPR pairs.

In the "rst round, it tries scheduling each node in the subgraph
in the ascending order of their layers. If the EPR pair represented
by a node satis"es the scheduling conditions, then we schedule it,
removing the node and updating the dependencies between the
remaining nodes in the subgraph. Otherwise, we continue with
the next node until no EPR pair in the "rst 𝑏 layers satis"es the
conditions.

Then we conduct a second round of scheduling if network band-
width remains. Speci"cally, we try splitting each node in the re-
maining subgraph in the ascending order of node layer. If an EPR
pair satis"es the split conditions, we split the EPR pair, scheduling
the post-split cross rack pair and adding the post-split in-rack pairs
into the subgraph. Then we continue to the next node in the up-
dated subgraph until all nodes in the subgraph are traversed. After
that, we repeat these two rounds for time slice 𝑎0 + 1.

Auto retryWhile the conditions for scheduling and EPR split
can signi"cantly mitigate deadlock and bu!er congestion, it is still
possible that they may occur occasionally. For example, in Fig. 7(c),
the green EPR pair is for a TP communication that teleports a qubit
from 𝑊2 to 𝑋2. While a qubit on 𝑋2 would be released after EPR
pair (𝑋2,𝑊2) is consumed by this TP communication, this released
qubit would be taken by the teleported data, making the remaining
bu!er size insu#cient for generating (𝑋1,𝑋2) and (𝑋2,𝑊1), i.e., the
post-split EPR pairs of (𝑋1,𝑊2).

To completely eliminate deadlocks and bu!er congestion in the
compilation, we implement an automatic retry mechanism that
reverts to a saved state and retries scheduling with a gradually
more conservative strategy if a deadlock or congestion occurs. The
most conservative approach would be a strict on-demand EPR pair
generation, which follows the exact order of EPR pair generations
set by the pre-processing stage, scheduling the generation of each
EPR pair right before it is required by an inter-QPU communication.
This ensures a deadlock-free and congestion-free scheduling in the
worst case.

While ensuring progress, the strict on-demand strategy signi"-
cantly limits opportunities for parallelizing cross-rack communica-
tions. To improve this, we enhance the strategy into a bu!er-assisted
on-demand strategy that allows parallelization of communications
between non-overlapping QPU pairs through bu!er utilization.
Speci"cally, this strategy checks the list of EPR pairs provided by
the pre-processing in their strict order. If an EPR pair, say between
𝑋 and 𝑊, satis"es the hard scheduling conditions, it then schedules
and stores this EPR pair if either its predecessors do not involve 𝑋
and 𝑊 or if those predecessors are also successfully scheduled. Note
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that this strategy does not guarantee deadlock-free and congestion-
free communication as the strict on-demand strategy does.

To summarize, whenever a failure occurs, our retry mechanism
"rst reverts to a previously saved state and applies this bu!er-
assisted on-demand strategy. If the issue persists, it then falls back
to the strict on-demand strategy to ensure progress.

5 Evaluation
5.1 Experiment Setup
Architecture setups In the primary experiment, we evaluate our
framework on the CLOS network architecture [1, 67] as shown in
Fig. 1, with 25% of the total computation qubits reserved as bu!er,
as listed in Table 1. Each QPU is assumed to have two communica-
tion qubits. To allow all communication qubits in a rack to work in
parallel, we assume each ToR switch to have #BSMs = 2→ #QPUs /
rack and each switch to be a #BSMs → #BSMs switch (or 2→ #BSMs
ports), We take a look-ahead depth of 10, adopting 0.1ms, 1ms and
10ms as the latencies of in-rack EPR pair generation, switch con"g-
uration and cross-rack EPR pair generation respectively, according
to Section 2. The settings of experiments are listed in Table 1. These
parameters will be further varied in subsequent experiments.

Table 1: Program and architecture settings

Benchmark #rack #QPUs /
rack

#Data
Qubits /
QPU

Bu!er
Size /
QPU

Comm
Qubits /
QPU

program-480 4 4 30 10 2
program-608 4 4 38 12 2
program-720 4 4 45 15 2
program-360 4 3 30 10 2
program-480 4 4 30 10 2
program-600 4 5 30 10 2
program-720↖ 4 6 30 10 2
program-240 4 3 20 7 2
program-540 9 3 20 7 2
program-960 16 3 20 7 2
spine-leaf-720 6 4 30 10 2
fat-tree-960 8 4 30 10 2

Benchmark programs We select a set of benchmark programs
including building blocks of quantum applications and practical
quantum algorithms: multi-control target gate (MCT) [48], Quan-
tum Fourier transform (QFT) [57], Grover’s Algorithm (Grover) [20],
Ripple-Carry Adder (RCA) [23]. Among them, MCT represents key
non-Cli!ord operations essential for universality and benchmarks
the e#ciency of multi-qubit gate decomposition. QFT and RCA
[57] are crucial components of Shor’s algorithm [61] as well as
other applications in signal processing [6, 47] and cryptography [2].
Grover’s Algorithm (Grover) [36] is also an important algorithm,
which can provide quadratic quantum speed up for unstructured
search problems. For Grover’s algorithm, we consider the secret
string with all ones and repeat the iteration by 100 times. More-
over, we increase the complexity of the RCA circuit by repeating
the adder for 100 iterations, which e!ectively adapts it to a sum
calculation.

Metrics We evaluate the compilation performance with four
metrics. The "rst is the overall communication latency of compiled

programs, abbreviated as ‘latency’, normalized by the latency of
switch recon"guration. We ignore the computation time within
each QPU as it is much faster than inter-QPU communication.

The second and the third metrics together measure the "delity
overhead. Speci"cally, the second metric is the EPR overhead, in-
dicating the number of additional distilled EPR pairs, arising from
communication split, in a weighted manner. According to the 15%
and 5% in"delity of cross-rack and in-rack EPR pairs (see Section 2),
we count them by weights 1 and 0.33, respectively. For the distilled
in-rack EPR pairs, we count each of them by a weight 0.23 based
on their < 3.5% in"delity. The third metric is the average wait time
of EPR pairs in bu!er, which is also normalized by recon"guration
latency. We list these two overheads separately as the e!ect of
wait time depends on the coherence time of computation qubits,
which is not decided by the network but varies with di!erent QPU
technology.

The fourth metric is retry overhead, which indicates the compi-
lation time overhead caused by the retry mechanism. Speci"cally,
this is de"ned as the ratio between the total number of time steps
tried in the compilation process and the number of time steps in the
compilation result. Hence this value would be 1 if no retry occurs
in the compilation.

BaselineDue to the lack of optimized compilers for the emerging
hierarchical QDC architecture [59], we construct our baseline by
combining state-of-the-art compilation techniques for general DQC
[70] with shortest-path bu!er-assisted on-demand EPR generation.
First, similar to the preprocessing step in Section 4.1, we obtain
a list of EPR pairs required by each benchmark program, with
the number of those EPR pairs minimized through a bu!er-aware
compilation pass [70], where the bu!er size is set to the same as
our framework. Then, we schedule the generation of each EPR
pair with the bu!er-assisted on-demand strategy as explained in
Section 4.5. Although in principle, this strategy does not ensure
deadlock-free and congestion-free communication as the strict on-
demand strategy does, we did not observe fatal issues with this
strategy during experiments.

5.2 Primary Experiment Result
Outperformance Table 2 presents the comparison of our frame-
work with the baseline as the number of qubits per QPU increases,
as the number of QPU per rack increases and as the number of
racks increases. Besides CLOS, we also include two other commonly
used network topologies, i.e., spine-leaf topology [67] and fat tree
topology [21]. It can be seen that our compiler signi"cantly reduces
the overall latency, with an average improvement factor of 8.02.

The results of the baseline stay stable with #qubits per QPU, as
the increase of #qubits per QPU of primarily a!ects QPU computa-
tion rather than inter-QPU communication. Only the QFT results
of the baseline vary with #qubits per QPU, since it has a denser
communication pattern than other benchmarks. In contrast, the la-
tency of our compiler varies with #qubits per QPU, as the allocated
bu!er size increases with #qubits per QPU. This leads to a slightly
increased improvement as #qubits per QPU increases.

The improvement of our compiler increases with #QPUs per
rack, showing the ability of our compiler to mitigate the bandwidth
contention caused by the increased #QPUs. It also increases with
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Table 2: Performance of our compiler and the baseline. Units of latency and wait time are the latency of switch recon!guration.

Experiment Benchmark Baseline:
Latency

Ours:
Latency

Improv.
Factor

#cross-rack
EPR (15%
in"delity)

#in-rack
EPR (5%
in"delity)

Ours: #distilled
EPR (3.5% in"-
delity)

EPR
Over-
head

Baseline:
Wait
Time

Ours:
Wait
Time

Additional
Wait Time

Retry
Over-
head

Increase
#qubits/QPU

MCT-480 2,312 485 4.77→ 15 240 13 3.09% 1.98 6.75 4.77 1.00
MCT-608 2,312 454 5.09→ 15 240 15 3.55% 1.98 6.36 4.39 1.00
MCT-720 2,312 382 6.05→ 15 240 16 3.78% 1.98 8.23 6.25 1.00
QFT-480 121,728 16,693 7.29→ 1,080 2,970 1,133 11.32% 1.30 6.87 5.57 1.00
QFT-608 155,960 20,781 7.50→ 1,368 3,762 1,452 11.44% 1.26 6.92 5.66 1.00
QFT-720 194,526 24,670 7.89→ 1,620 4,455 1,772 11.75% 1.00 7.77 6.77 1.00
Grover-480 156,213 26,943 5.80→ 1,800 7,200 1,927 9.67% 2.08 8.73 6.65 1.00
Grover-608 150,702 27,412 5.50→ 1,800 7,200 1,933 9.70% 1.87 9.54 7.67 1.00
Grover-720 156,213 25,883 6.04→ 1,800 7,200 2,122 10.55% 2.08 9.14 7.06 1.00
RCA-480 92,259 9,169 10.06→ 603 2,412 630 9.46% 0.03 8.49 8.46 1.00
RCA-608 92,259 9,304 9.92→ 603 2,412 650 9.73% 0.03 8.57 8.54 1.00
RCA-720 92,226 9,395 9.82→ 603 2,404 658 9.86% 0.01 9.78 9.77 1.00

Increase
#QPUs/rack

MCT-360 1,476 468 3.15→ 15 144 15 5.26% 3.03 5.81 2.78 1.00
MCT-480 2,312 485 4.77→ 15 240 13 3.09% 1.98 6.75 4.77 1.00
MCT-600 3,214 634 5.07→ 15 432 12 1.73% 1.17 5.30 4.13 1.00
MCT-720↖ 4,413 921 4.79→ 15 624 11 1.14% 0.87 5.27 4.40 1.00
QFT-360 78,300 13,504 5.80→ 810 1,500 715 11.30% 1.48 6.27 4.79 1.00
QFT-480 121,728 16,693 7.29→ 1,080 2,970 1,133 11.32% 1.30 6.87 5.57 1.00
QFT-600 169,831 20,041 8.47→ 1,350 4,920 1,559 10.85% 1.14 7.00 5.86 1.00
QFT-720↖ 216,372 23,362 9.26→ 1,620 7,350 1,915 9.89% 1.20 7.63 6.43 1.00
Grover-360 140,813 29,717 4.74→ 1,800 4,800 1,594 9.86% 2.03 9.96 7.93 1.00
Grover-480 156,213 26,943 5.80→ 1,800 7,200 1,927 9.67% 2.08 8.73 6.65 1.00
Grover-600 171,613 25,438 6.75→ 1,800 9,600 2,057 8.76% 2.08 8.77 6.68 1.00
Grover-720↖ 187,013 24,580 7.61→ 1,800 12,000 2,178 8.06% 2.07 8.85 6.77 1.00
RCA-360 83,470 10,127 8.24→ 603 1,608 531 9.81% 0.03 9.69 9.66 1.00
RCA-480 92,259 9,169 10.06→ 603 2,412 630 9.46% 0.03 8.49 8.46 1.00
RCA-600 101,048 8,916 11.33→ 603 3,216 683 8.69% 0.03 8.68 8.64 1.00
RCA-720↖ 109,837 8,592 12.78→ 603 4,020 710 7.86% 0.03 8.78 8.75 1.00

Increase
#racks

MCT-240 1,575 490 3.21→ 15 144 14 4.93% 2.74 4.66 1.92 1.00
MCT-540 6,514 3,069 2.12→ 99 900 52 2.95% 3.12 5.14 2.03 1.15
MCT-960 15,369 5,415 2.84→ 255 2,304 170 3.73% 3.21 5.44 2.23 1.22
QFT-240 50,195 9,663 5.19→ 540 1,000 389 9.41% 1.61 6.25 4.64 1.00
QFT-540 212,522 28,694 7.41→ 2,640 4,900 1,802 8.96% 2.36 6.28 3.93 1.00
QFT-960 564,973 58,482 9.66→ 8,100 15,400 4,250 6.97% 3.05 6.61 3.56 1.00
Grover-240 147,468 34,265 4.30→ 1,800 4,800 1,248 7.89% 1.00 9.54 8.54 1.01
Grover-540 365,312 38,648 9.45→ 4,800 10,800 3,071 7.86% 0.99 8.63 7.65 1.00
Grover-960 665,612 39,969 16.65→ 9,000 19,200 4,576 6.48% 0.98 7.99 7.01 1.00
RCA-240 83,470 11,050 7.55→ 603 1,608 432 8.13% 0.03 8.91 8.88 1.00
RCA-540 213,523 12,666 16.86→ 1,608 3,618 853 6.61% 0.08 7.10 7.02 1.00
RCA-960 399,478 13,240 30.17→ 3,015 6,432 924 4.01% 0.03 7.03 7.00 1.00

Spine-leaf
topology

MCT-720 4,611 1,008 4.57→ 39 600 33 3.12% 2.24 6.60 4.36 1.00
QFT-720 249,317 34,657 7.19→ 2,400 6,570 1,767 8.24% 1.77 9.89 8.12 1.00
Grover-720 242,013 34,357 7.04→ 3,000 10,800 2,001 6.61% 2.22 11.63 9.42 1.00
RCA-720 149,316 11,418 13.08→ 1,005 3,618 679 6.69% 0.03 10.36 10.33 1.00

Fat-tree
topology

MCT-960 6,910 2,497 2.77→ 63 960 30 1.79% 2.44 5.82 3.38 2.34
QFT-960 421,181 49,568 8.50→ 4,200 11,610 3,107 8.24% 1.99 9.40 7.41 1.00
Grover-960 327,813 39,193 8.36→ 4,200 14,400 2,420 5.90% 2.28 12.80 10.52 1.00
RCA-960 206,373 12,639 16.33→ 1,407 4,824 896 6.48% 0.03 10.52 10.49 1.00

#racks, exhibiting the capability of our compiler of e!ectively utiliz-
ing the increased cross-rack bandwidth. These results demonstrate
the scalability of our compiler. Furthermore, the improvement fac-
tors of the other two network topologies are at a similar level with
CLOS network, which demonstrates the general applicability of our
compiler to various network topologies.

Overhead It can also be seen from Table 2 that these improve-
ments are achieved with a small overhead. First, our compiler re-
quires the generation of 7.41% more (weighted) EPR pairs on av-
erage, which decreases as the #QPUs per rack or #racks increases.

Second, our compiler increases the wait time of generated EPR pairs
in the bu!er by only 6.51→ recon"guration latency on average. This
wait time is acceptable since it is even less than the latency of
generating one cross-rack EPR pair. Third, the retry overhead is
very close to 1 for most programs, indicating that the retry rarely
occurs in the compilation. Only one of the programs (i.e., MCT-960
in fat-tree topology) presents a relative high retry overhead of 2.34.
This is because a very early scheduled EPR pair generation caused
a bu!er congestion for very late EPR pairs, causing the compiler to
retry multiple times.
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(a1) (a2) (a3) (a4)
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Figure 8: Performance improvement of our compiler varying with (a) bu"er size and (b) look-ahead depth.

5.3 Choice of Hyper-parameters
Bu"er size We illustrate the e!ect of varying bu!er size while
keeping all other parameters the same as program-480 in Table 1.
Fig. 8(a) shows the overall latency of baseline and our compiler as
the bu!er size increases. The latency of our compiled programs
"rst decreases with the bu!er size and then becomes stable, with
the improvement factor "rst increasing and then becoming stable.
The turning points of QFT, Grover and RCA are around 7, which
takes 7/(30 + 7) = 18.9% of the total #qubits per QPU. In contrast,
the turning point of MCT is around 20, which is much larger than

other benchmarks. This is because MCT is much more dominated
by in-rack communications than other benchmarks. It can bene"t
from a larger bu!er size, as in-rack EPR pairs can be collected and
stored in the bu!er with less restriction by network bandwidth.

Look-ahead depth We also illustrate the e!ect of varying
look-ahead depth while keeping all other parameters the same
as program-480 in Table 1. Fig. 8(b) shows the overall latency of
baseline and our compiler as the look-ahead depth increases. The la-
tency of our compiler "rst decreases with the look-ahead depth and
then becomes stable, with the improvement factor "rst increasing

(a1) (a2) (a3) (a4)

(b1) (b2) (b3) (b4)

(c1) (c2) (c3) (c4)

Figure 9: Performance improvement of our compiler varying with (a) #communication qubits per QPU, (b) cross-rack EPR
latency and (c) in-rack EPR latency (both normalized by recon!guration latency).
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and then becoming stable. Similar to bu!er size, the turning point
of MCT is larger than other benchmarks. It can bene"t from a larger
look-ahead depth, as an increased look-ahead depth leads to an
increased collection of its more dominant in-rack communications.

5.4 Sensitivity Analysis
This subsection provides a sensitivity analysis for various hardware
parameters, demonstrating the adaptability of our compiler to a
varying EPR supply (i.e., the number of communication qubits per
QPU and the latencies of cross-rack and in-rack EPR generation) and
a varying EPR quality (i.e., "delity of cross-rack, in-rack and distilled
EPR pairs). Since only the ratios between di!erent latencies and
"delity matter, cross-rack and in-rack latency will be normalized
by recon"guration latency, while cross-rack and distilled in-rack
"delity will be normalized by the original in-rack "delity.

Communication qubit number We illustrate the e!ect of
varying #communication qubits per QPU by increasing it from 1 to
6, keeping all other parameters the same as program-480 in Table 1.
As shown in Fig. 9(a), the overall latency of both baseline and our
compiler decreases "rst and then becomes stable, which naturally
arises from the increased bandwidth by communication qubits.
The improvement factor of our compiler "rst increases and then
becomes stable, which demonstrates its more e!ective utilization
of network bandwidth than the baseline.

Cross-rack EPR latency We illustrate the e!ect of varying the
latency of cross-rack EPR pair generation by increasing its ratio to
recon"guration latency from 5 to 30, keeping all other parameters
the same as program-480 in Table 1. As shown in Fig. 9(b), the

overall latency of both baseline and our compiler increases with
cross-rack latency. These trends arise naturally from the fact that a
longer cross-rack EPR latency leads to a longer overall latency. The
improvement factor of our compiler decreases with an increased
cross-rack latency, but remains signi"cant even if cross-rack latency
is as large as 30→ recon"guration latency.

In-rack EPR latency We illustrate the e!ect of varying the
latency of in-rack EPR pair generation by increasing its ratio to
recon"guration latency from 0.05 to 1, keeping all other parameters
the same as program-480 in Table 1. As shown in Fig. 9(c), the
overall latency of both baseline and our compiler increases with in-
rack latency. These trends arise naturally from the fact that a longer
in-rack EPR latency leads to a longer overall latency. In contrast to
cross-rack latency, the improvement factor of our compiler slightly
increases with the in-rack latency.

Relative cross-rack !delityWe analyze the e!ect of varying
the "delity of cross-rack EPR pairs. We "x the "delity of in-rack EPR
pairs to 95%, varying the "delity of cross-rack EPR pairs from 75% to
95%, with the ratio between cross-rack and in-rack ones being from
0.79 to 1. All other parameters are kept the same as program-480 in
Table 1. As shown in Fig. 10(a), the EPR overhead of our compiler
slightly increases as this "delity ratio becomes closer to 1. This
is because our compiler adopts a tradeo! of incurring additional
for hiding latencies of cross-rack communications. With a smaller
"delity distinction between cross-rack and in-rack pairs, the cost
of additional in-rack EPR pairs would appear more signi"cant.

Relative distilled in-rack !delityWe also analyze the e!ect of
varying the "delity of distilled in-rack EPR pairs, as the distillation

(a1) (a2) (a3) (a4)

(b1) (b2) (b3) (b4)

(c1) (c2) (c3) (c4)

Figure 10: Fidelity overhead of our compiler varying with (a) cross-rack !delity and (b) distilled in-rack !delity (both relative to
the original in-rack !delity). (c) The overall latency varying with in-rack distillation through di"erent numbers of EPR pairs.
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Table 3: QEC Integration: performance of our compiler and the baseline with surface code of distance 5.

Experiment Benchmark-
#alg_qubits

Baseline:
Latency

Ours:
Latency

Improv.
Factor

#cross-rack
EPR (15%
in"delity)

#in-rack
EPR (5%
in"delity)

Ours: #distilled
EPR (3.5% in"-
delity)

EPR
Over-
head

Baseline:
Wait
Time

Ours:
Wait
Time

Additional
Wait Time

Retry
Over-
head

Surface
Code
(𝑅 = 5)

MCT-64 145,202 35,859 4.05→ 1,920 7,680 2,621 12.01% 0.00 2.40 2.40 1.00
QFT-64 1,239,922 277,850 4.46→ 15,360 3,840 19,889 21.81% 0.00 5.02 5.02 1.00
Grover-64 18,482 2,718 6.80→ 120 480 180 13.04% 0.00 1.31 1.31 1.00
RCA-64 16,777 3,965 4.23→ 180 720 249 12.15% 0.43 3.02 2.59 1.00

can be improved by advancing distillation protocols or sacri"cing
more EPR pairs for the distillation. We "x the "delity of in-rack
EPR pairs to 95%, varying the "delity of distilled in-rack EPR pairs
form 95% to 99.5%, with the ratio between distilled in-rack and (non-
distilled) in-rack ones being from 1 to 1.047. All other parameters are
kept the same as program-480 in Table 1. As shown in Fig. 10(b), the
EPR overhead of our compiler decreases rapidly with this "delity
ratio. That means if we can distill the additional in-rack EPR pairs
to a high enough "delity, the "delity overhead brought by them
will become negligible.

#EPR pairs per distillation While the "delity of distilled in-
rack EPR pairs can be enhanced by sacri"cing more EPR pairs,
the generation of these sacri"ced EPR pairs can also increase the
overall latency. However, our experiments show that this increase
is not signi"cant. This is because all the sacri"ced EPR pairs are
in-rack pairs, which can be generated collectively in our compiler.
As shown in Fig. 10(c), the overall latency is increased by only 7.4%
on average as the number of EPR pairs used in each distillation
increases from 1 (i.e., no distillation) to 10.

5.5 Integration of QEC
We demonstrate the capability of our compiler to integrate QEC by
an experiment with programs encoded in surface code, one of the
most promising QEC codes [33]. We decompose programs into the
Cli!ord +𝑐 basis [53], implementing logical operations with lattice
surgery [44, 69], along with a magic state factory to facilitate logical
𝑐 gates [32]. Therefore, the logical qubits include both algorithmic
qubits required by the quantum program and additional qubits to
facilitate quantum computation (e.g., magic states for implementing
logical 𝑐 gates [15]).

We adopt an architecture steup similar to the primary experi-
ment, which consists of 4 racks, with each rack containing 4 QPUs,
each QPU containing 2 communication qubits. Each benchmark
contains 64 algorithmic qubtis. On each QPU, 4 algorithmic qubits
of code distance 𝑀 = 5 are arranged in a lattice, separated by ancilla
qubits with a spacing of 𝑀 [44], surrounded by a magic state factory
at the periphery of the QPU. The EPR pairs can be stored with a
low resource overhead [16, 62] to prevent from decoherence, until
participating syndrome measurements [39]. Speci"cally, each QPU
has a bu!er of 12 logical qubits with a code distance of 6, which are
encoded in the [[72,12,6]] LDPC code [16]. This leads to a bu!er
qubit overhead that is much less than the number of qubits used
for computation.

As shown in Table 3, our framework achieves a reduction in
latency by an average factor of 4.89, with an average EPR pair
overhead of 14.75%, an average additional wait time of 2.83, and an

average retry overhead of 1.00 (i.e., no retry occurs). This demon-
strates the applicability of our framework in fault tolerant quantum
computing.

6 Conclusion
In this work, we provide in-depth analysis and discussion of the
compilation challenges of scaling up quantum computing with
QDCs based on recon"gurable optical switch network. We propose
a compiler that optimizes the quantum communication in QDCs
across both the program and network layers, which employs a look-
ahead EPR scheduling along with two key optimizations: collective
in-rack EPR pair generation and parallelized cross-rack EPR pairs
generation. This compiler reduces the overall communication la-
tency by a factor of 8.02, with an overhead of requiring 7.41% more
EPR generation and increasing the wait time of EPR pairs by 6.51→
switch recon"guration latency. We also demonstrate its capability
of integrating QEC by an evaluation on surface code. Moreover,
we have open-sourced our codes to facilitate further research and
collaboration within the community.

7 Open-source Codes
Our codes have been open-sourced and can be downloaded from
https://zenodo.org/records/15377656.
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