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Abstract
Quantum Error Correction (QEC) is essential for fault-tolerant,
large-scale quantum computation. However, error drift in qubits
undermines QEC performance during long computations, neces-
sitating frequent calibration. Conventional calibration methods
disrupt quantum states, requiring system downtime and rendering
in situ calibration impractical. To address this challenge, we pro-
pose QECali, a novel framework that enables in situ calibration for
surface codes. Our evaluation demonstrates that QECali introduces
modest qubit overhead and negligible increases in execution time,
o!ering the "rst practical solution for in situ calibration in surface
code based quantum computation.

CCS Concepts
• Computer systems organization → Quantum computing; •
Hardware → Quantum error correction and fault tolerance.
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1 Introduction
Quantum Error Correction (QEC) [26, 42, 55, 59] is essential to
enable large-scale Fault-Tolerant Quantum Computing (FTQC) suit-
able for practical applications [13, 60]. Among variousQEC schemes,
surface codes [8, 12, 16, 20, 44] have emerged as the leading solution
and have been successfully implemented on various quantum hard-
ware [1, 2, 9, 72]. Surface codes work by encoding logical qubits
into redundant physical qubits arranged in a 2D square or hexago-
nal lattice, e!ectively reducing the error rate of the logical qubits
if the physical error rate remains below a certain threshold [20].
With increasing code size, surface codes provide exponential sup-
pression of logical errors. Recent experiments on superconducting
devices [11, 32] demonstrated this error suppression for the "rst
time [2], underscoring the practical applicability of surface codes.

Despite their demonstrated e!ectiveness, surface codes are highly
sensitive to noise levels — small increases in physical error rates
can require substantial expansion in code size to maintain the same
logical error rate [21]. Consequently, maintaining a low and stable
physical error rate is essential to ensure the e!ectiveness of surface
codes during long computations. However, qubit and gate condi-
tions degrade over time, leading to increased physical error rates—a
phenomenon known as error drift [56, 71]. Fig. 1(a) shows the error
drift observed on an IBM quantum computer [17]: after just one
day, over 90% of single qubit gates exhibit error rates exceeding
the threshold of surface codes. Theoretical estimates suggest that
practical quantum applications are expected to run for hours or
even days [7, 23, 40, 45], assuming a "xed error rate. However,
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in practice, error drift can signi"cantly undermine computational
reliability, making such long computations infeasible.

Calibration [35, 39, 65, 66, 69] is the process of "ne-tuning quan-
tum hardware to maintain low physical error rates and counteract
error drift. Quantum hardware installations frequently calibrate
their devices-often several times a day-to keep qubits and gates
aligned with optimal conditions. Calibration involves three key
steps: characterization, control parameter adjustment, and valida-
tion. Importantly, the calibration process disrupts quantum states,
making qubits under calibration unavailable for computation.
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Figure 1: Error drift on an IBM’s device: (a) Calibration main-
tains low physical error rates. (b) Without calibration, a ma-
jority of qubits exceed the threshold after 24 hours.

The fundamental challenge in surface code based quantum com-
putation lies at the intersection of two competing requirements:
maintaining consistently low physical error rates (through calibra-
tion) while simultaneously preserving quantum information for
ongoing computation. This tension motivates our central research
question: How can we integrate runtime calibration with ongoing
computation while maintaining the protection level of surface codes?

A natural starting point draws inspiration from classical comput-
ing systems, where memory access must be coordinated with peri-
odic DRAM refresh cycles [28]. Just as memory refresh temporarily
interrupts access to maintain data integrity, qubit calibration re-
quires periodic access to physical qubits while trying to preserve
quantum information.

However, key di!erences exist between the classical and quan-
tum settings. While classical memory can be refreshed at the bit
level, quantum error correction creates a critical constraint: indi-
vidual physical qubits cannot be naively removed for calibration
without catastrophic error propagation. Simply mirroring classical
strategies leads to a conservative approach, which we term Logical
Swap for Calibration (LSC): transferring entire logical qubits to an-
cillary regions via logical SWAP operations before calibrating their
physical components (Fig. 2c). This classically inspired approach
su!ers from two fundamental limitations. First, unlike classical
bit copying, quantum logical SWAP operations require complex
sequences of physical operations or quantum teleportation proto-
cols [8, 44], introducing substantial overhead in both ancilla qubit
count and execution time. Second, there is a critical granularity
mismatch—calibration operates at the physical qubit level, while
computation occurs at the logical qubit level. Since physical qubits
drift at varying rates (Fig. 1b), LSC ine#ciently forces entire logical
qubits to pause when a single physical qubit requires calibration,
leading to high overheads that scale withworst-case behavior. Other
methods, such as [34], claim in-situ calibration but essentially rely

on speculative estimation of control parameters rather than physi-
cal calibration. The derived parameters are often suboptimal and
fail to meet the stringent physical error rates required for QEC.

To address these limitations, we proposeQECali (Fig. 2d), a novel
QEC framework that enables in-situ runtime calibration concurrent
with ongoing computation, while maintaining the same level of
QEC protection provided by surface codes. This approach eliminates
the substantial overhead associated with quantum state transfer
and ancillary qubit preparation required by LSC. Furthermore, it
operates in a !ne-grained manner, precisely isolating over-drifted
physical qubits for calibration without stalling the entire logical
qubit, e!ectively resolving the granularity mismatch issue of LSC.

The advantages of QECali are rooted in a key insight: Surface
codes allow for strategic runtime updates to their code structures, en-
abling qubit isolation while preserving logical information. This is
enabled by a theoretical tool known as code deformation [10, 67, 70].
Originally proposed for implementing logical operations on surface
codes, we creatively repurpose it to address the con$icts between
calibration and QEC-protected computation. Speci"cally, we apply
the theory of code deformation to the most prevalent hardware
architectures—square and hexagonal lattices [5, 17, 33]—and de-
sign novel code deformation instruction sets for these architectures
(Sec. 6). These instruction sets enable two complementary oper-
ations: selective qubit isolation, which creates temporary bound-
aries to separate the calibrating qubits and program-running qubits,
and dynamic code enlargement, which slightly expands a!ected
patches to maintain QEC capabilities during the calibration process.
QECali combines this instruction set with intelligent scheduling
(Sec. 4, 5) to create an e#cient, automated calibration system while
preserving the original QEC protection level.

Our evaluation on both simulation and real quantum hardware
demonstrates QECali’s e!ectiveness across di!erent architectures
and use cases. On practical quantum benchmarks such as quantum
chemistry applications, QECali maintains sub-threshold error rates
with only 12-15% additional physical qubits and negligible impact
on execution time, reducing retry risk by up to 85% compared to
baselines. Component-wise analysis shows that QECali’s adaptive
scheduling achieves 91% reduction in calibration operations while
minimizing space-time overhead. Our experiments on Rigetti and
IBM processors validate QECali’s key insight, showing that code
deformation can e!ectively control error propagation.

In summary, this paper makes the following contributions:

• We propose a novel framework, QECali, that enables in-
situ calibration and concurrent QEC-protected computation,
achieving the desired retry risk level with minimal qubit
count overhead and negligible execution time overhead.

• We design and formalize novel surface code deformation
instruction sets for calibration on square and heavy-hexagon
topologies supporting the QECali framework.

• We develop an adaptive scheduling method to e#ciently co-
ordinate calibration operations across physical qubits while
e!ectively balancing various constraints.

• We introduce key device metrics—calibration times, drift
rates, and crosstalk—to characterize quantum hardware, pro-
viding critical insights for optimizing calibration schedules
and predicting performance.
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Figure 2: Comparison of QECali and LSC. (a) Error drift pattern in physical qubits. (b) Increased code distance approach. (c) LSC,
a coarse-grained approach with high overhead. (d) QECali enables in situ calibration.

2 Background
This section provides an overview of surface codes and their defor-
mation operations, and background on error drift and calibration.

2.1 FTQC with Surface Code
Surface Code Basics. The surface code is a leading candidate for
realizing FTQC due to its simple 2D grid structure and high error
threshold (1%) [12, 20]. Fig. 3a presents a typical surface code patch,
where multiple physical qubits encode a single logical qubit. The
physical qubits are divided into data qubits (black dots), which store
the logical quantum state, and syndrome qubits (white dots), which
collect error information from neighboring data qubits. The surface
code can also be implemented on a hexagonal topology, as shown
in Fig. 3b, which re$ects the architecture of some current hardware
platforms (IBM’s devices [17]). Unlike in the square lattice, where
each stabilizer uses a single ancilla qubit as the syndrome qubit,
the stabilizers in the heavy-hexagon structure use seven ancilla
qubits arranged in an "S" shape to form a bridge connecting the
four data qubits, as shown in Fig. 3(c). This "S"-shaped arrangement
provides the connectivity needed to extract error syndromes while
mitigating the frequency crowding issue.
QEC with Surface Codes. Each syndrome qubit is linked to a sta-
bilizer [24, 25, 55], a Pauli operator involving adjacent data qubits,
as shown in Fig.3b,c. The red and green colors indicate the two
stabilizer types, comprising exclusively 𝐿 - or 𝑀 -Pauli operators,
respectively. The syndrome qubits provide measurement outcomes
of these stabilizers, producing error syndromes to guide error cor-
rection. However, some errors can alter the logical state without

being detected by stabilizer measurements, known as logical er-
rors, resulting in program failure. The logical error rate (LER) is
closely tied to the code distance, de"ned as the minimum number
of single-qubit errors required to cause a logical error. The code
distance of a perfect surface code equals the number of data qubits
along its edge (a distance-5 surface code in Fig. 3a). The LER decays
exponentially with increasing code distance, provided the physical
error rate remains below a certain threshold. For further detail,
see [16, 20, 36].
FTQCwith SurfaceCodes.Current surface code architectures [44]
for FTQC arrange code patches on a plane with interspace equal to
the code distance 𝑁 , as shown in Fig.3(e). This interspace functions
as a communication channel, enabling logical operations such as
CNOT gates and state transfer (Fig. 3(e)(f)) via lattice surgery and
code deformation [10, 14, 29, 31, 67]. Its width is set to 𝑁 to maintain
the same level of QEC protection as the code patches. For a detailed
introduction, see [8, 19, 44].

2.2 Deformation of Surface Codes
Code deformation [10, 67, 70] is a key technique in surface codes
that modi"es the shape of the code patch to achieve speci"c func-
tions. This subsection introduces four key deformation instructions
that, when combined, isolate qubits from the code patch while
preserving the encoded quantum information and QEC capability,
enabling calibration without disrupting ongoing computation.
1. DataQ_RM. As illustrated in Fig. 4a, to remove the data qubit 𝑂,
it combines the original stabilizers into larger “superstabilizers”
that exclude 𝑂 [6, 53, 62, 63]. These superstabilizers, along with the
remaining stabilizers, enable QEC to continue on the code patch
consisting of the remaining qubits during subsequent QEC cycles.
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Figure 3: (a)(d) Surface codes on a square and hexagon lattice.
(b)(c) Stabilizers of surface codes on two lattices. (e)(f) Layout
for surface-code-based FTQC. Logical operations (e.g., logical
CNOT in (e), logical state transfer in (f)) are enabled through
the communication channel between the patches.

To reintegrate the data qubit 𝑂 into the system, they are reset to
state |0↑ or |+↑ and the stabilizers of the original code are measured,
restoring the original structure.
2. SyndromeQ_RM. As shown in Fig. 4b, to remove the syndrome
qubit 𝑂, the qubits involved in the stabilizer associated with 𝑂 are
measured in the 𝐿 - or 𝑀 -basis, depending on the stabilizer type.
The stabilizers are then updated to form “superstabilizers” that
exclude 𝑂 and are used in subsequent QEC cycles. Reintegrating
the syndrome qubit into the system is accomplished by measuring
the original stabilizers.
3. PatchQ_RM. This operation shrinks the code patch at the bound-
ary by measuring the qubits to be excluded in either the 𝑀 - or
𝐿 -basis, depending on the stabilizer they are associated with. To
reintegrate the isolated qubits, they are reset to |0↑ or |+↑ and the
original stabilizer (the red one in Fig. 4c) is measured.
4. PatchQ_AD. This operation expands the code patch at the bound-
ary by preparing the qubits to be included in appropriate states (|0↑
or |+↑) and measuring the new stabilizer. In the example shown
in Fig. 4d, the qubits are initialized in the |0↑ state, and a new
𝐿 -stabilizer (red) is measured.

DataQ_RM SyndromeQ_RM
Super-

stabilizers
Super-

stabilizers(a) (b)

PatchQ_RM(c)

PatchQ_AD(d)

Figure 4: Four key deformation operations. (a) Data qubit
removal, (b) Syndrome qubit removal, (c) Patch shrinkage at
the boundary, and (d) Patch expansion at the boundary.

By combining DataQ_RM, SyndromeQ_RM, and PatchQ_RM, vari-
ous patterns of drift-a!ected qubits can be isolated from the code
patch. Repeated application of PatchQ_AD enables the desired code
enlargement, restoring QEC capability after qubit isolation. More-
over, fault tolerance during code deformation is maintained using
decoding approaches similar to those in regular surface codes [15,
18], with adjustments for dynamically changing stabilizers and
syndrome transitions [53, 64, 67, 68]. Optimized decoders can e#-
ciently handle these changes, ensuring minimal impact on decoding
time [14, 43]. For a more comprehensive introduction to the defor-
mation framework in surface codes, refer to [10, 67, 70].

2.3 Error Drift and Calibration
Error Drift. QEC schemes often assume a static error model where
error rates remain constant. However, on real hardware, error rates
$uctuate over time, potentially exceeding the QEC threshold—a
phenomenon known as error drift [56, 58, 71]. In superconducting
devices, a primary cause of error drift is the unwanted coupling of
qubits to two-level systems (TLS) [38, 49, 51], along with thermal
$uctuations in Josephson junctions [27], unpaired electrons [28, 38],
and environmental noise [48, 50]. TLS defects, inherent to the fab-
rication process, occur randomly and are di#cult to characterize or
predict, leading to unique and heterogeneous impacts on each qubit.
These factors cause qubit parameters (e.g., 𝑃1 and 𝑃2 coherence
times) to vary unpredictably, necessitating frequent characteriza-
tion and recalibration to maintain optimal performance.
Calibration. Calibration [5, 35, 37, 41, 46, 54, 57, 66, 69] is the
process of readjusting control parameters (such as the duration
and frequency of control pulses) for qubit operations to maintain
optimal performance, speci"cally, low error rates. This process is
lengthy, often taking several hours (e.g., 4 hours in [5]) to ensure
accuracy. Moreover, the calibration order for di!erent qubits must
be carefully scheduled to mitigate crosstalk issues [52]. Importantly,
calibration requires qubits to be in speci"c states for measurement,
preventing them from storing information or supporting computa-
tion during calibration. As a result, calibration typically halts the
program, making concurrent calibration and computation impossi-
ble and limiting the duration of reliable computations.

3 Overview
QECali achieves e#cient in-situ calibration through three coordi-
nated stages, as depicted in Fig. 5:
Preparation time. This stage thoroughly characterizes the quan-
tum hardware, capturing key parameters for each gate, including
calibration duration, drift rate, and calibration crosstalk (Section 4).
This foundational data serves as a basis for optimizing our calibra-
tion strategies.
Compilation time. This stage aims to determine all the calibration
processes based on the hardware characterization obtained during
preparation stage. This stage consists of two steps.
Drift-based Calibration Grouping (Sec. 5.2). Based on gate parame-
ters, we de"ne calibration workloads by determining each gate’s
frequency and duration. Gates with similar drift characteristics are
grouped into calibration intervals to avoid overlapping workloads,
which could cause excessive distance loss from deformation.
Intra-Group Calibration Scheduling (Sec. 5.3): Within each interval,
we sequence the calibration workloads based on their dependencies
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Figure 5: Overview of QECali: a deformation-based calibration framework.

and crosstalks. This scheduling minimizes the total calibration time
while maintaining computational e#ciency.
Runtime. The runtime follows the calibration schedule generated
during compile time (Section 5), triggering the corresponding cali-
bration operations for designated gates at speci"ed intervals. For
each gate, it executes the associated code deformation instructions
from the QECali instruction set (Section 6). Meanwhile, logical com-
putations on deformed logical qubits continue uninterrupted, with
all operations pre-calculated during compile time.

4 Preparation-time Device Characterization
To enable optimized calibration scheduling, QECali "rst character-
izes the quantum device pre-compilation by measuring and extract-
ing key metrics of each qubit operations. These include:
Calibration Time (𝑃cali): We measure each gate’s calibration dura-
tion through repeated experiments, as this directly impacts sched-
uling e#ciency. Typically, individual gate calibration takes a few
minutes, while full-device calibration spans several hours [4, 37].
Drift Rate (𝑃drift): We characterize the error drift of a gate 𝑄 using
the following exponential scaling model:

𝑅 (𝑄, 𝑆) = 𝑅0 [𝑄] · 10𝐿/𝑀drift [𝑁] (1)

where 𝑅 (𝑄, 𝑆) is the error rate at time 𝑆 , 𝑅0 [𝑄] is the initial error
rate, and 𝑃drift [𝑄] is the drift time constant, representing the time
required for the error rate to increase tenfold. We adopt this ex-
ponential model as it best "ts our experimental data from IBM’s
real machine (Fig.1) and is consistent with prior studies [56, 57], al-
though some references report a linear drift model [4]. Speci"cally,
we perform hourly measurements using the interleaved random-
ized benchmarking method [47], conducting three sets of tests with
[1, 10, 20, 50, 100, 150, 250, 400] repetitions. The resulting gate error
data is "tted to Eqn. (1) to determine 𝑃drift. Notably, this model can
be replaced with other models based on speci"c hardware condi-
tions and determine calibration periods for each gate accordingly,
while the scheduling method in Sec. 5 remains applicable.

Calibration Crosstalk (nbr(𝑄)): We introduce a new method to
identify qubits a!ected by each gate’s calibration using the circuit in
Fig. 6. For each gate 𝑄, we initialize nearby qubits to random states,
perform calibration, and measure their "nal states. Qubits exhibit-
ing deviations beyond a threshold are added to nbr(𝑄), indicating
crosstalk interference. Importantly, these qubits nbr(𝑄) are isolated
along with the calibrating qubit during calibration, creating a pro-
tective barrier between calibrating and program-running qubits.
After calibration, the isolated qubits are reset to |0↑ or |+↑ before
reintegration into the system (Sec. 2.2), ensuring that calibration
does not interfere with ongoing computations.

These metrics form the foundation for QECali’s compilation-
time scheduler (Section 5) and runtime execution engine, enabling
generation of calibration schedules that optimize the critical trade-
o!s between frequency, parallelism, and interference. Moreover, a
full calibration process is usually conducted before the program
begins in practice, allowing device characterization parameters to
be obtained. This makes this preparation stage an integral part of
the overall computation process without adding extra time.

Random State

...

Random State...

Cross-Resonance
Tomography

Figure 6: Circuit characterizing calibration crosstalk.

5 Compilation-time Calibration Scheduling
5.1 Problem Formulation
For reliable execution of large-scale quantum programs, we must
maintain the logical error rate (LER) below a target value (say
LERtar) throughout computation. Formally, this requires LER(𝑆) ↓
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LERtar for all 𝑆 . The calibration schedule directly impacts this re-
quirement by in$uencing the physical error rates: frequent cali-
bration helps maintain lower physical error rates, which in turn
supports a lower LER.

For a distance-𝑁 surface code to achieve the target LERtar, the
average physical error rate must not exceed a corresponding target,
denoted as 𝑅tar. Thus, each gate g must be calibrated within its
drift time 𝑃drift,𝑂tar [𝑄]—the time it takes for 𝑄’s error rate to reach
𝑅tar. To meet the reliability requirement, the calibration interval
for 𝑄 must satisfy 𝑃𝑁 ↓ 𝑃drift,𝑂tar [𝑄]. The drift time 𝑃drift,𝑂tar [𝑄] can
vary signi"cantly depending on the speci"c gate and hardware
characteristics, ranging from hours to days.

While frequent calibration is necessary for maintaining low
LER, parallel calibration comes with substantial costs. Moreover,
calibration-induced crosstalk between neighboring qubits further
constrains the degree of parallelization possible.

To balance these competing requirements, we formulate our
optimization objective as:

min
∑
𝑁

1
𝑃𝑁

subject to 𝑃𝑁 ↓ 𝑃drift,𝑂tar [𝑄],︸⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌︷︷⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌⨌︸
drift constraint

|𝑇𝐿 | ↓ 1,↔𝑆︸⨌⨌⨌⨌⨌⨌⨌︷︷⨌⨌⨌⨌⨌⨌⨌︸
crosstalk constraint

where 𝑃𝑁 is the calibration period for gate g, 𝑇𝐿 is the set of gates
in 𝑇 being calibrated at time 𝑆 , and 𝑇 represents a set of gates that
cannot be calibrated simultaneously due to crosstalk. It aims to
minimize calibration frequency, for reducing qubit overhead, while
respecting both drift time limits and crosstalk constraints.

5.2 Drift-based Calibration Grouping
To solve this problem, we propose a heuristic solution that achieves
high optimization quality with fast compilation speed. This com-
pilation is performed before the program runs, taking only a few
seconds, which is negligible compared to the program’s execution
time. Our approach groups gates with similar drift characteristics
to share calibration intervals, e!ectively discretizing the scheduling
space while respecting device physics. Speci"cally, we select a base
calibration interval 𝑈𝑃Cali and assign each gate 𝑄 to a calibration
group 𝑈𝑁 according to:

𝑈𝑁 ·𝑃Cali ↓ 𝑃drift,𝑂tar [𝑄] < (𝑈𝑁 + 1) ·𝑃Cali (2)

This grouping strategy o!ers several advantages. First, gates
within group 𝑈𝑁 share the same calibration cycle𝑃𝑁 = 𝑈𝑁 ·𝑃Cali, sim-
plifying scheduling. Once the grouping is completed, the schedule
for each group is determined: during the 𝑈-th interval, only gates
belonging to Group 𝑈𝑁 are executed (where 𝑈 mod 𝑈𝑁 = 0). Second,
this grouping enables opportunities for parallel scheduling of cali-
brations, as all gates within a group can be scheduled at any time
within their assigned interval 𝑃Cali. Third, it simpli"es the issue
of crosstalk, as we only need to address crosstalk within a single
group. Crosstalk between groups is avoided since groups assigned
to the same interval are trivially scheduled sequentially. In contrast,
a naive approach without grouping can lead to crosstalk issues. As
shown in Fig. 7(a), this method calibrates each gate individually
until it reaches the error threshold. While it minimizes the overall
calibration frequency, it may schedule gates with crosstalk interfer-
ence simultaneously, causing con$icts. In summary, the resulting

Group 1 Group 2

Group 1 Group 2 Group 3

(a) 

(b) 

(c) 

Crosstalk

Figure 7: Impact of 𝑃Cali on calibration frequency.

calibration frequency is:∑
𝑁

1
𝑃𝑁

=
1

𝑃Cali

∑
𝑃

𝑉𝑃
𝑈

(3)

where 𝑉𝑃 denotes the number of gates in the k-th group.
Optimal Choice of Group Duration 𝑃Cali: The choice of base
calibration interval 𝑃Cali signi"cantly impacts grouping e#ciency.
While one might intuitively set 𝑃Cali to the minimum drift time
min𝑁𝑃drift,𝑂tar [𝑄], this often leads to suboptimal groupings. Con-
sider the example in Fig. 7(b): with 𝑃Cali = 5𝑊, gates 𝑄1, 𝑄2, and 𝑄3
form Group 1 while gates 𝑄4 and 𝑄5 form Group 2, resulting in 0.80
calibrations per hour. However, setting 𝑃Cali = 4𝑊, though increas-
ing 𝑄1’s calibration frequency, enables better distribution of other
gates into groups with lower frequencies, reducing overall cost to
0.66 calibrations per hour Fig. 7(c). To clarify, the calibration tasks
will be executed periodically according to 𝑃𝑄𝑅𝑆𝑇 . Fig. 7 illustrates
di!erent grouping strategies but does not depict the scheduling of
calibration tasks.

Algorithm 1: Calibration Group Assignment
Input: Gate set 𝑋 , Drift time 𝑃drift,𝑂tar [𝑄]
Output: Calibration groups 𝑋𝑌𝑍𝑎𝑅 [𝑈]

1 𝑃min = min𝑁𝑃drift,𝑂tar [𝑄]
2 𝑃Cali = 𝑃min
3 for 𝑄 ↗ 𝑋 do
4 𝑈 =

⌈
𝑃drift,𝑂tar [𝑄]/𝑃min

⌉
5 𝑃 = 𝑃drift,𝑂tar [𝑄]/𝑈
6 if 𝑏𝑌𝑐𝑂(𝑋,𝑃Cali) > 𝑏𝑌𝑐𝑂(𝑋,𝑃 ) then
7 𝑃Cali = 𝑃
8 end
9 end

10 Initialize 𝑋𝑌𝑍𝑎𝑅 [𝑈]
11 for 𝑄 ↗ 𝑋 do
12 𝑈 =

⌊
𝑃drift,𝑂tar [𝑄]/𝑃Cali

⌋
13 Add 𝑄 into 𝑋𝑌𝑍𝑎𝑅 [𝑈]
14 end
15 return 𝑋𝑌𝑍𝑎𝑅 [𝑈]
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The optimal 𝑃Cali tends to occur when some 𝑃drift,𝑂th [𝑄] values
align with integer multiples of 𝑃Cali. If alignment does not occur,
𝑃Cali can be increased without altering the grouping, thereby reduc-
ing the calibration frequency as described in Eq. (3). To determine
the optimal value, we employ Algorithm 1, traversing the values of
𝑃drift,𝑂tar [𝑄]/𝑈 for each gate, particularly those slightly smaller than
the minimum drift time 𝑃min. The 𝑃Cali that minimizes the calibra-
tion frequency is then selected. In cases where multiple intervals
yield similar or identical calibration frequencies, a larger interval
is preferred. A larger𝑃Cali allows for grouping more gates together,
providing longer scheduling windows, increased $exibility for intra-
group scheduling, and greater opportunities for parallelism.
Targeted Physical Error Rate Determination: Algorithm 1 as-
sumed that the targeted physical error rate, 𝑅tar, was known. Here
we describe how our compiler determines 𝑅tar based on the available
physical qubit resources. Surface codes with larger code distances
possess stronger error correction capabilities, allowing them to
tolerate higher 𝑅tar while maintaining the same targeted logical
error rate (LERtar).

The LER for a distance-𝑁 surface code is given by [19]:

LER(𝑁, 𝑅tar) = 𝑑

(
𝑅tar
𝑅th

) (𝑈+1)/2
, (4)

where 𝑑 is a constant speci"c to the quantum error correction
(QEC) code, typically around 0.03 for the rotated surface code. Here,
𝑅th represents the physical error threshold for the surface code,
approximately 0.01 under the circuit-level noise model.

To guarantee program "delity, the condition LER ↓ LERtar must
be satis"ed. With Eq. (1) and Eq. (4), this condition can be simpli"ed:(

log
𝑅th
𝑅0

↘ log
𝑅tar
𝑅0

)
· 𝑁 ≃ 𝑒, (5)

where 𝑒 is a positive constant dependent on LERtar and 𝑑 . Impor-
tantly, this condition can only be satis"ed if 𝑅tar < 𝑅th, which aligns
with the intuitive requirement that no gate’s error rate should ex-
ceed the physical error threshold during program execution.

Given a "xed number of physical qubits, the compiler calculates
the maximum allowable code distance𝑁 that "ts within the resource
constraints. It then determines the largest 𝑅tar that satis"es the
target LERtar while ensuring LER(𝑆) ↓ LERtar throughout program
execution. This approach balances the trade-o!s between code
distance, 𝑅tar, and physical qubit resources. Larger code distances
exponentially suppress logical error rates but require more physical
qubits. Conversely, higher 𝑅tar allows for longer drift times and less
frequent calibration but relies on more robust error correction. By
leveraging these trade-o!s, our compiler optimizes 𝑅tar and 𝑁 to
achieve reliable and resource-e#cient program execution.

5.3 Intra-Group Calibration Scheduling
After assigning calibrations to each time period 𝑃Cali and determin-
ing which gates should be calibrated simultaneously, the next step
involves "nding an appropriate code deformation process to isolate
these gates. Generally, for each gate, we apply code deformer to
isolate all its a!ected neighboring qubits, enabling a region suit-
able for calibration. However, performing this sequentially may
lead to excessive calibration time overhead, potentially causing the
calibration time of a gate, 𝑆cali, to exceed the calibration cycle 𝑃Cali.

In this section, we analyze three challenges associated with cali-
bration scheduling and propose an adaptive calibration scheduling
approach to address them.
(1) Dependence between calibrations: Certain two-qubit gate
calibrations may depend on the results of one-qubit gate calibra-
tions. We address this by clustering such gates and scheduling their
calibration collectively. This dependency typically arises from over-
lapping positions, i.e.,c their neighboring qubits 𝑉𝑓𝑌 (𝑄) are highly
overlapped. Code deformation to isolate these shared qubits facili-
tates the simultaneous calibration of multiple gates in the cluster.
(2) Crosstalk between calibrations: Crosstalk during calibrations
prevents all calibrations from running simultaneously. To maximize
calibration parallelism and minimize calibration time, we design a
greedy scheduling. This approach sorts gate calibrations based on
the size of their a!ected qubits. Starting with the largest, we select
as many calibrations as possible without introducing crosstalk.
When no more gates can be calibrated concurrently, we generate
code deformation instructions for the selected gates and begin a
new batch. This process is repeated until all gates are calibrated.
(3) Trade-o! between calibration time and code distance loss:
Code deformation reduces the code distance. To preserve the "-
delity of the original code, the code must be enlarged to restore
the original code distance. Calibrating more gates simultaneously
requires isolating larger regions, leading to greater distance loss
and increased physical qubit overhead for enlargement. To balance
this trade-o!, we de"ne a new metric to evaluate scheduling: the
space-time overhead of the enlarged region: Cost = ω𝑁

∑
𝑁 𝑆cali [𝑄].

For each ω𝑁 , we calculate the cost by constraining the greedy sched-
uling strategy to ensure that the code deformation for simultaneous
calibrations does not exceed the maximal tolerable distance loss ω𝑁 .
The optimal scheduling is then chosen based on this evaluation.

6 The QECali Instruction Set
A critical challenge in runtime calibration is the ability to isolate
physical qubits for calibration without compromising the surface
code’s error correction capability. To address this challenge, QE-
Cali provides carefully designed instruction sets that enable safe
transformation of the code structure during calibration.

Table 1 provides an overview of the two instruction sets. For
surface codes on square lattices, QECali adopts the instruction
set from [70], originally designed for handling defective qubits
in surface codes. We identi"ed that these instructions—DataQ_RM,
SyndromeQ_RM, PatchQ_RM, and PatchQ_AD—can be repurposed for
calibration, enabling selective qubit isolation while preserving error
correction properties. For the details of these instructions, we refer
readers to Section 2.2 or [70].

6.1 The QECali Instruction Set for the
Heavy-Hexagon Topology

Modern quantum processors, including IBM’s devices, utilize a
heavy-hexagon topology (Fig. 3(d)). Existing code deformation in-
structions are designed for square lattices and cannot be directly
applied to heavy-hexagon architectures. However, since square
lattice instructions are fundamentally based on gauge "xing the-
ory [10, 67], this theory provides a foundation for adapting defor-
mation techniques to heavy-hexagon structures. Building on an



ISCA ’25, June 21–25, 2025, Tokyo, Japan Xiang Fang, et al.

Data Qubit
Ancilla Qubit
Isolated Qubit

(a) Ancilla Bridge

(b) Hev-Hex Surface Code

(c) AncQ_RM_HorDeg2 Qd (d) AncQ_RM_VerDeg2 Qb (e) AncQ_RM_Deg3 Qc

(f) DataQ_RM Q0 (g) PatchQ_RM S0, XL (h) PatchQ_RM S0, XL

Figure 8: Code deformation instruction set for the surface code on the heavy-hexagon structure.

in-depth study of gauge "xing, we have designed and formalized a
dedicated instruction set speci"cally for heavy-hexagon topologies.

Table 1: QECali instruction sets for square and heavy-
hexagon surface codes

Code Topology Instructions

Square DataQ_RM, SyndromeQ_RM,
PatchQ_RM, PatchQ_AD

Heavy-Hexagon
DataQ_RM, AncQ_RM_HorDeg2,
PatchQ_RM, AncQ_RM_VerDeg2
PatchQ_AD, AncQ_RM_Deg3,

Key Distinctions of the Topology: The heavy-hexagon topology
has two key features that render the square lattice instructions
inadequate:
1. Non-uniform ancilla roles: As shown in Fig. 8(a), the seven ancilla
qubits associated with each stabilizer can be classi"ed into two
distinct types: (1) Degree-3 nodes (𝑂𝑅,𝑂𝑉 ,𝑂𝑊 ,𝑂𝑁), which connect to
three other qubits, including one data qubit. (2) Degree-2 nodes
(𝑂𝑈 ,𝑂𝑋 ,𝑂𝑌 ), which connect to two other ancilla qubits. Degree-3
nodes directly connect to data qubits, while degree-2 nodes act
as bridges to link them. This functional di!erence necessitates
di!erent code deformation instructions to ensure the deformed
code remains functional after isolating speci"c ancilla qubits.
2. Shared ancilla qubits: As shown in Fig. 8(a), ancilla qubits associ-
ated with one stabilizer can also be shared with others. For instance,
in Fig. 8(b), the 𝐿 -stabilizer 𝑔0 and the 𝑀 -stabilizer 𝑄1 share three
ancilla qubits. This overlap implies that isolating a single ancilla
qubit may impact multiple stabilizers simultaneously which makes
designing code deformation instructions under these circumstances
becomes more complex.
Design Principles: The heavy-hexagon structure presents unique
opportunities for code deformation compared to the square lattice.

We outline the key principle that guided the design of our instruc-
tion set — leveraging residual connectivity: when an ancilla qubit is
removed, the remaining structure often retains partial connectiv-
ity between data qubits. By utilizing this residual connectivity, we
replace the original stabilizer with a product of smaller, localized
measurements. This approach minimizes disruption to the over-
all code structure and preserves a greater number of stabilizers,
ensuring robust error correction.
The Instructions: Building on the design principles outlined above,
we redesign three square lattice instructions to adapt them to the
heavy-hexagon architecture. Additionally, we introduce three dis-
tinct instructions of AncQ_RM category, each speci"cally tailored to
remove ancilla qubits based on their unique positions and connec-
tivity within the heavy-hexagon device.
(1) AncQ_RM_HorDeg2: This instruction targets a degree-2 horizon-
tal ancilla qubit 𝑂𝑈 , as illustrated in Fig. 8(c). Removing 𝑂𝑈 divides
the 𝐿 -stabilizer 𝑔0 into two parts, 𝑔⇐0 = 𝐿1,2 and 𝑔⇐⇐0 = 𝐿3,4, form-
ing two new gauge measurements that replace the original stabi-
lizer 𝑔 = 𝑔⇐0𝑔

⇐⇐
0 . Additionally, the removal transforms the nearby

𝑀 -stabilizers 𝑄2 and 𝑄3 into new gauges, which combine to form a
new 𝑀 -super-stabilizer 𝑄2𝑄3.
(2) AncQ_RM_VerDeg2: This instruction removes a degree-2 vertical
ancilla qubit 𝑂𝑋 , as shown in Fig. 8(d). Unlike the horizontal case, 𝑂𝑋
is shared by the 𝐿 -stabilizer 𝑔0 and the 𝑀 -stabilizer 𝑄1. Removing
𝑂0 divides 𝑔0 into a three-qubit gauge 𝑔⇐0 = 𝐿2,3,4 and a single-
qubit gauge 𝐿1. Similarly, 𝑄1 is divided into a three-qubit gauge
𝑄⇐1 = 𝑀5,6,1 and a single-qubit gauge 𝑀2. These divisions also a!ect
the nearby 𝑀 -stabilizer 𝑄2 and 𝐿 -stabilizer 𝑔1, transforming them
into new gauges. Collectively, these changes result in a new 𝐿 -
super-stabilizer 𝐿1𝑔⇐0𝑔1 and a new 𝑀 -super-stabilizer 𝑀2𝑄⇐1𝑄2.
(3) AncQ_RM_Deg3:This instruction removes a degree-3 ancilla qubit
𝑂𝑉 , as illustrated in Fig. 8(e). Similar to AncQ_RM_VerDeg2, 𝑂𝑊 is
shared by the 𝐿 -stabilizer 𝑔0 and the 𝑀 -stabilizer 𝑄1. The removal
of 𝑂0 leaves 𝑄1 unchanged, dividing it into two parts: 𝑄⇐1 = 𝑀5,6,1
and a single-qubit gauge 𝑀2. However, removing 𝑂0 divides 𝑔0 into
three components: a two-qubit gauge 𝑔⇐0 = 𝐿3,4 and two single-qubit
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gauges𝐿1 and𝐿2. After this division, both𝐿2 and𝑀2 exist as single-
qubit gauges for qubit 𝑂2. This indicates that 𝑂2 becomes a gauge
qubit isolated from the surface code, which should be removed. The
removal of 𝑂2 further impacts the nearby 𝑀 -stabilizers 𝑄2 and 𝑄3,
as well as the 𝐿 -stabilizer 𝑔1, deforming and transforming them
into new gauges. Collectively, these modi"cations result in a new
𝐿 -super-stabilizer 𝐿1𝑔⇐0𝑔

⇐
1 and a new 𝑀 -super-stabilizer 𝑄⇐1𝑄2𝑄

⇐
3.

(4) DataQ_RM, PatachQ_RM, PatachQ_ADD: These three instructions
deform the surface code in a manner similar to those for the square
lattice (Fig. 4), ensuring that the stabilizers in the deformed code
remain unchanged. However, because the heavy-hexagon surface
code features unique ancilla bridges in its stabilizer circuits, it is
also necessary to deform the ancilla bridges associated with the
a!ected stabilizers during the deformation process.

The new instruction set not only make the deformation compat-
ible with heavy-hexagon structures but also leverage the structure
of the ancilla bridge to create more "ne-grained strategies.

7 Experimental Setup
7.1 Setting and benchmark
Evaluation setting.We evaluate QECali through both hardware
experiments and simulation-based analysis. Our hardware exper-
iments are conducted on two quantum processors with distinct
topologies: Rigetti’s Ankaa-2 processor with square lattice con-
nectivity and IBM’s Eagle processor with heavy-hex connectivity.
For large-scale logical error analysis, we employ the Stim quan-
tum error simulator for surface code simulation [22] along with
Pymatching [30] for error correction. Program compilation utilizes
the lattice surgery framework [29] and implements logical T gates
through magic state distillation [19].
Benchmark programs.We evaluate QECali using quantum pro-
grams designed for most promising applications in quantum chem-
istry andmaterials science. Our benchmarks includeHubbardmodel
simulation [3], which provides essential insights into strongly corre-
lated electronic systemswith direct applications to high-temperature
superconductivity; FeMo-co catalyst analysis [40] , which addresses
the critical industrial challenge in nitrogen "xation; and Jellium
simulation [61] , which serves as a fundamental model for under-
standing electronic structure in materials. Program variants are
denoted by su#xes indicating problem size (e.g., Hubbard-16 for a
16-qubit system).
Metric. We evaluate QECali using four metrics. The physical qubit
count encompasses all qubits required for the quantum program,
including data qubit blocks for logical encoding, ancilla qubits
for CX operations, and resource states for T gate implementation.
Execution time measures the total runtime for program completion,
with QEC cycle time set to 1𝑕𝑔 (standard in FTQC studies [10, 35, 52,
56]), including all quantum operations and error correction cycles.
Logical error rate (LER) represents the probability of logical errors
occurring per quantum error correction (QEC) cycle for a logical
surface code qubit. It re$ects the e!ectiveness of error correction
for physical errors, with a lower LER indicating superior fault-
tolerant performance. Retry risk [23] quanti"es the probability of
encountering uncorrectable logical errors, providing a measure of
program reliability and the likelihood of requiring computation

restart. In general, it’s computed by LER multiplied with the total
number of logical operations.

Figure 9: Probability distribution of error drift.

7.2 Error model
Physical error model. We adopt a standard circuit-level noise
model [20, 22] where quantum operations are subject to di!erent
error channels: single-qubit gates experience depolarizing errors,
two-qubit gates undergo two-qubit depolarizing errors, and mea-
surement and reset operations are a!ected by Pauli-X errors, each
with probability 𝑅 . Initially, all operations start with a uniform error
rate 𝑅 = 10↘𝑍 , where X is chosen to be 10× below the surface code
threshold (1%). This initialization represents an ideally calibrated
device state.
Error Drift Model. Based on our measurements of IBM’s 127-
qubit Eagle processor, we observe that physical error rates increase
exponentially over time, following the relation:

𝑅 (𝑋, 𝑆) = 𝑅 (𝑋, 0)10𝐿/𝑀 (𝑎 )

where 𝑅 (𝑋, 𝑆) is the error rate of operation or qubit 𝑋 at time 𝑆 ,
𝑅 (𝑋, 0) is the initial calibrated error rate, and𝑃 (𝑋) is the operation-
speci"c drift time constant—the time required for the error rate to
increase by a factor of 10. Our characterization shows that these
drift time constants vary signi"cantly across the device, following
a log-normal distribution with a mean of 14.08 hours (Fig. 9). This
heterogeneity stems from variations in qubit connectivity, gate im-
plementation complexity, and device characteristics, necessitating
individual calibration schedules for di!erent device components.
Future Error Model.We account for potential advancements in
hardware technology that may slow error drift or, equivalently,
extend the constant 𝑃 (𝑋). The reference [11] indicate that the
physical "delity of superconducting devices can be improved from
99.9% to 99.99%. We assume that the error drift e!ect will improve
proportionally, leading to a longer calibration period. Speci"cally,
a one-order-of-magnitude improvement in error rate translates to
a doubling of the calibration duration. To model this, we assume
a future error scenario where 𝑃 (𝑋) follows a log-normal distribu-
tion with a doubled mean of 28.016. Our framework is evaluated
under this future error model to demonstrate its adaptability and
continued utility in evolving hardware environments.

7.3 Baseline Assumptions
In this section, we introduce the key assumptions of two baselines
and our framework QECali.
Baseline 1. No calibration. In this case, benchmarks run without
any calibration. This approach minimizes qubit resources and exe-
cution time, but leads to an expected retry risk approaching 100%
due to error drift.
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Baseline 2. LSC. In this case, whenever a gate within a surface
code patch requires calibration, the logical state is transferred else-
where and moved back to its original location once calibration is
complete (Sec. 2.1). To accommodate these logical state transfers
while ensuring uninterrupted computation, LSC has to expand the
communication channels in both dimensions within the 2D surface-
code-based FTQC architecture (Sec. 2.1). This results in a roughly
4x qubit overhead compared to Baseline 1. While this estimate may
be somewhat conservative, reducing this qubit overhead would
either extend execution time due to limited channel availability or
necessitate complex scheduling strategies. Consequently, we adopt
a straightforward 2D expansion in LSC.
QECali. Our framework adopts the same layout as Baseline 1 but
increases the interspace by ω𝑁 to accommodate potential patch
enlargement during calibration, ensuring QEC capability is main-
tained. Here, ω𝑁 represents the maximum tolerable distance loss,
set to 4 in our experiments. This allows for either four single-qubit
isolations or the isolation of a larger region with a diameter of 4
qubits, depending on the crosstalk-a!ected qubits nbr(𝑄) identi-
"ed during device characterization (Sec. 4). At runtime, gates are
calibrated according to the pre-determined schedule (Sec. 5) us-
ing code deformation instructions. To preserve the target LER, the
code patch is dynamically enlarged to compensate for distance
loss. These operations occur concurrently with computation, in-
troducing negligible execution time overhead. While scheduling
calibrations earlier could prevent exceeding the target LER without
patch enlargement, accurately predicting the impact of distance
loss on LER and determining the optimal timing remains challeng-
ing, especially with irregular surface code structures. Therefore,
we opted for the current approach.

8 Evaluation
In this section, we evaluate QECali by comparing with two base-
lines, analyze the e!ects of individual components, and perform
experiments on real systems.

8.1 Overall Performance
We evaluated QECali against two baseline approaches: running
without calibration and using Logical Swap for Calibration (LSC),
under both the current and future error models described in Sec. 7.2.
Our experiments, presented in Table 2, use surface codes with
distances chosen to achieve target retry risk levels of 1% and 0.1%
and benchmarks described in Section 7. Our evaluation reveals four
critical observations:
1. Calibration is indispensable: attempting to run quantum pro-
grams without calibration leads to retry risks approaching 100%,
demonstrating the severe impact of error drift.While programs start
with low logical error rates, exponential drift in physical error rates
quickly compromises computation reliability, making successful
execution virtually impossible for long-running applications.
2. Coarse-grained calibration is impractical: Compared to the
solution with no calibration (Table 2), the LSC approach reduces the
retry risk to the target level but incurs a substantial 363% increase
in qubit count and a 20% longer execution time. These ine#cien-
cies arise from LSC’s need for a 2D layout expansion to enable
logical state transfer (Sec. 7.3), along with execution delays from

logical SWAPs and program stalls during calibration. Its coarse-
grained approach, dictated by the worst-performing qubits, further
exacerbates overhead as system size increases.
3. QECali achieves low overhead calibration: Compared to
the LSC solution, QECali sustains computation progress during cal-
ibration, dramatically reducing the 363% qubit overhead of LSC to
just 24% and eliminating execution time overhead entirely. By per-
forming in-situ calibration via code deformation, QECali avoids
the computational stalls and ancilla overhead associated with state
transfer approaches. Furthermore, QECali reduces retry risk by
79.4% compared to LSC, demonstrating the e!ectiveness of its "ne-
grained calibration strategy in preserving the system’s error cor-
rection capabilities and suppressing the retry risk.
4. In situ calibration remains essential even with improved
hardware: The lower half of Table 2 compares QECali with two
baselines under the future error model. In this scenario, LSC still in-
curs a signi"cant qubit count overhead (363%) because the physical
error rate eventually exceeds the threshold, necessitating logical
state transfers for calibration and requiring excessive additional
qubit resource. While slower error drift reduces the frequency of
calibration, LSC still su!ers from a 304% higher retry risk, despite
a modest increase in execution time. This analysis highlights that
evenwith reduced error drift in future systems, large-scale quantum
tasks will still require in situ calibration. The log-normal distribu-
tion of drift time constants 𝑃 (𝑋) across gates ensures that some
physical qubits will remain more vulnerable to drift. Our experi-
ments con"rm that even a small number of underperforming qubits
can signi"cantly increase logical error rates, reinforcing the impor-
tance of runtime calibration for reliable quantum computation.

8.2 Component-wise Analysis
We conducted a detailed analysis of QECali’s key components to
quantify their individual contributions to overall system perfor-
mance. This ablation study focuses particularly on our adaptive
calibration scheduling and resource management strategies.
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Figure 10: d=11 Logical error rate analysis with error drift.

8.2.1. In Situ Calibration’s Impact on LER
We evaluate the impact of the two critical deformation steps in

our calibration framework: qubit isolation and code enlargement.
In Fig. 10, we simulate the LER dynamics during calibration cy-

cles for a 𝑁 = 11 surface code. The red line represents the LER
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Table 2: Comparison of performance for large scale programs

Error drift
Model

Benchmark No Calibration LSC QECali

Name # 𝑇𝐿 # 𝑃 # logical
qubit d # physical

qubit
Execution
time (hour)

Retry
risk

# physical
qubit

Execution
time (hour)

Retry
risk

# physical
qubit

Execution
time (hour)

Retry
risk

Current
model

Hubbard
-10-10 1.64 ⇒ 109 7.10 ⇒ 108 200 25 9.81 ⇒ 105 5.29 ⇑ 100% 4.65 ⇒ 106 5.74 11.3% 1.53 ⇒ 106 5.29 3.13%

27 1.14 ⇒ 106 5.50 ⇑ 100% 5.43 ⇒ 106 5.95 1.22% 1.62 ⇒ 106 5.50 0.38%
Hubbard
-20-20 5.3 ⇒ 1010 1.2 ⇒ 1010 800 29 5.28 ⇒ 106 91.3 ⇑ 100% 2.30 ⇒ 107 101.5 7.35% 7.11 ⇒ 106 91.3 1.88%

31 6.03 ⇒ 106 94.3 ⇑ 100% 2.63 ⇒ 107 108.5 0.79% 8.38 ⇒ 106 94.3 0.20%
jellium
-250 8.23 ⇒ 109 1.10 ⇒ 109 250 39 2.74 ⇒ 106 177 ⇑ 100% 1.29 ⇒ 107 190.5 8.65% 4.87 ⇒ 106 177 2.40%

41 3.03 ⇒ 106 182 ⇑ 100% 1.42 ⇒ 107 195.95 0.91% 5.38 ⇒ 106 182 0.24%
jellium
-1024 1.25 ⇒ 1012 4.30 ⇒ 1010 1024 45 1.66 ⇒ 107 1870 ⇑ 100% 7.17 ⇒ 107 2010.4 3.69% 2.22 ⇒ 107 1870 0.88%

47 1.81 ⇒ 107 2140 ⇑ 100% 7.82 ⇒ 107 2300 0.39% 2.42 ⇒ 107 2140 0.09%

Grover-100 6.8 ⇒ 109 5.4 ⇒ 1010 100 41 1.35 ⇒ 106 220 ⇑ 100% 6.81 ⇒ 106 236.5 6.16% 3.03 ⇒ 106 220 0.98%
43 1.48 ⇒ 106 237 ⇑ 100% 7.49 ⇒ 106 243.67 0.92% 3.33 ⇒ 106 237 0.11%

Future
model

Hubbard
-10-10 1.64 ⇒ 109 7.10 ⇒ 108 200 25 9.81 ⇒ 105 5.29 ⇑ 100% 4.65 ⇒ 106 5.29 3.13% 1.36 ⇒ 106 5.29 3.13%

27 1.14 ⇒ 106 5.50 ⇑ 100% 5.43 ⇒ 106 5.50 0.38% 1.59 ⇒ 106 5.50 0.38%
Hubbard
-20-20 5.3 ⇒ 1010 1.2 ⇒ 1010 800 29 5.28 ⇒ 106 91.3 ⇑ 100% 2.30 ⇒ 107 94.7 7.35% 6.26 ⇒ 106 91.3 1.88%

31 6.03 ⇒ 106 94.3 ⇑ 100% 2.63 ⇒ 107 97.8 0.79% 7.16 ⇒ 106 94.3 0.20%
jellium
-250 8.23 ⇒ 109 1.10 ⇒ 109 250 39 2.74 ⇒ 106 177 ⇑ 100% 1.29 ⇒ 107 183.3 8.65% 3.73 ⇒ 106 177 2.40%

41 3.03 ⇒ 106 182 ⇑ 100% 1.42 ⇒ 107 188.83 0.91% 4.12 ⇒ 106 182 0.24%
jellium
-1024 1.25 ⇒ 1012 4.30 ⇒ 1010 1024 45 1.66 ⇒ 107 1870 ⇑ 100% 7.17 ⇒ 107 1960 3.69% 1.93 ⇒ 107 1870 0.88%

47 1.81 ⇒ 107 2140 ⇑ 100% 7.82 ⇒ 107 2220 0.39% 2.10 ⇒ 107 2140 0.09%

Grover-100 6.8 ⇒ 109 5.4 ⇒ 1010 100 41 1.35 ⇒ 106 220 ⇑ 100% 6.81 ⇒ 106 228.25 6.16% 2.10 ⇒ 106 220 0.98%
43 1.48 ⇒ 106 237 ⇑ 100% 7.49 ⇒ 106 245.89 0.92% 2.31 ⇒ 106 237 0.11%

threshold, indicating the maximum allowable LER to maintain the
desired retry risk level. The blue, green, and orange lines illustrate
LER dynamics under three scenarios: (1) no calibration, (2) qubit
isolation + calibration, and (3) qubit isolation + code enlargement +
calibration. The results demonstrate: (1) Without calibration, the
LER increases exponentially due to error drift. (2) With qubit iso-
lation and calibration but no code enlargement, the LER brie$y
spikes above the threshold due to distance loss from qubit isola-
tion, though it eventually falls below the threshold after calibration.
(3) The complete QECali scheme, incorporating both qubit isola-
tion and code enlargement, quickly restores error protection and
keeps the LER consistently below the threshold. Importantly, this
compensation mechanism of QECali proves highly e#cient: the
code distance reduction (ω𝑁) during calibration requires only a
𝑁 + ω𝑁 expansion, resulting in 14% additional physical qubits. This
modest overhead can be further optimized by adjusting calibration
intervals to minimize distance loss. Moreover, since compensation
qubits are only needed during calibration, they can be shared across
di!erent logical qubits through our $exible layout scheme. This
sharing reduces the net qubit overhead to 6%, while maintaining
sub-threshold logical error rates throughout computation.
8.2.2. Impact of Drift-based Calibration GroupingWe compare
three calibration grouping strategies: (1) Ideal grouping, where each
gate is calibrated only when its error reaches the threshold, (2)
Uniform calibration, where all qubits are calibrated whenever any
qubit requires calibration, and (3) QECali’s adaptive grouping. Our
evaluation shows that QECali reduces the total number of calibra-
tion operations by 3.63x to 11.1x compared to uniform calibration
(Fig. 11), signi"cantly lowering operational overhead without com-
promising error protection. This reduction stems from avoiding
unnecessary calibrations of stable qubits. Instead, QECali leverages
the natural variation in qubit stability, as evidenced by the normal
distribution of drift rates (Fig. 11), and assigns calibration schedules
based on individual drift patterns.
8.2.3. Impact of Intra-Group Calibration Scheduling

Calibration scheduling must balance speed against qubit over-
head: more parallel calibrations reduce execution time but require
more compensation qubits. Neither purely sequential nor fully par-
allel approaches are optimal for practical systems.

Figure 11: Reduction in calibration count through adaptive
calibration assignment.

To quantify this trade-o!, we evaluate scheduling strategies
using a space-time overhead metric: Overhead = ω𝑁 ⇒ 𝑃 (Cali),
where ω𝑁 represents the temporary reduction in code distance
during calibration, and 𝑃 (Cal) is the total calibration time. This
metric captures both the spatial cost (additional physical qubits
needed for code compensation, which scales as O(ω𝑁)) and temporal
cost (duration of reduced error protection) of the calibration process.

We compare three scheduling approaches: sequential calibration,
which processes one gate at a time; bulk calibration, which cali-
brates as many gates as dependencies allow and achieves maximal
parallelism; and QECali’s adaptive scheduling, which optimizes the
parallelism-overhead trade-o!.

Our results (Fig. 12) show that QECali reduces space-time over-
head by 2.89 times compared to sequential calibration and 3.8 times
compared to bulk calibration. This improvement demonstrates
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that naive approaches to parallelization can be counterproduc-
tive—either consuming excessive qubit resources (bulk) or requiring
unnecessarily long calibration times (sequential). QECali’s adaptive
scheduling "nds an e!ective balance, minimizing both resource
requirements and calibration duration.
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Figure 12: Space-time overhead of calibration of code with
di!erent code distance

8.3 QECali on real quantum device
Real quantum devices present additional challenges: non-uniform
gate "delities, complex error correlations, and hardware-speci"c
constraints. To validate QECali’s practicality, we implement 𝑁 = 3
surface codes on two state-of-the-art quantum processors with
distinct architectures: (1) Rigetti Ankaa-2 with a square lattice
architecture, and (2) IBM-Rensselaer with heavy-hexagon architec-
ture. We compare three scenarios: (1) optimal (“Original” column),
(2) drifted, where a single gate’s (either single-qubit or two-qubit
gate) calibration parameters are replaced by those drifted after 8
hours (“drifted 1Q” and “drifted 2Q” columns), and (3) drifted + qubit
isolation (two “isolated drifted” columns).

Figure 13: Logical error rate of a 𝑁 = 3 surface code on Rigetti
Ankaa-2 and IBM-Rensselaer

Standard surface code on Rigetti Ankaa-2: Our results (Fig. 13)
reveal that even a single uncalibrated gate increases the LER by
41.6% for a single-qubit gate and 135.5% for a two-qubit gate. In

contrast, QECali’s qubit isolation and recalibration strategy incurs
only a minor LER increase during calibration: 13.1% for single-
qubit gates and 21.0% for two-qubit gates. This demonstrates that
isolating high-error-rate qubits a!ected by error drift e!ectively
suppresses the LER, requiring only a modest qubit overhead for
code enlargement to restore QEC capability to the original LER level.
Without isolating drifted qubits, signi"cantly more qubits would
be needed for enlargement, as the LER di!erence between drifted
qubits (“drifted 1Q” and “drifted 2Q” columns) and the optimal
ones (“Original” column) is much larger than that between the
drift-removed qubits (“isolate drifted 1Q” and “isolated drifted 2Q”
columns) and the optimal ones.
Heavy-hex surface code on IBM-Rensselaer: We observe simi-
lar results on the IBM-Rensselaer device. The drift of a single gate
increases the LER by 55.0% for single-qubit gates and 178.2% for
two-qubit gates. In contrast, removing the drifted qubits limits the
LER increase to just 22.8% and 33.6%, signi"cantly reducing the
qubit resources required to restore the original QEC protection
level. Notably, this device is more sensitive to drifted errors than
the Rigetti Ankaa-2 device, as evidenced by the larger LER increases
(55.0% and 178.2% compared to 41.6% and 135.5%). We speculate
that this heightened sensitivity arises from the heavy-hex topol-
ogy, where two-qubit gates are shared across multiple stabilizer
measurements, amplifying the e!ect of individual gate errors.

These real-device experiments con"rm that qubit isolation is an
e!ective strategy for addressing drifted errors, requiring minimal
qubit overhead for code enlargement. By combining qubit isolation
with code enlargement, the LER can be kept su#ciently low to
safeguard ongoing computation while enabling e#cient calibration.

9 Conclusion
We present QECali to enable in-situ calibration of physical qubits
while maintaining QEC in surface codes. Through selective qubit
isolation and dynamic code enlargement, QECali achieves concur-
rent calibration and computation while preserving error correction
capabilities. As quantum systems scale and computation times in-
crease, QECali’s approach to resource management provides a prac-
tical foundation for maintaining reliable quantum error correction
during extended computations.
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A Artifact Appendix
A.1 Abstract
The artifact contains the source code used to generate, simulate,
and evaluate the in-situ calibration methods presented in this pa-
per. Since certain results presented in this work utilized premium
quantum hardware that require access tokens, this artifact provides
a simulation method for certain tasks. Users who have access to
di!erent quantum hardware platforms can take the circuits gener-
ated within the artifact and manually execute them. The artifact
provides Jupyter notebooks and python "les to reproduce major
results in Figure 10, Figure 12, and Table 2.

A.2 Artifact check-list (meta-information)
• Program: Stim
• Run-time environment: Jupyter Kernel
• Hardware: AMD EPYC 9534 64-Core
• Execution: Stim circuit simulation
• Output: Error rate, space-time overhead, qubit usage, and related
metrics

• Experiments: Surface code and in-situ calibration simulation
• Howmuch disk space required (approximately)?: 1 GB to store
the artifact directory and python virtual environment.

• How much time is needed to prepare work"ow (approxi-
mately)?: 10 minutes

• How much time is needed to complete experiments (approxi-
mately)?: 1 hour

• Publicly available?: Yes
• Code licenses (if publicly available)?:MIT License
• Work"ow automation framework used?: Jupyter notebook
• Archived (provideDOI)?: https://doi.org/10.5281/zenodo.15104546

A.3 Description
A.3.1 How to access. The artifact is available on Zenodo
https://doi.org/10.5281/zenodo.15104546.

A.3.2 Hardware dependencies. The artifact relies on quantum cir-
cuit simulation available through the Stim. Any system which can
run python programs should be able to evaluate the artifact.

A.3.3 So!ware dependencies. The dependencies are listed within
requirements.txt.

A.4 Installation
The README.md contains detailed instructions to prepare the python
environment. After downloading the artifact zip!le, and extracting
the contents, the environment can be installed via:

# cd QECali_ISCA_Artifact
# pip install -r requirements.txt The user can then open the jupyter

lab with the command:
# jupyter lab
The jupyter notebook !les contain major results used in this paper.

A.5 Evaluation and expected results
The notebook space_time_overhead.ipynb contains examples how
the space time are computed using the results of the code defor-
mation and calibration time. The notebook stim_error.ipynb simu-
lates the logical error rate analysis with error drifts, utilizing real-
machine data including initial error rate and error growing rate. The
python "le evaluation.py calculates the error rate of application-
oriented benchmarks listed in Table 2. The calculation utilizes a cus-
tom simulator based on the path "nding process of lattice suggery.
A folder ben_gen_example is provided to generate benchmarks
in Table 2. Also, pre-generated benchmarks are stored in bench
folder. The python "le heavy_hex.py contains the simulation and
deformation of surface code on heavy-hex topology.

A.6 Methodology
Submission, reviewing and badging methodology:

• https://www.acm.org/publications/policies/artifact-review-and-
badging-current

• https://cTuning.org/ae

https://doi.org/10.5281/zenodo.15104546
https://www.acm.org/publications/policies/artifact-review-and-badging-current
https://www.acm.org/publications/policies/artifact-review-and-badging-current
https://cTuning.org/ae
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