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SELF-SIMILAR SETS AND LIPSCHITZ GRAPHS

BLAIR DAVEY, SILVIA GHINASSI, AND BOBBY WILSON

ABsTrACT. We investigate and quantify the distinction between rectifiable and purely unrectifi-
able 1-sets in the plane. That is, given that purely unrectifiable 1-sets always have null intersections
with Lipschitz images, we ask whether these sets intersect with Lipschitz images at a dimension
that is close to one. In an answer to this question, we show that one-dimensional attractors of
iterated function systems that satisfy the open set condition have subsets of dimension arbitrarily
close to one that can be covered by Lipschitz graphs. Moreover, the Lipschitz constant of such
graphs depends explicitly on the difference between the dimension of the original set and the subset
that intersects with the graph.
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1. INTRODUCTION

Rectifiable sets have been widely studied in the last century, following the pioneering work of
Besicovitch, Federer, and Marstrand [Bes28, Fed47, Mar54|, among many others. They have been
since characterized and utilized as a class of “nice” sets for many problems in analysis. Their “bad”
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counterpart, purely unrectifiable sets, have also been studied for their remarkable measure theoretic
properties. Attempting to provide a complete reference list for such statements is beyond our scope;
see for instance [Mat95, Fal86] for an exposition of such topics.

Here we focus on one-dimensional sets in the plane with finite and positive measure (1-sets); those
sets £ C R? with dim(F) =1 and 0 < H!(E) < co. Here dim(-) denotes the Hausdorff dimension
and H® denotes the s-dimensional Hausdorff measure, see Definition 2.2. Let Z denote the collection
of all Lipschitz images in the plane. That is, we say that I € Z if there exists a Lipschitz function
g : R — R? such that I = g(R). We say that a l-set E is rectifiable if there exists a countable
collection of Lipschitz images {I;};-, C Z for which

7ﬂ<E\GA>:0

On the other hand, F is said to be purely unrectifiable if for every Lipschitz image I € Z, it holds
that

HY (ENT)=0.
Therefore, it is natural to ask: Do purely unrectifiable sets see Lipschitz images at a lower dimension?
In particular, we ask the following:

Question 1. If E C R? is a purely unrectifiable 1-set, how large is
sup{dim(ENI): I €I}?
In Section 2, we prove that if F is an Alfhors regular, purely unrectifiable 1-set, then
sup{dim(ENI): I eZ}=1.

That is, we use a S-number computation to show that there exists I € Z such that dim (ENI) = 1.

As shown in [GKS10], and expanded upon in [BS23| and [Bad1l9], if one considers rectifiable
measures that are not absolutely continuous with respect to Hausdorff measure, then there exist
measures with support equal to R? that are carried by one-dimensional sets and are Lipschitz image
rectifiable but have measure zero when intersected with any Lipschitz graph. However, as long as one
focuses their attention on rectifiable or purely unrectifiable sets (as we do), we can replace Lipschitz
images by Lipschitz graphs in the above definitions. The natural question then becomes: What if
we restrict to Lipschitz graphs instead of images? Let G denote the set of one-dimensional Lipschitz
graphs in the plane. Now we ask the following question:

Question 2. If E C R? is a purely unrectifiable 1-set, how large is
sup{dim (ENT):T € G}?

As a starting point, we consider straight lines as a “toy example” for graphs, and pose the following
question:

Question 3. If E C R? is a purely unrectifiable 1-set, what can be said about
sup{dim (ENL):Le A(2,1)}?
Here A(2,1) denotes the collection of all lines in R2.

The main goal of this paper is to quantify the difference between rectifiable and purely unrectifiable
sets and their relationships with the families of sets discussed above. As we show in Section 2, the
heart of the matter will be Question 2, as Questions 1 and 3 are somewhat less involved. In the
case of lines, the answer depends on the specific geometry of the set; while for the case of Lipschitz
images, we show that for many purely unrectifiable sets, the intersection with the set has dimension
1, of course with zero measure. This result for Lipschitz images is given in Proposition 2.8. Our
answer to Question 2 regarding Lischitz graphs is given in Theorem 2.10.

An important class of purely unrectifiable sets arise as the attractors of dynamical systems known
as iterated function systems (IFS). Many well known fractals are attractors of IFS which satisfy the
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open set condition. See [Sch94, Sch96] for more details about the necessity of the open set condition.
In this paper, we focus on 1-dimensional attractors of iterated function systems that satisfy the open
set condition (see Section 3 for definitions). By assuming the open set condition, the sets that we
work with necessarily have two fundamental properties: self-similarity and Ahlfors regularity, both
of which are key factors in our constructions.

A natural question in the theory of IFS is whether their attractors can be parametrized by nice
curves. In this direction, Hata [Hat85] showed that if the attractor of an IFS is connected, then it is
the continuous image of [0, 1]. More recently, Badger and Vellis [BV21] improved the aforementioned
result by showing that if an attractor is connected, then it is the image of a Holder curve. Shaw and
Vellis [SV24] provide sufficient conditions for the attractor of an infinite IFS to be parametrized by
a Holder curve.

When working with the attractor of an IFS, our primary goal in the Lipschitz graph contructions
will be to identify what we refer to as “good directions”. These will be directions over which, at a given
step of the construction, one can construct rectilinear graphs whose neighborhoods cover a significant
number of the “pieces” of the IFS. This idea is reminiscent of the application of Dilworth’s lemma
in the papers of Alberti, Csornyei, and Preiss [ACP05, ACP10] where they construct neighborhoods
of 1-Lipschitz graphs that contain significant subsets of finite point sets. Dilworth’s lemma in
this context is not strong enough for us to reach our final conclusion, so we are required to use
information about the structure of projections of the IFS. To that end, we turn to quantitative
projection theorems.

In [Tao09, DT22], the authors prove quantitative Besicovitch projection theorems and they
demonstrate that the extent to which a set cannot be covered by Lipschitz graph neighborhoods
leads to an upper estimate on Favard length (the average size of the projections) of a neighborhood
of the given set. More recently, in [CDOV24], the authors establish quantitative Lipschitz cover-
ing results for sets with large Favard length. Lower bounds on the Favard length (due to Mattila
[Mat90], see also Bongers [Bonl19] where convexity arguments are used to re-prove some of the re-
sults in [Mat90]), combined with the ideas in [Tao09, DT22| would imply that most sets can be
covered (locally) with some Lipschitz graph neighborhoods. However, the locality condition and the
fact that the proofs are not constructive limit their adaptability to our setting. Therefore, in this
article, we have detailed a completely novel algorithm for the identification of good directions and
the construction of the Lipschitz graphs.

We do not know if the bounds on the Lipschitz constants in Theorem 2.10 are sharp. It would
be interesting to know whether these results extend to a broader class of sets, such as higher-
dimensional, higher-codimensional, or not self-similar sets. In these more general cases, obstacles
with varying degrees of difficulty appear, including the fact that the regularization of self-similar sets
4 la Peres and Shmerkin [PS09] is not as strong and the process of constructing higher dimensional
Lipschitz graphs is not as simple as the process for one-dimensional Lipschitz graphs.

1.1. Organization of the article.

The organization of the paper closely follows the steps we took in approaching the problem: In
Section 2, we first address Questions 1 and 3. Section 3 provides definitions and preliminary results
for iterated function systems, which can be of interest on their own. In Section 4, we demonstrate
a general Lipschitz graph construction that parametrizes the limsup set of a suitable family of
well-separated nested compact sets. In the sections that follow, we provide answers to Question 2.

In Section 5, we present two graph constructions for the 4-corner Cantor set, C4. Note that
the set C4 was used as an example of a set with positive 1-measure and zero analytic capacity
in [Den32, Gar70]. The first construction described in Section 5 is ad hoc, while the second one
illustrates the general method that is used in Section 6.
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In Section 6, we consider the attractors of rotation-free iterated function systems. We first
introduce the Favard length, and by using the universal lower bound on its decay (due to Mattila
[Mat90]), we are able to find a substantial and well-separated set, in the vein of [Tao09, DT22].

More specifically, since the Favard length of each neighborhood of the attractor is substantial, then
for each neighborhood, there must be at least one good angle onto which the orthogonal projection
is substantial. By recasting the attractor of an IFS as a limit of its “generations”’, we see that every
generation has a good angle onto which its projection is substantial. From this observation, we use
a Vitali-type argument to show that the substantial projection can be “nearly” covered by a well-
separated set. This reduction to a substantial “near cover” corresponds to a sub-IFS of an iteration
of the original IFS with a relatively high similarity dimension. Since the sub-IFS is also rotation-free,
then all of its generations have well-separated projections onto the fixed angle. Using self-similarity,
we recursively build the Lipschitz graph over the attractor of this sub-IFS and carefully track its
Lipschitz constant.

In the rotational case, presented in Section 7, the construction is much more delicate. Due to the
presence of rotations, an angle that may be good at one scale could fail to be good at other scales,
making it difficult to choose a projection angle. To overcome this challenge, we rely on ergodic
theory. The first step in the construction is to reduce the original IFS to a uniform sub-IFS (with
a loss of dimension), and here we follow a result of Peres and Shmerkin [PS09]. In the second step,
we use additional tools from [PS09] to show that every generation of the uniform sub-IFS has lots
of good projection angles. The ideas here are reminiscent of Mattila’s lower bound in [Mat90], but
the additional quantitative information is important for our application. We then use the maximal
ergodic theorem to argue that there is at least one angle onto which most generations have good
projection properties. With the good angle in hand, we then mimic the techniques in the previous
section to build the graph.

Since it is absent from the literature, our Appendix A includes a proof, due to Davies, of the fact
that H'(C4) = v/2. A different proof of the same fact can be found, in French, in [Mar79].

1.2. Notation.

For a set £ C R? we write int(E) to denote it interior, E to denote its closure, conv(E) to
denote its convex hull, and diam(F) to denote its diameter. Given r > 0, E(r) denotes the closed
r-neighborhood of E; that is, E(r) = {y € R?: |z — y| <r for some z € E}. We write B(z,r) =
{y e R%: |z —y| < r} to denote the closed ball of radius r centered at x € R%. A cube Q C R has
sidelength denoted by ¢(Q). Given a cube @ and a constant ¢ > 0, we use the notation ¢ @ to denote
the cube with the same center at @) and sidelength £(c Q) = c4(Q). If {E;} is a disjoint collection

of sets, then we may write |_|Ej to emphasize that the union is disjoint. If F is a finite set, then

we write #E to denote the number of elements in E. For a Lebesgue measurable set E C R?, |E|
will denote the Lebesgue measure of E. Let Py : R2 — R denote the orthogonal projection onto a
line of angle 6. That is, Py(z) = z cos@ + ysin@ for any point z = (z,y) € R%. We may also write
P, and P, to denote the projections onto that - and y-axes, respectively. For inequalities, we write
A < B if there exists a constant ¢ > 0 such that A < ¢B.
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2. INTERSECTIONS WITH LINES AND LIPSCHITZ IMAGES

Here we provide answers to Questions 3 and 1. We begin with a few definitions that allow us to
describe graphs and s-sets.

Definition 2.1 (Lipschitz functions). For ACR, let g: A - R and set T = {(z,g(z)) | z € A} to
be its graph. We say that g is Lipschitz if there exists A > 0 such that, for all x,y € A,

[f (@) = fF()] < Ale —yl.
We say that g is biLipschitz if there exists A > 0 such that, for all z,y € A,

1
ye =yl < 1f(@) = fy)l < Alz —yl.
If g is Lipschitz, then we define the Lipschitz constant as
Lip(T') = inf{X e R | |g(x) — g(y)| < Mz —y|, for all x,y € A}.
Definition 2.2 (Hausdorff measure and dimension). For any E C R4, 6 >0 and s > 0, define
H3(E) = inf {Z diam (U;)°* : E C | J U, diam (U;) < 5} :
i=1 i=1
The s-dimensional Hausdorff measure of a measurable set E C R? is defined as
H(E) = %J%ng(E).
The Hausdorff dimension is defined as
dim(E) :=sup{s >0 : H*(E) > 0}.
Definition 2.3 (Ahlfors regularity). We say that a set E C R? is s- Ahlfors regular if there erist
constants a,b > 0 such that, for all x € E and r € (0,dilam(FE)), we have
ar® < H*(EN B(x,r)) < bre.
We refer to a and b as the Ahlfors lower and upper constants, respectively.

2.1. Intersections of purely unrectifiable 1-sets with lines.

In response to Question 3, the following discussion shows that the answer depends on the specific
geometric structure of the 1-set E.
The following result shows that the intersection dimension can be zero.

Proposition 2.4 (Simple Venetian blind construction). There exists an s-set E C [0,1]> such that
s €[1,2] and
sup{dim(ENL):Le A(2,1)} =0.
This proof is adapted from the proof of [Fal86, Theorem 5.11].
Proof. Consider a sequence of integers {my};>, such that ms; — oco. Define two sets A, B C [0, 1]
by
A= 4 a; € {0,1}, a; =0 for moy < j < mog4q for all k

27
Jj=1

B :

E 2—; 2 bj € {0,1}, b; =0 for max_1 < j < mgy for all k
j=1

If my = 101°", then as shown in [Fal86], dim (A) = dim (B) = 0.
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Set E = A x B. Recall that Py denotes the orthogonal projection onto the line of angle 6. Since
A+ B =[0,1], then dim (Pz (E)) = 1 and it follows that dim(E) > 1.
Whenever L € A(2,1) is not a horizontal line, since the projection of L onto the z-axis is a
biLipschitz map, then it holds that
dim(ENL)=dim(Py(ENL)) <dim(Py(F)) =dim(A) = 0.
Similarly, for any non-vertical line L € A(2,1),
dim(E N L) = dim(Pz (£ N L)) < dim(Pg (E)) = dim(B) = 0.
Therefore, for any line L € A(2,1), dim(E N L) = 0, and the conclusion follows. O

By example, we can show that other values in (0,1) may be achieved as the dimension of inter-
section with lines.

o0
Let C4 be the 4-corner Cantor set, defined as Cy = ﬂ C,, where Cy = [0,1]?, C; is the union
n=0
of the 4 squares at the corners of side-length %, and similarly C,, is the union of 4™ squares of
side-length 4™. Since any line that intersects Cj can intersect at most two of the squares in C7, then
an iterative argument shows that

1
sup{dim (C4NL): L e A(2,1)} = 3
In particular, C4 covers the mid-range of Question 3.

o0
For k > 4, let Cx be a k-square Cantor set, defined as C, = ﬂ Ch, where Cy = [0,1]2, and C;
n=0
is the union of k£ squares, each of side-length %, 4 of which are placed in the corners of Cy, and the
remaining k — 4 are evenly spaced along the z-axis. Then C), is defined recursively to consist of k™
squares of sidelength k£~". Images of the first two iterations of Cg are provided in Figure 1. If L is
log (k — 2)
logk
In particular, by choosing k > 1, we may make the intersection dimension arbitrarily close to 1.

the horizontal line through the origin, then dim (C, N L) =

FiGURE 1. The first two iterations in the definition of Cg

2.2. Intersections of purely unrectifiable 1-sets with Lipschitz images.

In response to Question 1, we use the Analyst’s Traveling Salesperson Theorem to prove that
for Ahlfors regular 1-sets, we can always find a Lipschitz image whose intersection with the set has
dimension 1. Recall that Z denotes the collection of all Lipschitz images in the plane. To state the
theorem, we first need to define dyadic cubes and S-numbers.

Definition 2.5 (Dyadic cubes). We let Q denote the collection of dyadic cubes; that is,
Q= {[kZ*", (k+1)27") x 127", (j+1)27") : k,j,n€ Z} .



SELF-SIMILAR SETS AND LIPSCHITZ GRAPHS 7

The collection of all dyadic cubes Q for which the sidelength is 2™, written £(Q) = 2™, is denoted
by
Q= {[k27", (k+1)27") x [j27",(j +1)27") : k,j € Z} .
Note that if Q € Q,,, then for any k € N, (2k + 1) - Q can be realized as a union of cubes in Q,.
Definition 2.6 (3-numbers). Given E C R? and Q € Q, define

inf sup diam(Q) 'dist(z,L) fENQ # o
Be(Q) = LeA(2,1) ze ENQ
0 fENQ=2.

Theorem 2.7 (Analyst’s Traveling Salesperson Theorem, Theorem 1 in [Jon90]). A bounded set
E C R? is contained in a Lipschitz image I € T if and only if

(1) B*(E) =Y B%(3Q) diam(Q) < 0.

QEQ
More precisely, if 32(E) < oo, then there exist a curve I € T so that I O E and H*(I) < diam(FE) +
BA(E). If I € T is any curve containing E, then diam(FE) + 8%(E) < H(I).

Proposition 2.8 (Lipschitz images result). For any Ahlfors reqular 1-set E C R?, there exists I € T
such that dim(ENI) =1.

Proof. Let E C R? be an Ahlfors regular 1-set with Ahlfors lower and upper constants a and b,
respectively. For each n € N, let &, C Q,, denote the collection of dyadic cubes of sidelength 27"
that intersect F in a substantial set. That is,

2) tn={aeQ.:n(ENg =327}
For any cube @ C R? (not necessarily dyadic), we define the collections
3) 0.(Q)={q€Qn:qCQ}

and

(4) En(@Q)={g€bn:qCQ}

and note that £,(Q) C Q,(Q). Given Q € &, if n > m, as shown in Lemma 2.9, there exist
constants ¢y, C1, depending solely on a and b, so that

(5) max {1,¢,2" 7"} < #E, (1 + 27" Q) < Cr2n

In fact, as shown in Lemma 2.9, for any ¢ € Q,, (Q) with H! (ENgq) > 0, either ¢ € &,, or q is
adjacent to a cube in &,. The scaling of @ by (1 4 2'=("=™)) in (5) accounts for this adjacency
issue. Without loss of generality, we assume that C; > 1.

We now begin the construction of a 1-dimensional set F' C E that is contained in a Lipschitz
image. By Theorem 2.7, F is contained in a Lipschitz images iff 52(F) < co. Since Br(3Q) < 1
for any @, then we see from (1) that it suffices to construct the set F' in such a way that the set of
neighboring cubes N = {Q € Q : 3Q N F # @} has the property that

Z diam(Q) < oo.
QeN

On the other hand, we need to have enough cubes to get a sufficiently large dimension estimate. To
that end, we also ensure that

i 0EHQEQ, 1 QNF £ 2Y)
n—oo log(2")

>1

)

then we apply Proposition 3.16. We use collections of squares, F, C Q,, to define the set F.
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We construct the collections F,, by induction. Let {Nj}7° , be the increasing sequence of integers
that is recursively defined by Ny = 0 and, for k € N,

N = Np_1+ k.

Let A = ﬁlcl’ where ¢1, C appear in (5). Choose F; = Fy, C & to be a maximal set of cubes with
the property that whenever @1, Q2 € Fi, it holds that 5Q1 N5Q2 = &. We refer to this property as
the 5-separation condition. Let M = #JF;. We construct the collections F,, C Q,, recursively and
show by induction that for all £ € N, Fn, C &, is a collection of cubes for which the 5-separation
condition holds and

(6) #FN, € [MNT12N1 paNe—t]
In addition, for every n € (Nj, Ni4+1), we show that
(7) #Fn < MCy2"F,

where C5 depends only on a and b.

Since N7 = 1, then (6) holds with k = 1 and the 5-separation condition also holds by construction.
Assume that Fy, C En, has been defined so that (6) holds and the 5-separation condition holds.
For each n € (N, Ni11], the collections F,, are constructed in the following order: we first use Fy,
to construct an auxiliary set Gy, ,, 1, then we use Gy, ., 1 to define Fy, ,, and then we go back
and use Fpy, ., to define F, for each n € (Ng, Npy1). Since we are dealing with cubes at many
scales, we will use R and ¢ to denote cubes in Fy, and Fu;,_,, respectively, and we will reserve @
to denote cubes in Q,, for n € (Ny, Ngit1).

We start with the construction of G,,, where n = N1 — 1. Let gg C &, be the subcollection
defined by

Gri= |J &(+2'"")-R).
ReFn,

By the 5-separation condition on Fy, , this union is disjoint, so the bounds from (5) and the inductive
hypothesis described by (6) show that

#G0 = Y #E((1+2"7%)- R) € [Mep\ 12k, MCy2nF] .
ReFnN,

Now define G,, C g2 to be a maximal subcollection of cubes with the 5-separation condition. Since
G, is maximal and the set is in the plane, #G, > ##gg and we see that

#Gn € [Mcy 10721277k M Cy2mH] .

Next, we construct Fy,,, € En,,,. Define }'R,kﬂ by choosing one cube, g € En,.,(2Q), for each
of the @ € Gn,,,—1. Since each @ € &, ,—1, then the lower bound in (5) implies that such a
q = q(Q) always exists. Because Gy, ,—1 has the 5-separation condition, then @ — ¢(Q) is injective
and #f]%kﬂ = #GnN,,,-1. Recalling that C; > 1, we reduce this set to Fp,,, by selecting cubes so
that #Fn,,, < &-#Fx,,, and then

HFNps € [MAF2NE Dp2NH]

which establishes (6).

For each ¢ € Fy,,,, there exists a unique @ € Gy, ,—1 for which ¢ C 2Q, which implies
that 3¢ C 3Q and 5¢ C 5Q. As Gp,,—1 satisfies the 5-separation condition by construction,
then Fy, ., inherits the 5-separation condition, as required. And since each Q € Gy, , 1 satisfies
Q C (1 + 21_’“) - R for some R € Fu,, then 3Q) C 3R. Combining these observations shows that

() U 3¢c U 3c | 3k

GEF N, QEGN, 11 REFN,
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Therefore, with Fj, := |_| 3R, it holds that Fyy1 C Fj and by the 5-separation condition, these
REFN,
unions are disjoint. We note that each Fj, can be realized as a union of dyadic cubes in Qy, .
Finally, for n € (Ni, Ni41), define

Fo= |J {Qe€Q.: Qn3g#o}

9E€EF Ny

That is, F,, is the smallest collection of cubes in Q,, that covers Fj11. The observation in (8) shows

that | J @ C Fx= || 3R which implies that | | 3Q € [ J 5R. Let Gx = | | 5Rand
QEF, ReFn, QEFn ReFn, ReFn,

note that the union is disjoint by the 5-separation condition. For each R € Fj,, there exists x €

EN R, so Ahlfors regularity implies that H! (EN5R) < H!' (E N B(z,3v2-27Nr)) <3by/2.27 Ve,

Therefore,

(9) H' (ENGy) = Y H'(EN5R)<3bv2-27 Vgt Fy, <3MbV2-27F,
ReFnN,

where we have applied the upper bound from (6).

Define F,, = U {Qe€eQ, : ¢CQ}C F,. f Q€ F,\F,, then Q must be a neighbor

9E€EF Ny
to some Q' € F,. Since each cube has eight neighbors, then #F), > #F,. Since Fn,,, € Enyyss
then for each Q € F/,, we have H! (EN Q) > %2‘Nk+1 > 0. Following the argument in the proof of
Lemma 2.9, either Q € &,, or Q has a neighbor in &,, so H' (EN3Q) > 227" for every Q € FJ,.
Thus, because G 2 U 3Q 2 U 3Q, we see that
QEF, QeF],

1 1 1 —n 9—n
(10) HY(ENGy)=H'|En | 3Q >— > Em3Q)>—2 #F n_gg #Fn,
QeF), Qe]—"

where the § accounts for possible overlaps. Combining (9) with (10) shows that (7) holds with

9
Cy = %. The inductive argument is complete.

Recall that Fi1 C F) and define

F_ﬂFk_ﬂ U sr

k=1 RG]'-Nk

Since Fp, C &n, for every k € N and

N U 6QQ26U3Q,

n=1 {QeQn:QﬂE;éZ} k=1Q€EN,

then F' C E.

Let N ={Q € Q: FN3Q # @}, the set of all dyadic cubes that are a neighbor to a cube that
intersects F. Note that if @ € @\ N, then $%(3Q) = 0. Define N,, := N'N Q,,. Observe that for
any k € N,

Ny, ={QeQn, : FN3Q#2} C{QeQn, : FxN3Q#2}=¢Q€Qn,:QC || 5R

ReFn,
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In particular, #Nx, < 25#Fn,. On the other hand, if n € (Ny, Ng11) for some k € N, then because

Friq C U Q, we see that
QeFn

No=NNQ,ClQeQu:| |JQ|nN3Q#23c{@€Q.:Q c | 3Q

QEFn QEFn

and then #N,, < 9#F,,. Now we have

oo Nigy1—1
=) AFBQ)diam(Q) < Y diam(Q) =Y Y > diam(Q)
QeQ QEN k=1 n=Np QEN,
oo Ngy1—1 oo Nit1—1
=3 ) #N.2"< 252#%2—1“ +9> N #F2T
k=1 n=N k=1n=Np+1
oo Ngg1—1
<25ZM2_ +9) Y MGyt Z (25 + 9Cok) 27F
k=1n=Ng+1 k=1

Therefore, Theorem 2.7 implies that there exists I € Z such that F' C I.

By construction, {F;},-, is nested and each Fy, is a disjoint union of #Fy, cubes with diameter
3v/2 - 27Nk Thus, we may use Proposition 3.16 to estimate the dimension of F. Since Nj =
Nj—1 + k = BED and #Fy, | > MAF22Ve-2 then

lim inf 710g (#}—N’“*l) > liminf log M + (k — 2)10g A + Ny log 2
F=oe og (&) koo N log2 — log(3v/2)

3v2
klog( ) + log (GM‘/_)

=1 h’fnigolf @ log 2 — log(3v/2) -
and it follows that dim(F') > 1. Since F C E and F C I, then
1 <dim(F)=dim(FNI)<dim(ENI) <dim(E)=1,
and we conclude that dim (F N I) =1, as required. 0

Lemma 2.9 (Cube count lemma). Let E C R? be an Ahlfors regular 1-set with Ahlfors lower and
upper constants a and b, respectively. Define &, and £,(Q) as in (2) and (4), respectively. There
exist constants c1,C1, depending only on a and b, so that for any Q € &, and any n > m, it holds
that

max {1,c;2" 7™} < #E,((L+27 (™). Q) < Cr2n ™.

Proof. Let Q € &,,. Since ENQ # @, then there exists an x € E N Q, and for any such z, it holds

that (1 + 21_(n_m)) QCB ( ; \;’—2 ™). Ahlfors regularity implies that
S )= T iy
g€ Qn ((1+21=(=m)).Q)
2 > H' (ENq) > #En ((1 - 21‘<""”>) - Q) 32—"

g€€n((1421-(=m).Q)

which gives the upper bound with C; = 2%

V2a®
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If g € Q,((1+2'"(""™).Q) (as defined in (3)) and H'(ENgq) > 0, then either ¢ is in
En (1 4270mm)) . Q) or g € &, ((1+27("=™) . Q), where

€@ ={1€Q@:# (Enge (0.527)}.

8
If g € €, (Q), then for any z € ENg, B(z,27") C qU U gk, where each g denotes one of the eight

k=1
neighbors of ¢q. Therefore, Ahlfors lower regularity shows that

8 8
27" <H' (ENB(z.27")) <H' | E dg-n Y E
a <H' (ENB(z, ))_H( ﬁ(quL_quk>><9 —I—ZH( Nqx)

k=1

from which it follows from pigeonholing that H' (E N qx) > &/(q) for some k. That is, for every
q € &, (Q), there exists a neighbor ¢’ € &, ((1+ 21’(”*’”)) -Q). Since H' (ENQ) > 0, then we
must have that #En((l + 21*("””)) - @) > 1. Since each ¢’ can be a neighbor to at most eight
cubes, then #&,(Q) < 8#&,((1 4 2'-=™)) . Q). It follows that

m 1 1
§2 <HY(ENQ) < Y. H'(Eng+ Y, H'(ENg)

qe&(Q) q€€n(Q)
< 32—"+ o (EmB(xq,2—"+%))
4€€,(Q) 4€E(Q)

<#& ((14+270=m) Q) <%a + \/ib) 2"

which gives the lower bound with ¢; = O

_a
8a+9v2b"

The remainder of the article will be dedicated to answering Question 2, that is, to understanding
whether a Lipschitz graph sees a high-dimensional subset of a purely unrectifiable 1-set. Our results
are summarized in the statement below.

Theorem 2.10 (Lipschitz graph theorem). Let C C R? be the 1-dimensional attractor of an iterated
function system that satisfies the open set condition. There exist constants by, by such that for every
€ > 0, there exists a Lipschitz graph I' that satisfies

dim(CNT)>1-¢
and
Lip(T) < by exp(bae ™ log(e™1)).

We establish this result in four settings below. The first two settings are different versions of the
theorem in the case where C' = C4, the 4-corner Cantor set; see Propositions 5.2 and 5.3. Note that
in those two cases, the bound on the Lipschitz constant is much smaller, as shown in the table below.
Next, in Theorem 6.6, we establish a version of this result for attractors of rotation-free iterated
function systems. Finally, Theorem 7.11 applies to attractors of general iterated function systems.

The following table summarizes the four results described by Theorem 2.10. The bounds on the
Lipschitz constants appear in the third column. Here we use ¢ to denote a universal constant. The
constant ¢g depends on the number of maps in the iterated function system (denoted by M in the
fourth row) and the largest scale factor (which is max {ry,...,ra} using the notation in the fourth
row). Finally, if K denotes the convex hull of the fixed points of the IFS, then v = eigsfl | Py (K.
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Result Set Type Lipschitz constants bound

Propositions 5.2 | C4, ad hoc construction ce?

Propositions 5.3 | C4, generic construction 2z

Theorem 6.6 attractor of rotation-free IFS dmmT(K) exp [00571 log (571)},

Theorem 7.11 attractor of rotational IFS (i_i[aML(K) max {%, 1} exp [20M€71 log (5*1)]
k=1Tk

TABLE 1. A summary of Theorem 2.10.

The proofs of Theorems 6.6 and 7.11 bear many similarities, but that of Theorem 7.11 is arguably
more complex. A natural question to ask is whether the constant derived in the proof of Theorem
7.11 is ever smaller than the one from Theorem 6.6. That is, if we are working with a rotation-free
IFS, is there ever a reason to apply the more complicated theorem? To answer this question, we
examine the relationship between ¢y and 20M .

As shown in Theorem 6.6, after conflating notation, ¢y = log (4Mr;41) max{l, ﬁ} If
og T]\/I
co = log (4Mr;41), then because rp; > ﬁ, we see that ¢y < log (4M2) < 20M since M > 3. In this
-1
case, the rotation-free approach wins. On the other hand, if ¢y = 3M =3 (1 + M),

log(rﬂ}l) log(rM )
ie. log (r;f) < 3, then

20 - log (4M
co =2 20M <= log (4M) > <?M - 1> log (ry)) <= ruv > exp <_7%g]é[ — i) .
3

In other words, the constant from Theorem 7.11 is smaller than the one from Theorem 6.6 if we are
in the case where the largest scale factor is very close to 1. Given that the first step in the proof of
Theorem 7.11 is a uniformization process, it makes sense that when the scale factors have a lot of
variability, then the uniformization step is useful.

3. PRELIMINARIES ON ITERATED FUNCTION SYSTEMS

Here we collect a number of definitions and results that we use below in our graph constructions.

Definition 3.1 (IFS). An iterated function system (IFS), {fj}j-vzl, is a finite family of maps
fi: R? = R? of the form

(11) fi(w) = rjAjz + 25,

where ; € (0,1), A; € O(2) is a rotation matriz, and z; € R%. We follow the convention that
O<rm<...<ry<1.

Ifri=...=ry=rand Ay =...= Ay =: A, then we call {fj}jvzl a uniform iterated function

system (UIFS), we call r the scale factor, and we call A the rotation matrixz. The unique
compact set C C R? satisfying

N
C = _U £(C)
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is called the attractor of the system, {f; ;\;1_ If Aj =1d for all 5 = 1,...,N, then we say that
N

the IFS is rotation-free. The unique positive real number s for which ZT’JS = 1 is called the
j=1

similarity dimension of the IFS.

For E C R%, conv(FE) denotes its convex hull, defined as

conv (E) = {Z)\kxk:nEN,xk e E, )\ € [O,l],ZAkzl}.

k=1 k=1
Note that if £ is compact, then so is conv(E).
If K C R? is convex and compact, then the image of the map ¢ : [0,7] — Ry defined by
C(0) = HY(Py(K)) is a closed interval. This allows us to introduce the following non-degeneracy
conditions.

Definition 3.2 (Non-degeneracy). A compact, convex set K C R? is v-non-degenerate, or simply
non-degenerate, if

(12) v=v(K) :=inf {|Py(K)|: 0 €S'} > 0.
We say that an IFS { f;}], with attractor C is v-non-degenerate if conv(C) is v-non-degenerate.

Remark 3.3. An IF'S is non-degenerate if and only if its attractor is mot contained in a line. If
the attractor is contained in a line, then we already know how to construct a Lipschitz graph that
intersects the attractor in a high-dimensional set. Therefore, we will focus on non-degenerate iterated
function systems.

Lemma 3.4 (John Ellipsoid). If K C R? is a compact, convex, v-non-degenerate set, then there
exists a ball, B, of diameter g such that B C K.

Proof. Condition (12) implies that K has nonempty interior. Therefore, John’s Theorem [Joh48|
implies that there exists an ellipsoid, £, with center = such that

é-(é’—x)—i—nggé’.
Since K C &, then inf {|Py(€)] : § € S*'} > v. The symmetry of £ implies that there is a ball, By,

with diameter at least v and center z contained in £. Therefore,
B:=1.(By—z)+2zC % - (E-2)+2CK.
O

As is often done with well-known fractals (e.g. the Sierpinski triangle, the 4-corner Cantor set),
it will be helpful to realize the attractors as an infinite intersection of a collection of nested compact
sets. To define this nested collection, we need an initial set, K. For the Sierpiriski triangle, K is a
triangle, while for the 4-corner Cantor set, K is the unit square.

Given an IFS {fj}j.vzl, for any n € N, we write j(™ = (j1,j2,...,4n) € {1,..., N}" to denote an
n-sequence of elements in {1,..., N}. We use this notation to describe iterated functions; that is,

(13) fim = Ffiofpo..ofj.
Definition 3.5 (Generations of an IFS). Given an IFS {fj}jvzl and a convex, compact set K, we

define the generations of {fj}évzl with respect to K as {Cy,},.,, where Co = K and for each
n €N,

On = U fj(n) (K) = U Kj(n).

j(m jm

We call K the initial set and each C,, is the n'" generation.
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Recall that for any choice of initial set K, the generations {Cy,} ", converge to C in the Hausdorff
metric as n — oo; see [Fal86, Theorem 8.3], for example. Therefore, we could take K to be any set.
However, as we will see, it will be convenient to choose K to be optimal in the following ways:

(1) The initial set K is large enough for the generations {C,} -, to be nested. In this case,

C=()Cn

(2) The initial set K is small enough for each C,, to have a uniformly bounded number of
overlaps.

The next result shows that C' can be realized as the infinite intersection of iterations of functions
in the IFS applied to conv(C). In particular, this lemma shows that conv(C) is large enough for its
images to be nested, so it satisfies the condition 1 above.

Lemma 3.6 (Nested generations). Let {f;}_, be an IFS with attractor C and let {Cy,},_, denote

the generations of { f;}}_, with respect to conv(C). Then {Cy} " is nested and C = ﬂ Ch.
n=0

Proof. For each n € N, observe that C), is recursively defined as

N
Co=J £ (Cn-
j=1

To show that {C,},—, is indeed nested, it suffices to show that C; C Cj, then appeal to self-
similarity.

For any g € Cy = conv(C), there existsn € N, z1,...,2, € C, A1,..., A, € [0,1] Wich/\;C =1

k=1

n
so that z¢ = Z AiZi. Since f;(x) = rjAjx + z; is afline, then
k=1

fi(zo) =1jA (Z Ak:vk) +z; = Z A (rjAjo, + z5) = Z M fi (zx) € conv (f;(C))

k=1 k=1

which implies that f;(Cy) C conv (f;(C)). Therefore,

N N
U £ (Co) C U conv (f;(C)) C conv U £;(C) | = conv (C) = Cy,

Jj=1 j j=1

so we conclude that {C,}, is nested. It then follows from [Fal97, Theorem 2.6] that C' = m Ch,
n=0
as required.

We may apply the previous result to any sub-IFS to get a nested collection of generations. For
any m € N, we use the notation

(14) {fj(m)} = {fj<m) M e {1,...,N}m}

to denote the mt" iteration of the IFS { fJ} _,- The following corollary follows directly from the
same argument above and the fact that a sub IFS has strong enough self-similarity conditions to
allow for the same proof.
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Corollary 3.7 (Nested sub-generations). Let {f;}}_, be an IFS with attractor C. If {oht, C

{fj<m)} for some m € N and {E,} —, denotes the generations of {(pg}é\il with respect to conv(C),
o0

then {E,} ", is nested and E = ﬂ E,, is the attractor for {<P€}e]\i1-

n=0
M
Proof. For each n € N, E, is defined by E,, = U ¢ (Ep—1). By arguments analogous to the
=1
previous proof, the result follows. O

We observe that if the IFS is rotation-free with attractor C, then conv(C) is generated by the N
fixed points of the IFS alone, as opposed to the (closure of the) fixed points of all of its iterations.
In other words, when the IFS is rotation-free, conv(C) is a polygon.

Lemma 3.8 (Polygonal convex hull). If {fj}évzl is a rotation-free IFS with fixed points {:Cj};vzl
and attractor C, then conv(C) =conv{z; :j=1,...,N}.

j

. Fix some m € N and
1—Tj

Proof. Since f;(z) = rjx + z;, then f;(x;) = x; if and only if z; =
observe that
fiom () = fi 0.0 fj o (rj, @+ 25,)

=fihoiofim (i s (i +24,) + 2, 1)

=TTy e T T T Ty e T 1 2 T T e T 9%y T oo H T 255 + 25

m m k—1
= <HTJ-[>$+ <HTJ'@> Zji
/=1 k=1 \/{=1

m m k—1
Therefore, f;m) (z) = z if and only if » (1 - m) = Z <H Tje) 2j, or

=1 k=1 \/¢=1
m k-1 m 1 k—1
= o=1 "4 L = —15.) [oy 73
= E , m gk — E , m Jk
1 1—TTeZy 75 —1 1—=TTZy 75
Since
m k—1 m k—1 m k m
E (I_Tjk) sz:§ TJe_E HTjezl_HTjw
k=1 =1 k=1 /¢=1 k=1/¢=1 =1

then we see that z, the fixed point of any f;m), is a convex combination of the fixed points {:vj}fvzl

As C is the closure of the fixed points of the set of iterations of the IFS, {fj<m) tm € N}, then the
conclusion follows. 0

A useful property of an IF'S is the open set condition.

Definition 3.9 (Open Set Condition). An iterated function system, {fj}j»v:l, satisfies the open set

condition if there exists a non-empty open set U C R? such that
N
Usrwcuo
j=1

and
LU)NfU)=2  for all j #i.

IfUNC # @, where C is the attractor, then we say that the IFS satisfies the strong open set
condition.
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Recall from (14) that we use the notation { f;em } to denote the m' iteration of the IFS {fj}jvzl

Lemma 3.10 (Open set inheritance). If {f; ;_VZI satisfies the open set condition with the open set
U, then for every m € N, {fj(m)} also satisfies the open set condition with U.

Proof. We establish this result by induction on m. The case of m = 1 is immediate. Assume that
forallm=1,...,k, we have

(15) U fj(m) (U) g U
j(m)

and that for all ;™) = (™) it holds that

(16) Fiem (U) O fiom (U) = 2.

Observe that

M M

U fio0(U) = U Fio0 (i U) = | £y (U fi(U)> c U fim (U) C U,
j(k+1) j(k) i=1 j(F) =1 pi)

where we have used (15) with m = 1 and then with m = k. Property (15) with m = k 4 1 has been

shown.

Now we show the disjointness property described by (16). Let j#+1 = j(#+D If j, = 4, then
(425 -+ Jrs1) # (i2,...,ik41), so by (16) with m = k, we see that fj, o...o f;, . (U)N fi,0...0
Jirs: (U) = @. As this condition holds under linear transformations, applying f;, then shows that
fj(k+1) (U)ﬁfl-(k+1) (U) = & as well. If]l 75 il, since szo. . .ijk+1(U) g U and figo- . .Ofik+1 (U) g U,
then fj(k+1)(U) C fin U), fiwsy(U) C fi,(U). In particular, fj(k+1)(U) N fiws (U) C fjl(U) N
fi, (U) = @, where we have used (16) with m = 1. In both cases, we have shown that (16) holds for
m = k + 1, completing the proof. O

In the following proposition, we show that under the open set condition, we can bound the number
of overlaps in the generations of an IF'S with respect to the convex hull of its attractor. In particular,
this shows that conv(C) is small enough to satisfy the condition 2 from above.

Proposition 3.11 (Separation properties). Let {f;}_, be an IFS with attractor C' and generations
{Cn}oZy with respect to K = conv(C). If {f;}}L, satisfies the open set condition, then there exists
NP

p € NU{0} so that for everyn € N, C,, = U Se.n, where each Sy is a union of convex sets with
=1

disjoint interiors. If n > p, then each S¢, contains exactly N"~P convex sets and therefore C,

contains at least N"~P convex sets whose interiors are disjoint.

Proof. According to [Sch94, Theorem 2.2|, the open set condition is equivalent to the strong open
set condition. Let U be the open set from the strong open set condition and let z € C N U. Since
[o ]

U is open, there exists € > 0 so that B(x,e) C U. As ﬂ C, = C, then for every n € N, there
n=0
exists some j(" e {1,...,N}" for which x € K ), one of the connected components of C,,. Since

diam(Km)) = 75, ...75, diam(K), then lim diam(K;w)) = 0. Therefore, for n sufficiently large,
n—oo

K € B(x,e) CU. Let p € NU {0} be the smallest number for which there exists some 4P such

that int (K;)) C U.

If p = 0, then int(K) C U, so the open set condition implies that for every n € N, {Kj<n)}
is a collection of N™ sets with disjoint interiors. In particular, S;, = C,. Assume p € N. To
ease notation, let {gog}év:pl = {fxw } and assume that K;u) = ¢1(K). For each £ = 1,..., NP, set
O = int (p¢(K)). By Lemma 3.10, for each m € N, {fj<m)} satisfies the open set condition with U,

and hence with O; C U.
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In particular, each collection {fjwm (O1):j™ € {1,...,N}"} consists of N™ disjoint convex
open sets. Since Op = @y(int(K)) = g0y (O1), then each Oy is a translated, rotated and rescaled
copy of O;j. Therefore, for any ¢ € {1,..., NP}, we may define the open sets Fyo = Oy and for
m € N,

Epam = || f0m (O0).
j(m)

By construction, each Ey ,, is a disjoint union of N™ open sets. Notice that Sy, := Epo = wi(K)
and

Stptm = Brm = | Fiem (00) = | fiom (00) = | Fjem (@e(K)).
() () ()

Therefore, for every n > p, with m =n — p,

NP Np
Co=Cpim= |J Kiwtm =J U Fjom oo ) = J | Fjom (0e(K)) = | Se.n-
i tm) J®) j0m) =1 j(m) =1

If n < p, then we may take each S, to contain a single component for all / < N™ and S ,, = @ for
all £ > N™. O

Definition 3.12 (Overlapping index of an IFS). Let {fj}j»v:l be an IFS that satisfies the open set
condition and let p € NU {0} be the smallest integer for which Proposition 3.11 holds. We define
the overlapping index of the IFS to be w = NP.

As defined, the overlapping index is an inherent property of the IFS. In practice, we also need a
notion of overlapping index associated to some choice of generations.

N

Definition 3.13 (Overlapping index of generations). Let {f; j=1 be an IFS with generations

w
{Cn}zozo. If there exists w € N so that for every n € N, we have C), = U Se.n, where each Sy,

=1
is a union of convex sets with disjoint interiors, then we call the smallest such w the overlapping

index of the generations {C,}, .
We have the following consequence.

Corollary 3.14 (Inheritance of overlapping index). Let {f; ;-Vzl be an IFS with attractor C' and

overlapping index w. For every {W}e]\i1 - {fj(m) }, the generations {E,}-_, with respect to conv(C)
have an overlapping index that is at most w.

Proof. If {Cy},~, denotes the generations of {f;}}_; with respect to conv(C), then there exists
p € NU {0} so that w = NP is the overlapping index for the generations {Cy},~ . Therefore,

w

for each n € N, C,, = U S¢.n, where each S;,, is a union of convex sets with disjoint interiors.

(=1
w
Since {gog}?il C {fj<m)}, then E,, C C,,, for each n € N and we see that E,, = U Tyn, where
(=1
Ty n = Senm N E,. Since each T}, is either empty or a union of disjoint sets with empty interiors,
then the conclusion follows. ]

Under the open set condition, we have the following.

Proposition 3.15 ([Mat95] Theorem 4.14, [Fal86] Corollary 8.7). Let {fj}j-v:l be an IFS that sat-

N

isfies the open set condition and has similarity dimension s. If C' denotes the attractor of {fj}_j:17

then
(1) 0 < H*(C) < o0.
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(2) H(f;(C) N fi(C)) =0 for i #j.
(3) C is s-Ahlfors regular.

The following result provides a way to estimate dimension in the absence of self-similarity. The
proof of this result emulates that of [Hat86, Theorem 2.5]. Note that this result was already used
above in the proof of Proposition 2.8.

Proposition 3.16 (Generalization of Hata’s result). Let {v,}32; C N be a sequence of positive
integers and define the set of words of length n to be

Ypi={w=(wr--wy) : 1<w; <w; for1 <j<n}.
For some b € (0,1), let {K(w) : w € X,,n € N} be a collection of non-degenerate convex sets
satisfying
(a) K(wy - wp) 2 K(wy -+ wpwny1) for any (w1 - wpWpt1) € Xpg1;
(b) int(K(w)) Nint(K(w')) = @ for any w # w' € Ly;
D,, := max diam(K (w)) — 0 as n — o0;
d

wWEXy

)
)
d) d = miEn diam (K (w)) satisfies &= > b for all n;
we n n
)

With
E:= ﬁ U K@) cRr?,

n=1weXx,
it holds that

1 v,
dim(E) > liminf 0g(v1va -+ Un 1)
n—o0 —logdn

Proof. Let F denote the collection of all sets that are finite unions of closed balls in R?. Define the
set-function 7,, : ¥ — N by
T.(F)=#{we X, : FNK(w) # &}.
Since conditions (a) and (b) imply that Ty 41 (F) < v,41T,(F) for any n € N and any F' € F, then
the set function ¢ : F — R given by
T.(F
O(F) := lim TnlF).
n—00 U1 -+ - Up
is the limit of a decreasing sequence, and hence well-defined. Since each T, is subadditive and
monotonic, then so is ®. Moreover, ®(F) < 1 for all F' € F. In fact, if F' O E, then ®(F) = 1.
Since inf {|Py(K (w))| : 0 € S*"*} > bd,, for any w € ¥,, Lemma 3.4 and condition (d) imply
that there exists a packing constant co(b,d) > 0 such that if B is a ball with diam(B) < dp,
then T,,(B) < ¢p. Choose the smallest £ € N so that ¢g < vy ---vp—1. Then, for any ball B with
diam(B) < dy,, it holds that
(17) Tn(B) S V1" Vp—_1.
With /¢ as above, let
1 v,
v := liminf 0g\veUn—1) (Ve n1)
n—oo —logd,
and assume that v > 0. For any & € (0,7), there exists N € N so that d)%vs---v,_1 > 1 whenever
n > N. Therefore, there exists a constant ¢(d) > 0 such that for any n > ¢,
d;yf‘svg s vpq > ().

We interpret vy ---v,_1 = 1 when n = /.
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Consider now an arbitrary closed ball B € F satisfying ®(B) > 0. Since ®(B) < 1, then there
exists a unique integer N > { such that

1 1
- >®B)> ——.
Vg UN-1 Vg UN

If diam(B) < dp, then, by the definition of ® and (17), we see that
Tn(B 1
®(B) < B) _

— — 3

U1 UN Vg UN

which is false. Therefore, diam(B) > dy and we get
1 diam(B)7~?
<

®(B) < <—
Vg "UN-1 d}yv Vg UN-1

diam(B)"°.

1
S05)

For some € > 0, let {Bm}f\le be a finite cover of E, where each B,, is a ball of diameter . Then
we have

M M M
> diam(By) 0 > ¢(8) Y @ (Bp) > ¢(0)® ( U Bm> = ¢(6)

where have used the subadditivity of ®. Since F is compact, it follows that H2%(E) > ¢(§) and
hence, H?~9(E) > ¢(§). Since § was arbitrary, we may conclude that dim(E) > . To conclude, we
note that

1 T 1 T
5 = liminf 280 ) g plog ()
n—00 —logd, n—00 —logd,

4. GRAPH CONSTRUCTION ALGORITHM

In this section, we present and prove a general method for constructing a Lipschitz graph that
intersects with the limit set of a nested sequence of compact sets. Here we use the notation P, and
P, to denote the orthogonal projections onto the z- and y-axis, respectively.

Proposition 4.1 (Graph construction). Let {E 122 | C R? be a nested sequence of compact sets
with the property that for each n € N, E, |_| , where {KJ"}J]\i"1 is a collection of closed convex

sets. Assume that there exist A > 0, ¢ > O and o € (0,1) so that for every n € N, the following
hold:

(18) 7y (KJ:” A forallj €{1,...,M,}
[P (K]~
Py =2l o\ fop att 2 € K7, 2 € KPR M}, #k
(19) Pozr — 2p)] forall zj € K7, 2, € K, g,k € {1,..., My, },5 #
J
(20) diam(K7') < co™.

Then there exists a non-degenerate closed interval I C R and a Lipschitz function, g: I — R, with
graph, T' = {(z, g(z)) : x € I}, such that Lip(T") < X and

() E.CT.

n=1
Proof. Let K = conv(El). Choose 2*, 2" € K so that P,(z*) < P.(z) < P.(z") for all z € K. That
is, if we write z¢ = (2%,9%), 2" = (2",y") in coordinates, then z‘ < z < z" for all z = (z,y) € K.

Define I = [a: T ]
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Fix n € N. For each j € {1,..., M,}, choose points zf = (:E?,yf) and 2} = ( ;,y;) € K} so
that xf < a <af forall z = (z,y) € K}'. That is, for each j, P, (K}') = E ’ 2"]. Condition (19)

guarantees that for J # k, either a7 < :Ek or x7, < ;C . Without loss of generahtj};, tjhe sets are ordered
in the sense that z7; < $g+1 for all je{l,...,M, —1}. If we define z}; = ¢ and $Mn+1 =", then
we can write

M, M,

U i ] U [‘T};’Ii-i-l} )

j=1 k=0

where these intervals only overlap at their endpoints.
Define a piecewise linear function g,: I — R as follows:

vi z € [zh, 4]
@ v+ L8 (o —af) € [af,ar] jefl,... My}
gn\T) = I
yZ*%@—% € [, wp ] ke f{l,..., M, -1}
Y, [xM vaM +1]

Since ‘yj — y]’ < ’P ( J")’ while ‘xg - xﬂ = ’Px (K}“)’, (18) implies that < \. Similarly,

J J

2 T
since (z,y;) € Kj' and (2}, ,y5,,) € KJ'.,, then condition (19) shows that T el < N Tt

follows that g, is an A-Lipschitz function on I. e

Next we show that {g,}, ., is Cauchy in the C'(I;R)-norm, the uniform norm. Let n > m > N
and take x € [. If there exists j so that (z,g,,(z)) € K7, then by nestedness and convexity,
(z,gn(x)) € K7 as well. The assumption (20) then implies that [g,(x) — gm(z)| < co™ < co™. If
(z,gm(z)) ¢ K" for any j, then there exists k € {0, ..., My, } so that z € [ay, ) 1] Ik =0o0r My,
then both g¢,, and gy, are locally constant and take Values in P, (K1) or P,(K7}} ), respectively. Thus,
(20) implies that in these cases, |gn(z) — gm(2)| < co. We now consider k € {1,...,M,, —1}. By
definition, for z € [azz, aziﬂ],

¢
Y1 — Yk ( r

T —xy).

xt — gm (2}
Im() = Yl + ; gm( k+1) gm ( k)(

4 4 r
L1 — Tk L1 — Tk

. . r é . . r Z
Since nestedness ensures that g, restricted to [;vk, ZC]H_J is linear, then for = € [$k,$k+1], we can
write

gn(xi-',-l) — Gn (552)

gn(@) = gn(zy) + 7 R (z - a)
Liy1 — Tk
and then
4 r 4 T
Im (Thy1) = gm () — gn(Thyy) + gn(o])
|9m(2) = gn(@)] = |gm(@}) — gn(af) + Tt SRS R (4 — af)
Tiy1 — Tk
r T xi—i—l — ¢ ¢ T — .I};
<gm(xy) — gn(@p)| | 7| + |gm (Thi1) — gn(@hiq)] |-
Th+1 — Tk Tpp1 — Ty,

Since (z},, gm(z},)) € K}, following the arguments in the previous case shows that (7, gn(z})) € K}
and we deduce that |g,(2}) — gm(a})| < co™ < co™. Since (@f,,gm(z,,)) € K", then we

£ r
., ‘ ¢ N g Tpi1 =2 —zp | _
similarly get that |gm (2§ 1) — gn(zf_ ;)| < co. Since 1{:1—% 1@1—]2% = 1, we conclude that

|gm (z) — gn(z)| < co in this final case. Therefore, {g,}°; is a Cauchy sequence of continuous
functions on compact I.
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Let g := lim g,. We want to show that ¢ is an A-Lipschitz function. Given any € > 0, set
n—oo

§ = €|z — x2] > 0 and choose N € N so that whenever n > N, ||g — gnllc(r;r) < . Then

l9(z1) = g(@2)| < lg(21) — gn(@1)| + lgn (21) — g (22)] + 9N (22) — g(w2)| < 26+ A2y — 2
= ()\—I—QE) |$1 —,Tgl.
Since € > 0 was arbitrary, then |g(z1) — g(z2)| < A|x1 — 22| and we conclude that g: I — R is
A-Lipschitz.

For every n € N, let ', to be the graph of g,, over I. That is, T';, = {(x, gn(x)) : € I}. Similarly,
set I' = {(z,g(z)) : z € I'}. Condition (20) and the Cauchy bound on {g,} -, imply that for each
n)

E, CT,(co™) CT'(2¢co™)

which implies that

DL

I'(2¢c™) =T.

N &
n=1

n=1

O

Remark 4.2. As written, this proposition produces a graph of the form y = g(x) over the standard
frame in R2. If we replace each instance of P, and P, with Py and Pyyz, respectively, for any
6 € [0, 7], we can produce a graph of the form tw{+g(t) wf, where (wf, wg) is the frame corresponding

to angle 6.

Proposition 4.1 is used in four places to establish versions of Theorem 2.10. The first two appli-
cations of this result are to the case where C' = C4, the 4-corner Cantor set; see Propositions 5.2 and
5.3. Theorems 6.6 and 7.11 rely on Proposition 4.1 to construct Lipschitz graphs that intersect the
attractors of rotation-free and rotational iterated function systems, respectively, in a set of relatively
high dimension.

5. MOTIVATING EXAMPLE: THE 4-CORNER CANTOR SET

Our motivating example in this project was the 4-corner Cantor set, C4. Recall from above that
o0

Cy = ﬂ C.,, where each C), is a collection of 4™ cubes of sidelength 4. However, C4 can also be
n=0
realized as the attractor of the IFS {f; }j:v where

1
fj(x) = Z‘T"'Zjv

with

21=1(0,0), 22 =(0,3), 2= (3,0), 22 = (3. 3)-
Since the fixed points of this IFS are z1 = (0,0), 22 = (0,1), 3 = (1,0), and x4 = (1,1), then
the convex hull of its fixed points (and hence the convex hull of its attractor, see Lemma 3.8) is
Q = [0,1] x [0,1], the closed unit square. Moreover, {C,,} , are the generations of {f; }?:1 with
respect to Q.

As before, for k € N, we use the notation %) = (j1,7a,...,7) € {1,2,3,4}k to denote a k-
sequence of elements in {1,2,3,4}. We partially order these vectors in the following way: We say
that j(¥) < i) if there exists n < min {k, £} so that j, < i, while j,, = 4,, for all m < n.

With this notation, we write the iterated functions as

Jiwy = fj0fjno...0fi,

and their associated cubes as

Qi = i (Q) = fjr 0 fjn0...0 f5,(Q).
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The cubes inherit the partial ordering from their associated sequences. That is, we say that
Qi < Qi if and only if §*) <i®. Let 6y = arctan(1/2), the angle onto which all generations of
C4 have a “full projection” (see Figure 7). Observe that if Q ;) < Q) , then for any = € Py, (Qj(k))
and any y € Py, (Q;w ), it holds that x < y.

To construct graphs that coincide with a high-dimensional subset of C4, we construct nested
sequences of subsets of {Cy,} ~; that satisfy the hypotheses of Proposition 4.1 and have a high-
dimensional attractor set. That is, we choose particular subcollections of cubes along with an angle
S (90, ﬂ onto which the projections of these cubes are well-separated.

We present two distinct graph constructions for the 4-corner Cantor set. The first construction
produces a Lipschitz function g, with graph I', for which the dimension of the intersection with Cy4
is arbitrarily close to 1 and

Lip(I') < (1 —dim (C4NT)) "2,
In the second construction, we show that a simpler construction method can be used, but the cost
is a much larger Lipschitz constant. We include the second construction since it mimics the general
methods that we will use in subsequent sections.

5.1. The ad hoc graph construction algorithm.

Set S; = {(1),(2),(4)}. Assuming that S,, has been defined, let

Smt1 =8 U U (3, k2, Koy Kot ) -
k;€{1,3} for j=2,....m
k7n+1€{274}

For example, we have
S=85U {(3a 2) ’ (3a 4)} = {(1) ; (2) ) (37 2) ) (374) ) (4)}
S35=8U{(3,1,2),(3,1,4),(3,3,2),(3,3,4)}
= {(1) ) (2) ) (37 17 2) ) (37 174) ) (37 2) ) (37 37 2) ) (37 374) ) (37 4) ) (4)} )

and so on. Note that the sequences in the sets have been listed according to the partial order <. In
particular, each S, is well-ordered. Note that |S,,| = 2™ + 1.

Given any S,,,, a set of finite sequences, define the associated sub-1FS F,,, = {f,}
has similarity dimension s,, < 1 defined by the expression

m—1 k
2 1 2
(21) 45m + 45m Z (45771) =1

ses,, - Then Fp,

k=0
log(3+\/17)
_ log3 . 2  log(3.8026)
Thus 51—@,52— e 53~ g and sy 7L

Lemma 5.1 (Similarity dimension bounds). For any N € N, there exists ¢ = ¢(N) > 0 so that
whenever m > N, it holds that s, > 1 — 5.

Proof. For every m € N, define ¢, = 4'7%» — 1 € (O, %] and observe that ¢,, | 0. Therefore, if

m > N, then e, < exn. The equation (21) is equivalent to

e [1 + My 4 (—1+§m)m’1} =1 (14en) [1- (2)"] = (1 -en)’

e, — 3y, +2 (L )erl =0.

Then for some ¢; € (1,2) depending on ex and N, it holds that

m—+1 m—+1 2m—+2
om =3 (113 ()T ) = 4 [1- (1- 4 (B - g (Bpa) - )]

< g (Hp)"

(22)
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m+1 2
— m(m-+41 —
(m+1) 2 S( Hsm) =1+ (1) (2 ) + g (b )

which holds if ¢ > 201 ( ‘Z ) Therefore, substituting the bound &, < mcjl into the equation
(22) shows that

m—+1 e
o < c1e? 9—m
+1 - 3 ’

Em < 227 (1 4¢,,)" ! < 227 (

where we have used that

m

1+2)" = e

k=0

m k
=D (1=7). (-5 <
k=0

Recalling the definition of €,,, 4! 7%= <1+ %2_’”. Therefore, for any m > N, there exists ¢ > 0,

depending only on N, for which 1 — s, < 27 O
H B H B
a2 as

b
o o @m I Em
1
H B S
FIGURE 2. From left to right, the images of E}, E? and E} are shown in black.

The numbering of cubes is indicated for Ef and E?. In E}, some of the corners are
labelled. The cubes that are not selected for each E7* are shown in gray.

Fix some m € N. Define the set By = ET" as

2M 41
| ] @ =[] @i

SESm i=1

a disjoint union of cubes that are ordered so that Q} < Qj, for each i € {1,...,2™}. Assuming
that E, = E]" has been defined, let
(2m+1)n+1
n+1 |_| fs n = |_| Q?+1 g En7
SESm i=1

where Q’Hl =< Q?jll for each i € {1, o (2m 1)”+1 — 1}. In this way, we produce the nested

sequence of sets { E/™"} > | corresponding to the IFS F,,. Some images of E"" are in Figure 2. Define
the limit set
= ﬂ E™
n=1

and note that since each E, C C,,, then E™ C Cy4.
We use the sequences of sets {E"} ° ; along with Proposition 4.1 and Lemma 5.1 to establish
the following result.
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Proposition 5.2 (Ad hoc 4-corner graph construction). For everye € (0,1), there exists a Lipschitz
graph T that satisfies
dim(C4NT) >1—¢
and
Lip(T') < e 2

Proof. Given € € (0,1), choose m € N so that with ¢ from Lemma 5.1, it holds that ce=! < 2™ <
2ce~!. Using Lemma 3.10 and Proposition 3.15, it follows that dim E™ > 1 —«.

Next we use Proposition 4.1 to construct a Lipschitz function g™ with the property that E™ C
'™ := graph (¢™).

We check that {EM}> | = {E,},, satisfies the hypotheses of Proposition 4.1. By construction,

@m+1n)"
{E,},~, is nested and for each n € N, E,, = |_| @7, a finite, disjoint union of cubes. Since
1=1

cach Q7 is a cube of sidelength 477 for some p € {n,...,mn}, then [Py (Q})| € [477, V2 - 477]. In
particular, (18) holds with A = /2 and (20) holds with ¢ = /2 and o = 1.

By Remark 4.2, we can change the frame so that in place of (19), it suffices to show that there
exists 0, € [O, %} and A, > 0 so that for any 2; € Q7' and any z; € @7, it holds that

| Po,+3 (25 — 2i)
1 Po., (2 — 2i)
By self-similarity, we only need to check n = 1. Let a; and b; denote the bottom-left and top-right
corners, respectively, of the cube Q}. An inspection of the proof of Proposition 4.1 shows that testing
zi = b; and z; = z;41 = a,41 is sufficient for condition (19).
Recall that b = (%,%), ay = (O, %), by = (%,1), and ag = (%, 4%) We define 6,, so that the
slope of the line from b; to as is equal to the negative of the slope of the line from by to az. That

is, with
12 / 24
=3+ 5= +5 1_5»4m+52§m (1 }
el=,1

4- L 2

< A

tand,, =

and then with

5.4™ 24 36 12 5 5
Am = =g (”Vl— 5o 5 5.4m> g5 (20%e
it holds that
Py, +z (a2 —b1)  2cosby, +sinb,
Py, (a2 —by) —cos By, + 2sinb,, m
Py, +x (a3 —b2) B (2 — 2) cos by, + sin by, _
Py, (a3 —b2)  cosb, — (2 — 4%) sinf,,

and for all 1 € {3,...,2™}

Po,, +x (aiv1 —b;)
Py, (aiy1 —b;)
From here, an application of Proposition 4.1 shows that there exists an A,,-Lipschitz function ¢ :

Py, ([O, 1]2) — R with graph

= {tw{n + 9" ()WYt € Py, ([O, 1]2)} ,
where (wi™, wy") is the frame defined through 6,,. Moreover, E™ C I'"™. Since E™ NCy = E™, then
dim (T™ NCy) > dim (E™) > 1 —e.

< Am.
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Since \,, < 72, the conclusion follows. O

With the notation from Proposition 4.1, ¢"* = lim g, and we use I'])" to denote the graph of g
n—oo

over the frame (w}*,wy"). Images of these the graphs in these sequences are in Figures 3 — 4.

FIGURE 3. From left to right, the graphs I'}, T'}, and T'} are shown in black over
the sets E}, Ed, and E3, respectively, shown in gray. In each image, the vectors wi
and wl are indicated with dashed lines and labelled.

FIGURE 4. From left to right, the images of I'? and I'} (top row), then I'} and T'3
(bottom row), the graphs of the functions that limit to g2 (top) and g* (bottom)
are shown in black. Under each I']", the set E]" is shown in gray. In each image,
the vectors wi and wj are indicated with dashed lines and labelled.

5.2. The generic graph construction algorithm.

Here we demonstrate a simpler way to construct a Lipschitz graph that sees a high-dimensional
subset of C4. In the previous construction, we took different levels of iterations in different parts
of the set. In a sense, we increased the dimension of our graph intersection by zooming in on the
bottom right cube. For this construction, we take a uniform approach and extract exactly half
(every other, when ordered) of the functions in the m-th iteration of the original IFS. We include
this construction because this method illustrates our idea for the more general setting.
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Fix m € N and define the collection of sequences

Sm = U (k1o s kme1, ) -
k;€{1,2,3,4} for j=1,...,m—1
km€{1,3}

Observe that S, can be well-ordered using < and that |S,,| = % = 227=1  Then set F,, =
{fities, =1 fﬁ?:;il to be the associated sub-IF'S where the indexing indicates order. The similarity

dimension s, associated to F,, is defined by %4_’”&“ =1 ie Spm=1—5-

Hm N
B .. .

FIGURE 5. From left to right, the images of E, Ff, and E} are shown. The
numbering of cubes is indicated in E} and E?. The omitted cubes are in gray.

Our procedure is the same as before in Section 5.1: We use the sub-IFS F,, to recursively define

the nested sequence of sets {E"} 7 | and let E™ := m E]*. Tt holds that E™ C Cpp, E™ C Cy,
n=1
and dim E™ =1 — ﬁ
We let
()"
Er= ] o
i=1
where Q' < Q7 for each i € {1,..., (22’”_1)" —1}. Images of some ET are in Figure 5.

We use the sequences of sets { E*} >~ | along with Proposition 4.1 to establish the following result.

Proposition 5.3 (Another 4-corner graph construction). For every e € (O, %), there exists a Lips-
chitz graph T' that satisfies
dim(CyNT) >1—¢
and
Lip(I") < 2°.
Proof. Given ¢ € (0,1), choose m € Nsom —1 < 2% < m. By Lemma 3.10 and Proposition 3.15,
dimE™ >1—e¢.

To apply Proposition 4.1, we check that {E"} 7 | satisfies the hypotheses. As in the proof of
Proposition 5.2, {E™}>° | is nested, each E™ C Cl,, is a finite, disjoint union of cubes, each of
sidelength 4=™". The bound (18) holds with A\ = v/2, and (20) holds with ¢ = v/2 and o = 4™™.

In place of (19), it suffices to show that there exists 0, € [0,%] and A,, > 0 so that for every
neN

Po,+3 (a?+1 - b?)
Penl (a?+1 - b?)
where o] and b]' denote the bottom-left and top-right corners, respectively, of the cubes Q7. Note

that in contrast the the proof of Proposition 5.2, the angles between adjacent corners are not
maintained through each generation, so we need to check every n € N. In general, each of these

< Am,

(23)
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line segments are parallel to vectors of the form (%, -1+ 4—2) fori=1,...,m, and (%, —1- %) for
i=2,...,m, where ¢ € [3,4). By choosing

Om = L t 2+ 12 + arct 2 0
m = 5 — 5 | arctan i arctan i ,

3

(23) holds with

2
5 2 5 2 1
App = —— 4™ 4 = —4lmm = 4m T gl-m 1< 2z,
18 + 3 + \/(18 + 3 ) TS
Repeating the arguments from the proof of Proposition 5.2 leads to the conclusion. O

FIGURE 6. From left to right, the images of I'? (drawn over E?), I'3, and I'} (drawn
over E3). I'™ is the graph of g and g™ = lim g

n—oo

Although the Lipschitz bound here is worse than the previous construction, as shown in the next
section, this procedure can be generalized to other iterated function systems.

6. THE ROTATION-FREE CASE

In this section, we focus on iterated function systems that are rotation-free and we describe the
constructions of graphs that intersect their attractors in a high-dimensional way. To set notation,
let C denote the attractor of the IFS {f; }jvzl and let {C,,} 7, denote its generations with respect
to K = conv(C), as in Definition 3.5. We use the notation {f;wm) } to denote the m iteration of
the IFS {f; }jvzl as described in (13).

The first step in our construction is to show that for every generation C,,, there is an angle # € S!
onto which C, has a relatively large projection. To argue that such an angle 0 exists, we use Mattila’s
lower bound on Favard length. Once we have such an angle, we use a Vitali-type argument to extract
a substantial subset £; C C,, with the property that the projections of connected components of
FE are well-separated.

The set E; defines a sub-IFS {gpg}é\il - {fj<m)} with attractor £ C C. We let {En}zozl C

{Cmn},—, denote the generations of {w}é\il with respect to K, then we use these sets to build
our graph. The graph construction procedure described by Proposition 4.1 produces the Lipschitz
graph. We organize this section into subsections as follows: First, we collect and prove a few results
regarding Favard length, and then we describe how the sub-IFS is chosen and used to construct a
graph.

6.1. Favard length.

Recall that the function |- | from the o-algebra of Lebesgue measurable sets in R to [0, 00)
represents the Lebesgue measure.
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Definition 6.1 (Favard Length). Let E C R? be a Borel set. We define the Favard length by

Fav(FE) := ][ |Py(E)|db,
St
where Py denotes the projection onto the line of angle 6.
The following result of Mattila, a lower bound on Favard length, allows us to choose good angles.

Theorem 6.2 ([Mat90], Theorem 4.1, Favard length lower bounds). Let s € (0,1], p be a positive
Borel measure on R? with (RQ) =1, sptu = E, and for some b € (0,00),

w(B(z,7)) <br®  for allz € R? r € (0,00).
Let F C S! be a Borel set and let E(r) denote the closed r-neighborhood of E. If s < 1 and
0 < r < oo, then there exists a constant cpr = cpr(s) > 0 so that
[ 1P ds = PP
F

Ifs=1,b>1, and 0 <r < %, then there exists a constant cpr = car(1) > 0 so that

c 1y —1
[ BB a0 > 21 (o)
F
We introduce a Vitali-type lemma that will be used below to extract substantial subsets.

Lemma 6.3 (Vitali-type lemma). Let Z be a finite collection of closed intervals with |I| > 6 > 0
for all I € Z. For any € > 0, there exists an e-separated subcollection J C T for which

€
ey (3+3)7

UrelU (3+5)7

IeT Jeg
When € = 0, the collection J is disjoint.
Proof. Set Zop = Z. Select J; € Iy so that |J;| = max {|I|: I € Zp}. Assuming that Jy, Ja,...,J;
have been selected, define

I, = {I € Z; 1 :dist (I, Jz) > E}.
Note that since these collections of set are nested, then dist (I,.J;) > € for every I € Z; and every
¢=1,...,i. Then choose J;;+1 € Z; so that
|Ji+1| = max{|I| S Il} .

Accordingly, |J;+1| > |I] for every I € Z;. As this process must eventually stop, we have constructed
a subcollection J = {Jg}é\il of e-separated sets.

It remains to show that {(3—|— %) J[}é\il covers each I € Z. If I € J, then I = J, for some
e {l,....,.M}. If I ¢ J, then there exists a smallest £ so that I € Zy_q but I ¢ Z,. Therefore,
1] < |J¢| and dist (I, J¢) < . Since |J¢| > 6, then I C (34 £) Jy. In both cases, we see that

I y <
gé_LJl(?)-f—g)Jg.
0

Now we make a comparison between the Favard length of é-neighborhoods of the attractor and
the Favard length of its generations.

Lemma 6.4 (Favard length neighborhood comparison). Let { fj}évzl be a rotation-free IFS with
attractor C and generations {Cy,} ", with respect to K = conv (C). For any n € N, with

— N A"
(24) b, += inf |Py(K)| (1)
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it holds that
Fav(C(6,)) < 10 Fav(C,,).

Proof. If 6§, = 0, the result is immediate, so we may assume that §, > 0. In this case, K is v-

rN\" . .
— ) . C
1 N> Since C' C (C,, recalling the

definition of Favard length, it suffices to show that for any 6 € S*,
|P9(Cn(5n))| <10 |P9(On)| :

Cy = U fiom (K) = U Ko .

o) )

nondegenerate, i.e. v = einsfl |Po(K)| > 0, and then ¢, = 1/(
€

Recall that

That is, ), consists of N™ translated and rescaled copies of K, where each rescaling is of the form
7j, ...7;, . Let 0 € S! and observe that

N
U P9 J(n) = U Ik.
k=1

3

Assume that the closed intervals I;, are indexed by increasing length and choose mg € {1,..., N"}
so that

|[I| <6, forallk=1,...,mg—1
|Ir| > 6, for all k =mg,...,N™

For kK < mg — 1, the intervals are bounded from above and we see that

m()—l m()—l ’ITL()—]. ’ITL()—].
U @) < D0 1@ < D (el +26,) < D 36, =3(mo —1)6,
(25) k=1 k=1 k=1 k=1
n TN 3
n <
< 3N"y (4N) = vk < |1N | < |PyChl-

For k > my, each Ij is an interval of length r;, . T, |P9( )| > dp, so it follows that I (d,) C 31%.
An application of Lemma 6.3 with Z; := {3Ik}k my» On > 0 as given, and € = 0 shows that there
exists a disjoint subcollection J := {Jg}e,1 C 7, for which

U 31, C U 3J;.

k= =mo
As a consequence, we deduce that
N7 N™
(26) U &6 U 8| < < 3Z|Jg|
k:mo k:mo

As {Je}iL, is disjoint, then so is {3J,})" . Since {Jg}jil C {3L:}1.,,, implics that {17} C
{Ik}i\[:mo, then

from which it follows that
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Combining (26) with this bound shows that

N™ M
U Z6(0)| <3 1Jel <91Ps (Ch)l -
k:mo =1

Finally, putting this bound together with (25) shows that

mo—1 N™
Po(Caou) < | | 16| + | U 16| < 10125 (G-
k=1 k=mo

6.2. Extracting a sub-IFS and building the graph.

By combining Theorem 6.2 with Lemma 6.4 and Lemma 6.3, we construct a sub-IFS with a
similarity dimension that is close to 1 and whose generations have well-separated projections. We
then show that the projection separation condition allows us to apply Proposition 4.1 and construct
a graph that intersects the attractor in a high-dimensional way.

The following proposition describes how the sub-IFS is produced.

Proposition 6.5 (Constructing a sub-IFS with substantial dimension). Let { fj}j.vzl be a rotation-
free, v-non-degenerate IFS that satisfies the open set condition with similarity dimension 1. Let C
be the attractor of {f; }j.vzl, let b denote the Ahlfors upper constant of C, and set K = conv (C).

There exists No(N,rn,v) > 0 such that for every m > Ny, there exists § = 0(m) € S' and an
IFS {‘Pf}g]\il C {fjom } with the following properties:

M
(1) The set E := U we(K) has M < N™ connected components and Py(E) is a union of M
=1

. rN\™
5, - ted intervals, where 8, = (—) .
Sepam ea tnitervaiks, wnere 14 4N

(2) The similarity dimension, s = s(m), of {gﬁz}é\il satisfies

1 1
(27) 8250:21_w7
mlog (ry—1)
where ¢; = 3ii/jblog (%) diam(K) and cpr is the universal constant from Theorem 6.2.

Proof. Since {f; };Vzl and C satisfy the hypotheses of Theorem 6.2 with s = 1, then with F = S',
we deduce that for any 0 > 0,

cM
Fav(C(9)) 2 ooy

For m e Nand 6, =v (Z—JA\’,)W > 0 as in (24), an application of Lemma 6.4 shows that

cm
> .
~ 106 (m log(4NTy") — log v)

Fav(C,,)

As such, whenever m > No(N, v) := max {1, L’g”l}, there exists # € S! so that
910g(4N7"N )
M
28 Py(Cp)| > ——.
(28) Po(Cm)l 2 bm log (4N7°X,1)

Recall that C,, can be written as

Cpm = U Ko,

j(m)
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where each set K is a translated and r;, ...7;, -rescaled copy of K. For § € S', we have

Upe K om) :SUIj<m>: U Limy | U U Liomy | s

j(m) G(m) JmELy, JMEHM,
where we introduce
Ly = {j(m) 6{1,.. ’P@ (771))’ < Om }
Hop = {j(’”)e{l,.. ‘Pg( J<m>)‘ > O }

For j(™ € L£,,, the lengths of the intervals are bounded from above and we see that

U Lol < Do o] < N™6m =471y <47 PyChl,
€L 3 €L,

from which it follows that

U Lo | = (=47 RG] = 2 PGl

j(M)e’Hm

An application of Lemma 6.3 shows that there exists a §,,-separated subcollection {Jé}e]\i1 C
{Ij(m> }j<m>eH with the property that

M
U Loy C U 4J,.

GO €My =1
In combination with (28), it follows that
M
3CM 1
29 J, = —.
(29) ;' ‘1= Toomiog (ANT)  com

For each £ € {1,..., M}, there exists 7™ € {1,..., N}™ so that .J, = my . Define each g = f;(m)
M

and note that @e(x) = pex + (¢, where py = 74, ...75,,. With E := U wi(K) C Cp,, we see that

M M

Py (E) = U Py (pe(K)) = |_| Je so that, by construction, Py(FE) is a union of M §,,-separated
=1 =1

intervals.

With so as in (27), observe that since p, < r}} and ¢; = ¢o diam(K), then
()

og( v
= (clm)l <TN) > codiam(K)m.

log m+log(cy)

B)"- ()=

Therefore, using that |Jo| = |Py(K)| pe and (29), we see that

1 0 c dlam diam(K)

s 0

EPOZE <—> P> ———— E Jo| > > 1
=1 ! =1 \Pt e [Po(K)[

Thus, the IFS {w}é\il has similarity dimension s > sg. O

With Proposition 6.5 and Proposition 4.1, we now establish the following theorem, a version of
Theorem 2.10.
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Theorem 6.6 (Theorem 2.10 in the rotation-free case). Let {fj}évzl be a rotation-free, v-non-
degenerate IFS that satisfies the open set condition with similarity dimension 1. Let C' be the attractor
of {fj}j.vzl, let b denote the Ahlfors upper constant of C, and set K = conv (C).

There exist constants €9 (N,rn,b,v,diam(K)) € (0,1) and co (N,rn) > 0 so that for any € €
(0,0, there exists a Lipschitz graph T for which

dim(CNT)>1-¢

and

diam(K)

Lip(I') < exp [cos_l log (5_1)} .

The constant cg is given by co = log (4]\]7"]}1) max {1, ﬁ }
(0] 'I"N

Proof. Let No(N,rn,v) be given by Proposition 6.5. Given € € (0, 1), choose m > No(N,ry,v) so
that with sg(m) as defined in (27), so(m) > 1 —e. We can do this if we choose m € N large enough
so that

mlog (T;,l)

30 —_—
(30) logm + log ¢y

1
> —.
€

1 —1
Define ¢g to satisfy eglog (50_1) < cl_1 and g9 < min{%,]\f&l}. If ¢ < g9 and ¢ca =

max{l, ﬁ}, then m = [ce'log (€71)] > Ny is large enough to satisfy (30). To see this,

N

note that
coetlog (e71) log (ry')
log (c2e~1log (e71)) + log ¢4
S (02 log (r;,l) — 2) log (571) > log (clslog (5*1)) + log co.

1
> =
e

The first condition on ¢ ensures that log (clalog (5_1)) < 0. Since ¢z log (r;,l) > 3, then the above
inequality holds if log (5‘1) > log o, or co < e~ !, which holds by the conditions on ¢y and &q.

An application of Proposition 6.5 produces an angle § € [0, 7] and an IFS {<Pf}e]\i1 C {fiem}
with similarity dimension s > 1 —¢. Let E denote the attractor of {W}g]\il- Then Lemma 3.10 and

Proposition 3.15 imply dim(F) > 1 — . By Corollary 3.7, F = m E,,, where the n*" generation of
n=1

FE with respect to K is given by

En = U Pen) (K) g Omn.
£(n)

Now we check that {E,,} 7 ; satisfies the hypotheses of Proposition 4.1. By construction, {E, }, ;
e
is nested and each F, := |_| K" consists of M™ connected components, each a translated and
j=1
rescaled copy of K. It follows that (18) holds with A = diam(K)v~!. For each n,j, diam (K]") <
diam(K)ry™" and then (20) holds with ¢ = diam(K), o = 7} < 1.

Without loss of generality, let = 0. For some n € N, let z; € K* and z; € K" for i # j. There
exists a largest k € {1,...,n} so that z; and z; both belong to the same connected component
of Ei_1. There is no loss of generality in assuming that & = n. After rescaling, we may assume
that n = 1, i.e. let z; € K} and z; € KJ1 belong to distinct connected components of E;. With

N

E = E4, Proposition 6.5 shows that |Py(z; — 2;)| > 6m = v (Z—N)m, while |P,(z; — 2;)| < diam(K).
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It follows that for any z; € K" and any z; € K7', i # j,

|Py (25 — 2i)] < diam(K)  diam(K) 6605711%(671)

Po(z—2)l — v (50)" v ’

where ¢g = ¢z log (4N7y"). The hypotheses of Proposition 4.1 have been verified. Let I = P,(K).
An application of Proposition 4.1 shows that there exists a Lipschitz function g: I — R with graph

diam(K) . .1 oo
T = {(z,g(x)) :w € I}, B CT, and Lip(T) < S8 ccor™ 0x(="") Gince BN C = B, then
1%

dim(T'NC) >dim(F)>1—e.

7. THE ROTATIONAL CASE

In this section, we describe the constructions of graphs that intersect the attractors of general
(rotational) iterated function systems in a high-dimensional way. In comparison to the previous
section, our procedure here is more delicate. In the rotation-free case, a single scale with good
projection properties gives rise to an arithmetic progression of scales with good projections, which
allows us to build a Lipschitz graph using Proposition 4.1. With the presence of rotations, the pro-
jections become quite complicated, and choosing a good projection angle becomes more challenging.
As such, the construction of a Lipschitz graph in the presence of rotations requires new ideas.

Our notation here differs from the previous section. We start with an IFS { fk}g/il with attractor
H and K = conv(H). The first step, described in Subsection 7.1, is to extract a uniform sub-IF'S, see
Definition 11. To do this, we follow the ideas in [PS09] and produce an IFS {¢; }jvzl C {frwo} with
attractor C, scale factor r, and rotation A. We choose k > 1 so that r has appropriate bounds, and
the dimension of C, which we denote by ~, suitably depends on . This subsection also establishes
Ahlfors upper regularity and lower measure bounds for C, both depending explicitly on . In the
second step, detailed in Subsection 7.2, we apply the quantitative projection bounds from [PS09] to
establish large subsets of “good” projections for each fixed scale. To ensure that there exists an angle
that projects well at many scales, i.e. plays well with the rotations, we apply the Maximal Ergodic
Theorem presented in subsection 7.3. In Subsection 7.4, we combine the tools and observations from
the previous subsections to construct a nested collection {E, },- , where each E,, is a subset of the
nth generation of {¢p; }jvzl with respect to K. As in the previous case, the sets {E, }, - satisfy the
hypotheses of the graph construction algorithm described by Proposition 4.1, so we apply this result
to prove the main theorem of this section.

7.1. Reduction to a uniform iterated function system.

In this subsection, we show that from a general IFS that satisfies the open set condition, we
can produce a uniform IFS (UIFS) within a specified dimension range, provide bounds on the scale
factor, a bound on the upper Ahlfors constant, and a lower bound on the measure of the attractor
of the UIFS. Our starting point is the following proposition of Peres and Shmerkin [PS09] which
shows how to produce a UIFS from an iteration of a general IFS.

Proposition 7.1 (Proposition 6 in [PS09], Reduction to a UIFS). Let {fk},i\il, where each fy, is
of the form (11), be an IFS that satisfies the open set condition and has attractor H. For any
n > 0, there exists kK € N and a UIFS {cpj};:l C {fuw} with attractor C € H and dim(C) €
[dim(H) — n,dim(H)].

The following lemma shows that once 7 is sufficiently small, we can eliminate some of the functions
in the IF'S produced in the previous result to ensure that the dimension drops.
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Lemma 7.2 (Dimension drop lemma). Let {fk}]szl, where each fi is of the form (11), be an IFS
that satisfies the open set condition and has attractor H. There exists ng (r1,...,ry, M,dim(H)) >0

so that for any n € (0,m0], there exists kK € N and a UIFS {goj}évzl C {fr } with attractor C, such
that C C H, dim(C) € [dim(H) —n,dim(H) — g} , and the scale factor r satisfies

) 8
(31) cr(ean)™ <r< ( 0277)
where
M
4 dim 3M
(32) Hm a=gp i et e =g

Proof. By Proposition 7.1, there exists k € N and a UIFS {¢; }le C {feo } with attractor C C H.
The proof of Proposition 7.1 in [PS09, Proposition 6] shows that ¢,(x) = rdxz+z; for j=1,...,L,
with

M M
(33) r= H ry~ and L > cpn_% ,;dlm(H)v"

k=1
where ¢, > 0 is a constant inherited from an application of the Central Limit Theorem and v,, =
ffirgim(H)] We show that by reducing the number of elements in this UIFS, we can get a sub-UIFS
that satisfies the statement of the lemma.
Define

M
2M—1 T 2M 1 _
N — \_5_74 H r, dlm(H)vK _ H dim(H)v, —e,

k=1 k=1
where € € [0,1). If & > ¢, %, then N < L so that {gpj}J L C {%} . If we let €' C C denote the

attractor of the sub-UIFS {30]} then its similarity dimension is given by

i—=1°

log N 2M_1)ogk —log(l —e
dim(C) = log o = dim(H) - —— o g(_l ),
og (v > velog (7 )
M
where we let g9 = go(k) = e rglm(H)”“ < 1. Observe that whenever x > 32 r" dim(H)
k=1
we get
im im 4M — 2 im
m‘i (H) <o, < m‘i (H) +1< 7&7“2 (H),
and whenever x > O—Tlc;?“))“ we get
2M — 1 2M — M
logr < logn—log(l—so) 710g/@
Therefore, if Kk > kg := max {c;‘l, I\‘j’[—]\gr; dim(H), (15(174))4}, then N < L and it follows that
“eolc,
3M IOgH . . M logk
_ < =
T S < dim(H) — dim(C) < T
where we introduce T = Z rgim(H) log (r;l).
k=1
. M logk 2n 3M logk M logk n .
If we ch tisfying — then C {_ } hich
WGCOOSGKGNS&ISyng2T 6[3,77} {ST 3T S whic

implies that dim(H) — dim(C) € {g n}.
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Define the function g: (e,00) = R by g(z) = ;7. Since ¢'(z) = 1(‘}?5;;)% > 0 on its domain, then
g 1: (e,00) — R is well-defined and increasing. Therefore, % log [2?77, 77} is equivalent to
(34) K1 < K < Ko,
where
(35) wi=g ' (grn') and ke =g (FFnY).

Now we to check that [k1,/2] "N # @. By the Mean Value Theorem, there exists & € (K1, k2) SO
that
g(k2) — g(k1)

g'(F)
It follows that xy — £1 > 1 if and only if ¢'(F) < g(k2) — g(k1) = 25n~". As ¢/(z) < ¢/(e?) = 1,
then ks — k1 > 1 whenever n < % In this case, [k1, k2] NN # &, so there exists k € [k1, k2] NN for
M logk [217

which o7 3 n

Since we also need k > kg, it suffices to ensure that x; > k¢ for all admissible choices of 7, i.e.,
we need ¢! (%n_l) > kg, Or

K2 — K1 =

e M log ko <M
M= ey ST

That is, if n < 7o, then there exists x € N with x > k¢ for which (34) holds, and then dim(C) €
[dim(H) — n,dim(H) — 2] .
From the definition of r in (33) and the bounds on & in (34) and (35), we observe that

e Zexp[=Tg~" (Frn )] sr<exp [=Tg ™' (507)],
M

where we let S = Zlog(r,gl). Since zlogx < g~ !(z) < 2zlogx whenever x > e, then
k=1

Tg™" (") = T log (30 7") = log (25) ™

Tg_1 (%n_l) < QT%n_l log (%n_l) = log (M) n .

Plugging this into the previous expression gives
5 (ar o\ En or \Hn!
e (sm) 27 <r<(Fm)?
which we can rewrite as (31).
O

The next result shows that a uniform sub-IFS inherits upper bounds on the Ahlfors upper con-
stant, and lower bounds on the measure of the attractor.

Lemma 7.3 (Upper Ahlfors regularity of a uniform sub-IFS). Let {fk},i\il be an IF'S that satisfies
the open set condition, has attractor H with dim(H) = 1, Ahlfors lower and upper constants a and
b, respectively, and overlapping inder w.

If for some k € N, {cpj}jyzl C {fum} is a UIFS with scale factor r, attractor C C H, and
v :=dim(C) < 1, then for all z € C' and all p € (0,1), it holds that

8wb diam(K) =L

(36) H' (C'NB(x,p)) < () :
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and

N av(K)
(37) e 2 Swb [diaum(K)]l_V

=7,

where K = conv(H).

;V:l C {frw} for some k € N, then Corollary 3.7 shows that we may use K =

Proof. Since {p;}

conv(H) to generate C. That is, C' = ﬂ C, where each generation C,, is defined as C,, = U Ko
n=1 )
with Kj(n) = Qe (K)
If B C K is a maximal ball, then Lemma 3.4 implies that diam (B) > ”(QK). For each 7™ set
Bj(n) = Qjm) (B) so that Bj(n) - Kj(n) and diam (Bj(n)) > #ﬂ% diam (Kj(n)).
Since w is the overlapping index of { fk}g/[:p then by Lemma 3.14, the overlapping index of the
generations {Cn}zoz1 is at most w. It follows that {Bj<n)} can be partitioned into w subsets, each

of which contains disjoint convex sets.
Given p € (0,1), choose k € N depending on p so that

rp < diam (Kj(k)) < p.

For z € C, let S(z,p) = {j® € {1,..., N} K;uw N B(z,p) # 2}
Then we see that

v(K) v(K) .
———rp-#S < — d K, <4 d(B;
diam(K)rp #5(z,p) < diam(K) Z 1arn( J(k)) == Z ra ( ]<k>)
J*FeS(z,p) i®eS(x,p)
4 1 dw 4
< P Z H (HﬂBj(k)) < FIH HnN U Bj(k)
i®ES(z,p) i ES(z,p)

4
< 7‘“’%1 (H N B(x,2p)) < ——p.

where we recall that a and b are the Ahlfors lower and upper constants of H. Therefore, #S(x, p) <

8wb diam (K
Lm()rfl, and an application of Jensen’s inequality shows that

av(K)
.
Yo [diam (Kjw)]" < #S(@.p) 77| > diam (Kjo)
(38) JMES(a,p) iM €S (w.p)
Mrv—lm'
av(K)
Since
N v XN
> [diam(K o .0 =D [rdiam(K )] = [diam(K )]
Jet1=1 =1

then for any ¢ > k,

(39) Z [diam(Kj(z> )} v S Z [diam(Kj(k) )] K
3O §* €S (,p)
Kj(f) ﬁB(m,p);ﬁZ

Combining (39) with (38) then shows that (36) holds.
To establish the lower bound on the measure of the attractor, we make an argument similar to
the proof of [MMS88, Theorem 4.5]: Let {A,} be a cover for C such that diam(A,) < p < 1 for each

t. By compactness of C, there exists L € N so that the finite subcollection {Ai}le covers C.
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For each A;, let B; = B(z;,p;) 2 A; be a ball for which diam(B;) = 2diam(A;) < 2p. For each
pi, choose k; € N depending on p; so that rp; < diam(Kj(ki)) < p;. Let kg = max{ky,...,kr}.
Then using (38) and (39), we see that

8wb diam(K 8wb diam(K L B L . ¥
’rl - Z dlarn W Z p,L Z [dlam (K_j(ki) )]
=1 =1 ](k )ES(IZ;PZ)

Z [dlam (I(j(k[))”V 2 Z [dlam (Kj(ko))}’y
1 j(ko) 4 (ko)
K (ko) NB(wi,0:)#2

= Z [r70 diam(K)]" = (N)™ [diam(K)]” = [diam(K)]”
ko

M=

.
Il

where the last inequality holds because {B;} ., covers C. Since {Ai}iL:1 was an arbitrary cover for
C, then (37) follows. O

To summarize this subsection, we have shown that from a general IFS that satisfies the open set
condition, we can produce a UIFS within a specified dimension range, provide bounds on the scale

factor, a bound on the upper Ahlfors constant, and a lower bound on the measure of the attractor
of the UIFS.

7.2. Existence of large projections.

In this subsection, we show that from an IFS with a uniform scale factor, we can find sufficiently
large subsets of its generations with nice projection properties. Our starting point is the following
result of Peres and Shmerkin [PS09].

Proposition 7.4 (Proposition 7 in [PS09], Separated projections). Given constants cg > 1, a1, g >
0 and ~v € (0,1), there exists a constant 6 > 0 such that the following holds:

Fix p > 0. Let Q be a collection of disjoint closed convex subsets of the unit ball such that each
element contains a ball of radius aalp and is contained in a ball of radius agp. Suppose that Q has
cardinality at least oy p~7, yet any ball of radius ¢ € (p, 1) intersects at most aa(£/p)? elements of
Q.

Then for any € > 0, there exists a set J C [0, ) with the following properties:

(1) [[0,m\J| < e

(2) if ¢ € J, then there exists a subcollection Qg of Q of cardinality at least e6#Q such that
the orthogonal projections of the sets in Qy onto a line with direction ¢ are all disjoint and
p-separated;

(3) J is a finite union of open intervals.

Remark 7.5. An inspection of the proof of [PS09, Proposition 7] shows that the disjointness require-
ment is not necessary. In particular, the result still holds under the assumption that the collection
Q consists of convex sets with disjoint interiors. Additionally, the assumption that Q is contained
in the unit ball can be replaced by an assumption that Q is contained in any compact set.

Removing the disjointness condition transforms Proposition 7.4 into something that is almost a
generalization of Proposition 6.5. In fact, the heuristics of both statements are identical: leverage
Mattila’s lower bound on Favard length [Mat90] to prove a discrete quantitative projection theorem.
This raises the question of whether Proposition 7.4 can be used in place of Proposition 6.5. One issue
with this replacement is that Proposition 6.5 handles the v = 1 case in Proposition 7.4. Remark
7.6 makes clear that this case is critical for Proposition 7.4. However, we think that one could
construct a limiting argument, but that would be unnecessarily powerful and complicated considering
the simplicity of Proposition 6.5.
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Remark 7.6 (Understanding 6 as a function of ). In the original proof of Proposition 7.4 from
[PS09, Proposition 7|, § is defined with an explicit identity:

0= (5040 + 5)_1Ag1

for some non-explicit constant, As. We can track through their proof and show that As = c.Ay,
where c. is a universal constant that comes from Theorem 6.2 and

2 4
o eagas 3ago an
Ay = agaq <27T + T e(l’Y)> S e gy &

That is, we can take

1— e 0=

~ 15¢, (ap+ 1) afaras”

In the following lemma, we show that we may apply Proposition 7.4 to all of the generations of
an IFS. The constants that play the roles of g, a1, as are independent of the generation, n.
Lemma 7.7 (Application of Proposition 7 in [PS09]). Let {p; }jvzl be an IFS that satisfies the open
set condition, has uniform scale factor r, similarity dimension v € (0,1), attractor C, and upper
Abhlfors reqularity constant byg. Let K be a compact, convex, v-non-degenerate set for which C C K.
Let {Cy,},"_, denote the generations of{gaj}j.vzl
index of the generations.

There exists a constant dg > 0 so that for every n € N, the following holds: For any e > 0, there
exists a set J C [0,7) for which

(1) [[o,m\J| < e
(2) If ¢ € J, then there exists a subset Cp p C Cy, with Ny > €dor™ ™7 connected components,
for which Py(C,, ) is a disjoint union of Ny r"-separated intervals;
The constant &y given in (43) depends on vy, v(K), diam(K), H?(C), by, wg, and is independent of
n.

with respect to K, and let wy denote the overlapping

Proof. Fix n € N. We have C,, = U Ky, where K = @;m (K). The claimed result follows
4(m)
from an application of Proposition 7.4 with p = ™ and a choice of Q C {K j(m} that satisfies
the hypotheses. We first specify Q. Since the generations {C),}52 , have overlapping index wy,
wo

then the index set can be partitioned as {1,...,N}" = |_| T, where the sets in each collection
k=1

{Kj<n) L= E} have disjoint interiors. Choose a maximal 7 € {7}, in the sense that #7 =

max {#7Tr : k € {1,...,wo}} and define

Q= {Kj(n) j(n) € T}

Now we check that Q satisfies the hypotheses of Proposition 7.4. By construction, Q is a collection

of closed, convex sets with disjoint interiors, which by Remark 7.5, is sufficient. With
diam(K) 4

40 ag =ap(K) :=maxq ——, ———, 1 > 1,
(10) o = ao() = max { SREL E 1t
we see that K is contained in a ball of radius ag, and Lemma 3.4 implies that K contains a ball of
radius oy . Since each ¢;(z) = rA;x + z; is a linear contraction, then every K is a translated,
rotated, r"-scaled copy of K. It follows that every element of Q contains a ball of radius ay Lrm and
is contained in a ball of radius agr™.

By the pigeonhole principle, #7 > wq IN™. Since the similarity dimension of C is v, then
N7rY7 =1 so that N™ = r~™Y. Therefore, with a; = wyq,

(41) #Q > ozfl (Tfn)'y .
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Since {g; }jvzl has a uniform scale factor, then there exists m, > 0 so that m, = H" (;m (C))
for every j(. By Proposition 3.15, #?(C) € (0,00), and H" (¢, (C) N @y (C)) = 0 whenever
i = 5 Since C = U @i (C), we deduce that

jm

H () =H" | [Jp;m(C) ] =D H (¢;m(C)) = N"m,,

4(m) 4(m)
from which it follows that
(42) my =M (C)r™7.

Since cpj(n)(C) cC K, then cpj(n)(C) C CNKjm C Kjm. By taking a union, we see

= B

U Kj(n) = (Cp. On the other hand, since cpj(n)(C) con Kj(n), then
4(m) 4(m)

CNK;mn # 9, so for each j(”), there exists x;m) € C'N Kjm). Because each K is contained in a

ball of radius aor™, then K C B (xj<n) , 2a0r"). By taking a union, it follows that C,, C C' (2aor™).

Therefore,

<
<

CCC, CCQaxur™).

For ¢ € (r™,1) and a point z, we want to count how many elements of Q intersect B(x,¢). This
is equivalent to estimating the number of elements in the index set

T(z,0) = {j" € T : Kjo N B(z,0) # @}

Assume that B(z, (14 2a9)¢) N C = &. Since C,, C C' (2apr™) C C (2a0f), then B(z,£) N Cp, = &

which implies that #7 (z,¢) = 0. Therefore, there is no loss in assuming that x is a point for which

B(z, (14 2a9) ) N C # &. Because each K is contained in a ball of radius agr™ < agf, then
U Kjm € B(@,(1+2a0)0). And since B(z, (14200) () N C # @, then | )  Kjm C

JM eT (z,0) JMeT (z,0)

B(y, (2 + 4ap)?) for some y € B(x, (1 4+ 2ap) £) N C. Therefore,

ma#T (@)= > H(gm(@)< > H(CNEKw)

JMEeT (2,0) JMET (x,0)

=1 (Ccn |J Kjm | <H(CNBy, 2+ 4a0)l))
JmMeT (x,0)

and it follows from the upper Ahlfors regularity of C' and (42) that

/¢ Y
4T <a ()

b0(2 + 40&0)7

HY(C)

We may now apply Proposition 7.4 to Q with p = r™ to reach the conclusion. That is, for any
e > 0, there exists a set J C [0,7) for which |[0,m)\J| < e, and if ¢ € J, then there exists a
subset C), 4 C Cy,, that has at least cd#Q > 5(54;.)617“_"7 components, where we have used (41). In
particular, Remark 7.6 shows that our claim holds with

B HY(C) 1— e 0=
4 = 0wy " = :
(43) %0 = dwy 15cead (ap + 1) wdbo (2 + 4ap)”

where oy =

We point out that dg depends only on C and its properties, and is independent of n. O
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In summary, we have shown that the generations of a UIFS have good projection properties in
the sense that one can always find a substantial set of angles onto which the projections contain lots
of pieces. Moreover, all these statements are quantitative.

7.3. Ergodic theory.

In this subsection, we establish a consequence of the Maximal Ergodic Theorem. This result will
be used to show that many generations of a given IFS have a desired projection property.

Theorem 7.8 (Maximal Ergodic Theorem, Theorem 2.24 in [EW13]). Let (X, %, 1) be a probability
space with a measure-preserving transformation T. Let g be a real-valued function in L*(u). For
any o € R, define

n

—1
1
E, = {xeX : sup—Zg(Tk:C)>a}.
k=0

n>1 T ™—
Then
an(Ea) < / gdu < |gll.

Eo

As an application of this result, we have the following.

Lemma 7.9 (Density of rotation maps). Let J C [0,7) satisfy |J| > 7 — ¢ and let p € [0,7) be any
angle. Define the rotation map T, : [0,7) — [0,7) by

[0+ 0 €0,m—¢)
T¢(9)—{ O+p—7m Oe[n—pm)
and the associated density as
- #{ke{0,1,....n—1}:T50O) € J}
- .

There exists 6 € [0,m) so that for every n € N, D(n;0) € [1 - %, 1] .

D(n;0)

Proof. Let X = [0,7) with probability measure p = 1|-| and let # denote the associated Borel
algebra. The rotation map 7' = T, is measure-preserving. Since |J| > 7 —¢, then pu(J) > 1 - =.

Define g = x - and choose o = 5 so that with the notation from Theorem 7.8,
1 €
_ . k
E: = {x €eX : igl)ﬁkio)(JC(T x) > 5}
An application of Theorem 7.8 then implies that
2u(Je 2
w(Es) < 20 2y
€ ™

Therefore, p (E%) > 0. In particular, there exists x € E% That is, for every n € N,

n—1
en
Z XJe (Tkx) S 7
k=0
Since

n—1 n—1
Z xoe (TFz) + Z s (TFz) = n,
k=0 k=0

then

n—1

ZXJ(T]CZC) > (1 - %) n

k=0
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and the conclusion follows. [l

7.4. Extracting a substantial subset and building the graph.

Using the results from the previous subsections, we now detail the extraction process of a substan-
tial subset from the attractor of a rotational IFS. We then conclude by showing that the extracted
subset is suitable for an application of Proposition 4.1, and can therefore be covered by a Lipschitz
graph.

Proposition 7.10 (Construction of substantial subsets). Let {fk},i\il, where each fy is of the form
(11), be a v-non-degenerate IFS that satisfies the open set condition with similarity dimension 1.
Let H be the attractor of {f;g}g/il, let a and b denote the Ahlfors lower and upper constants of H,
respectively, let w denote the overlapping index of {fk},iv[:l, and set K = conv(H).

There exists a constant €q (r1,...,7a, M,a,b,w, K) € (0,1) such that for any ¢ € (0,&0], there
exists k € N and a UIFS {gaj}j.v:l C {frwo } with scale factor

20M

(44) r>cE ¢

)

where ¢y is defined in (32). Moreover, there exists @ € S' and a nested collection {E,} -, C H,
satisfying the following properties for all n € N:

M,
(1) E, = |_| K}, where each KI' = @;n) (K) for some j™ € {1,...,N}".
i=1

(2) If KZ-"_1 is a connected component of E,_1, then E, ﬁKl-"_l has N, < N connected compo-
nents and Py(E, N KZ-”fl) s a union of N, r"-separated intervals.
(3) E, has M, > r= =" copnected components.

Proof. Set eg = min{lOno, 1071, (%)3}, where 7 is from Lemma 7.2, c¢o is defined in (32), n; :=

3
(%) Cq with

av 2 1 diam(K)]7 1 — e (=)
Cq = T in > 0,
8w2bag diam(K) / 3ce (ap + 1) vef0,1] | dag + 2 11—+
and ag as in (40).
Let € < g and set n = {5. Since 1 < 7o, then an application of Lemma 7.2 shows there exists a
t € N and a UIFS {%};V:l C {fre } with attractor C C H, dim(C) =: v € [1 -n,1— g}, and a

uniform scale factor r that satisfies (31). In particular, the lower bound from (31) and the definition
of ¢3 in (32) show that

15M

= (f5¢)
~\10°

c

o

3|

r > ¢ (c2m)

1
Since % >l > 5%, then (44) follows.

We now construct the nested sequence of sets. Lemma 3.10 implies that {¢; }jvzl inherits the open
set condition from { fk},]:il. An application of Lemma 7.3 shows that {¢; }jvzl has upper Ahlfors

regularity constant

bdiam(K
(45) by = 8‘*’172““()”—1
av
and that the bound in (37) holds. Let {C,} -, denote the generations of {¢; }jvzl with respect to

K.
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Lemma 3.14 implies that the generations {Cn}zozo have overlapping index wy < w. Therefore, we

may apply Lemma 7.7 to {¢p; }jvzl and K with n = 1 to deduce that there exists a constant dy > 0

and a set J C [0, ) such that |[0,7)\J| < & and the following holds:

For every ¢ € J, there exists a subset Cy 4 C C1 with Ny > edor™”
(46) connected components for which Py(Ch 4) is a disjoint union of Ny

r-separated intervals.
Using (43), we see that

3 HY(C) 1—e A=
N > efar— — v
¢ = €007 15cca (g + 1) wdby (2 + 4ag)? "

2 .
av 1 diam(K) 1" - _
> 1 — e~ (=7 99237
= (sw%agdiam(K)) 3ce (ap + 1) {24—4040] ( ¢ ) "

2
> 4 (1) 2 143070 > oyp2p=taon _ 52, <&n) i

2 2
3
> <3;2 77) p 13

where we have applied (45), (37), and wp < w, the definition of ¢4, the bounds on +, the definition

of 71, and that 7 < 1. From (31), we see that °52n > r3 and since M > 3, we get
(47) N¢ > T%T‘_1+3n = 7'_1+%%(1+%) > T_1+%.

Let A denote the rotation matrix for {¢;}._,. The matrix A induces a rotation map on [0, ),
T4, in the sense of Lemma 7.9. For each 6 € [0,7), define S(0) := {n e N : T47'(9) € J}. Since

|J| > 7 — €, then Lemma 7.9 provides an angle 6 € [0, 7) such that for every n € N, it holds that

(48) #(SO)N{1,...,n}) > (1 - g) n.

For each n € N, we construct subsets C1(n) C C;. The cases for n € S(0) and n ¢ S(0) are
distinct.

If n € S(0), then Pyo A""1 = rn-t(g) and ¢p = T% *(0) € J. Therefore, by (46), there
exists Ci(n) = Cy4, C Ci with N, := Ny, connected components for which Py, (C1,4,) =
Py(A"=1(Cy(n))) is a disjoint union of N, r-separated intervals. The bound (47) shows that
N, > r~1t3. We may write

(49) Ci(n) = | @i(K) € O,

J€In

N
j=1

for some Z,, C {1,..., N} with #Z,, = N,,.

If n € N\ S(0), then we choose Cy(n) C C; to have N,, connected components for which the
projection Py(A"~(C1(n))) is a disjoint union of N,, r-separated intervals. Since n ¢ S(6), then
T3 (0) ¢ J, so we cannot guarantee that N,, has a large lower bound, but we can ensure that
N,, > 1. Again in this case, there is a non-empty subset of indices Z,, C {1, ..., N}, where #Z,, = N,
such that (49) holds.

For each n € N, define

F, = U @jn-1(C1(n)) = U U i (;(K)) € Cn.

jn=1) jn=1) jEL,

An application of Corollary 3.7 shows that {Cy} °; is nested. In particular, C; C K so that
C1(n) € K. Therefore, @;m-1)(C1(n)) € Kjw-1 and then F, N K;m-1) = @jm-1(C1(n)). For each
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j(=1) there exists Witn-1) € R? so that Pjm-1 (x) = A 4 W;n-1) and then
Py (Fo N Eju-1)) = Py (@001 (C1(n)) = Po (r" A" H(C1(n)) + wjin-)
= T‘n_lpg (An_l(Cl (TL))) + Py (wj(nfl)) .

Since Py(A"~*(C1(n))) is a union of N, r-separated intervals, then Py (F, N K -1 ) is a union of
N, r"-separated intervals.

For each n € N, define F,, = ﬂ F}.. Since
k=1

N N
Fk:U U U Sojlo"'ogojk—logojk(K%

J1=1 Jk—1=1jk €Ly

E, = U U U gpjlo<pj2...ogpjn(K): U (pj(n)(K),

J1€T1 j2 €L Jn€Ln j(")e'/\/ln

where M, =T; x I X ... x I, € {1,..., N}". In particular, each E, is as described in item 1.

For each n € N, since E,, = F,, N E,_1, then each E,, inherits the projective properties of F,,.
That is, if Kf_l = Kn-1 is a connected component of E,,_1, then F, N Kf_l =F,N KZ-"_l, S0
Py(E, N KZ-"_I) has N,, r"-separated intervals, establishing the item 2.

then

Each E,, has M,, := #M,, = H Nj, connected components. Using that N > r_(l_%) whenever
k=1
k € §(0) and the density of S(0) from (48), we see that

- 1-£)n
YA | P | G VS PR R
k=1 keS(0)N{1,...,n}

showing that item 3 also holds. O
Now we state and prove the main theorem for a general IFS.

Theorem 7.11 (Theorem 2.10 in the Rotational Case). Let {fk},iwzl, where each fi, is of the form
(11), be a v-non-degenerate IFS that satisfies the open set condition with similarity dimension 1.
Let H be the attractor of {fk},iv[:l, let a and b denote the Ahlfors lower and upper constants of H,
respectively, let w denote the overlapping index of {fk}g/lzl, and set K = conv(H).

There exists eg = €0 (r1,...,70m, M,a,b,w, K) € (0,1) so that for any ¢ € (0,&], there exists a
Lipschitz graph T for which

dim(HNT)>1-¢

and
diam(K)
HQZ[:l Tk
Proof. Let € € (0,q], where €9 > 0 is given in Proposition 7.10. An application of Proposition 7.10
provides a k € N and a UIFS {p; }jvzl C {fr } with scale factor satisfying (44), and angle § € S,
and a nested collection {E, } -, C H that satisfies the properties from items 1 — 3. Without loss of

generality, we may assume that § = 0 so that Py = P,, the projection onto the z-axis.
We check that {E,}, -, satisfies the hypotheses of Proposition 4.1. By construction, {E,} | is

Lip(T") < max {%, 1} exp [20Ms_1 log (5_1)} .

My,
nested and from item 1, each E, := |_| K}, where every connected component K{* = ;) (K) is
i

=1
a translated and rescaled copy of K, hence closed and convex. It follows that v < |Py (K!)| <
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r™ diam(K), and then (18) holds with A = dh%(m. For each n, 4, diam (K[") < diam(K)r™ and then
(20) holds with ¢ = diam(K), o =r < 1.

It remains to check (19). For some n € N, pick z; € K" and z; € K7 for @ # j. There exists a
largest k € {1,...,n} so that K" and K" both belong to the same connected component of Ej._.
That is, K C K% and K} C KJ’?/ for ¢/ # j', while KZ’?,K]’“, - Kf;il for some g € {1,..., Mx_1}. Tt
follows that

|Py (2 — 25)] < diam(KéC_l) < diam(K)r*1,
while item 2 shows that
|Pu(zi = 2;)| > 7"
20M

Therefore, (19) holds with A = diam(K)r~!. Since r > cje~= by (44), then both bounds (18) and

(19) hold with
A= LMH(K) max {l, 1} g%
C1 14

Therefore, Proposition 4.1 is applicable and shows that there exists a Lipschitz graph, I', such that

E:=()E.,CT
n=1
and I' has a Lipschitz constant that is bounded above by A.
Since {E,},~; € H, then E C H and dim (I' N H) > dim(E). To estimate dim(E), Proposition

3.16 is applicable with v - - v, = M,, and D,, = d,, = r" diam(K) and b = m. Item 3 in

Proposition 7.10 shows that M, > r—(1=9)"  Therefore, Proposition 3.16 shows that

1 U 1 —(1=¢e)(n—1)
dim(E) > liminf 10802 Unt) g e 108 [Pty
n—00 —logd, n—oo —log [r™ diam(K)]

[(1—¢)(n—1)]logr

i inf —1_
nhoe 1 logr + log [diam(K)) c
and we conclude that dim (I'N H) > 1 —e¢. O

APPENDIX A. THE MEASURE OF THE 4-CORNER CANTOR SET

Let C4 denote the 4-corner Cantor set. Since projections decrease measure, then we know that
HY(Ca) = H' (Parctan(1/2) (C1)) = \/ig See Figure 7. On the other hand, if we choose the cubes
involved in the construction of C4 as the covering in the definition of Hausdorff measure, then it

follows that H'(C1) < V3. Therefore, #'(Ci) € [, 2].
We include a computation of the exact Hausdorff measure of C4. This result, originally due to
Davies, was communicated in private communication to the second author by Kenneth Falconer. To

our knowledge, the only other, less elementary proof of this fact follows from [Mar79).

Proposition A.1 (4-corner measure). H'(Cs) = V2.

Proof. Tt suffices to show that for every § > 0, H}(Cs) = V2.
For any set in E C R?, let m*™ E be the diameters of the projections of F onto the lines y = +x,
and let

1
mE = §(m+E +m~E).

If Q is any dyadic cube, denote by Q,...,Q* the grandchildren (two generations down) of @ that
are at the four corners. We want to show that

(50) mE>m(ENQ") +---+m(ENQ*).
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FIGURE 7. Each line ¢, meets the dotted line at a right angle. The projection is
indicated with a thick line showing that every generation of C4 projects onto the
line y = %:1: + 1 along the segment from ( L 1) to (11 4).

T 1005 1005
For any set E C R?, there exists a rectangle R with sides parallel to the lines y = £z such that
E C Rand mE = mR. Since m (RN Q") > m (E N Q") for each i, then there is no loss of generality
if we assume that F itself is a rectangle with sides parallel to the line y = +x.

Suppose ENQ* # @. If E' is the smallest rectangle containing F and Q°, then mE —m (E N Qi) =
mE* —m (El N Ql) and it follows that

mE — [m(ENQ") + - +m(ENQY)] =2mE' — [m(E'nQ") + -+ m(E' nQ"Y)].

Therefore, there is no loss in assuming that if F meets any square Q?, then it contains it.

O
ES

y=—a". y=ua

le,mCN. /) mtQ
Tn” "L
mMQl

FIGURE 8. An illustration of the third case in the proof: The rectangle E3 (in
light gray) contains three of the four squares, Q', @3, Q*. The projections of each
Q' onto the dotted lines (y = 4-x) are indicated with thick lines and their lengths
are indicated. The gaps are each of length % i, where 1 = m*Q*.

Let i = m* Q" and note that mQ" = yu for each i.

If E contains only one Q?, then let E! C E be the smallest rectangle with sides parallel to y = £z
that contains Q. Since m*E! = p1, then mE > mE" = mQ".

If E contains two cubes, Q% and @7, then let E? C E be the smallest rectangle with sides parallel
to y = £z that contains both Q° and Q7. In one case, Q7 may be obtained by translating Q° along
a line parallel to y = +x, and then m*E? = 4y and mTE? =y so that mE? = %u. Otherwise, Q7
may be obtained by translating Q' along a line parallel to y = 0 or z = 0 in which case m*E? = 34
and then mE? = %M- It follows that,

mE > mE? = %erEQ + %TrfE2 = gu > 20 = mQ" + mQ’.
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If E contains three cubes, Q*, @7, and QF, then let E3 C F be the smallest rectangle with sides
parallel to y = 4z that contains all the cubes Q*, @7, and Q*. Without loss of generality, Q7 may
be obtained by translating @’ along a line parallel to y = =, while Q* belongs to another corner. It
follows that m*™ E3 = 4y while m™E3 = §,u. Therefore,

13 , 4
mE > mE? = 2 mTE3 + 2 _E3—Zu>3M:le+mQJ+ka.

This case is illustrated in Figure 8.

Finally, if E contains all four cubes, then with E* C E defined to be the smallest rectangle
that contains all four cubes, we see that m*E* = 4y and it follows that mE > mE* = 4u =
mQt + mQ? + mQ3 + mQ*. In all possible cases, we have established that (50) holds.

Recall that C4 = ﬂ C,,. If the squares of C, are denoted by Q!, i = 1...,4", then repeated
n=1

applications of (50) show that
o

(51) mE > Zm(E nQL).

i=1
We now proceed by contradiction. Assume that there exists a covering {U;} of C4 such that
Z diam(U;) < V2. Because m*U; < diam(U;), it follows that mU; < diam(U;) and so

ZmUJ— < \/5
J

We can assume that each U; is open (Theorem 4.4 in Mattila [Mat95]) and use that C4 is compact
to conclude that {U; } ', is a finite collection. In particular, we can find n large enough so that for
each i = 1,...,4", there exists an index j € {1,..., N} so that Q! C U;. Using (51), we then see
that

N 4" N
) IDDLIANCARD Pt
j=1i=1 j=1
For each i = 1,...,4™ the term mQ?, appears on the left hand side, and so
oo 4"
\/_>ZmU >3 " mU;NQ;) >Zle =
=1 =1
which gives a contradiction and completes the proof. O
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