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Abstract—Animal assisted intervention has been one of the 
effective natural therapeutic approaches, especially for indi-
viduals with autism. To increase the accessibility and reduce 
extra burden of care for the animals, Robotic-Animal Assisted 
Interventions (RAAI) has been proposed. However, the lack 
of natural behaviors is one of the key factors in limiting the 
feasibility with the current technology. This late-breaking report 
aims to build natural behavior models with data-driven approach, 
utilizing latest development of large language models (LLMs) 
to effectively analyze the data and build natural language-based 
models. Due to the reliance on LLM in this study, a key limitation 
is the lack of continuity in understanding. Frame images, as static 
representations, may not fully capture temporal dynamics. Future 
studies could address this limitation by integrating 3D-pose 
analysis, which would improve both continuity and contextual 
understanding. 

Index Terms—Autism; Neurodivergent; Robotic-Animal As-
sisted Intervention; Robotic Dog; Companion Robot 

I. INTRODUCTION 

The prevalence of Autism⋆ has been steadily increasing 
worldwide. According to recent studies, approximately 27.6 
per 1,000 children are diagnosed with autism, highlighting its 
growing significance as a public health concern that warrants 
further attention [2]. 

Various therapies and interventions have been developed 
over time for autism, among which Animal-Assisted Inter-
vention (AAI) has emerged as a notable approach. AAI has 
been widely acknowledged for its benefits in enhancing social 
interaction abilities, and emotional and cognitive functioning, 
as well as reducing problematic behaviors, particularly among 
autistic individuals and other neurodivergent conditions [3], 
[4]. However, AAI typically relies on “live” animals, which 
may pose challenges for individuals with animal allergies or 
other types of accessibility limitations. These barriers can 
prevent certain individuals from benefiting fully from AAI, 
even when it could be an optimal therapeutic approach for 

⋆We do recognize the clinical term of Autism Spectrum Disorder (ASD) 
but at the same time honor the recent discussion on the use of language 
in autism research [1]. Thus, we adopt a preferred (i.e., “autistic” vs. “with 
autism“) and a less polarizing (i.e., “on the autism spectrum”) terminology 
when referring to individuals with autism. 

their needs. Robots, particularly robotic animals, present a 
promising alternative by offering programmable, predictable, 
and highly effective interaction tools [5]. They can effec-
tively address the limitations of live animal interactions while 
replicating many of their therapeutic benefits. To increase the 
accessibility and reduce extra burden of care for the animals, 
this late-breaking report aims to set foundational knowledge 
for Robotic-Animal Assisted Interventions (RAAI). 

Previous studies have demonstrated the therapeutic potential 
of robotic dogs as a method for canine-assisted intervention 
[6]. However, the lack of natural behaviors is one of the key 
factors in limiting the feasibility with the current technology 
[7]. This study, thus, seeks to build on these findings by 
addressing the limitations of earlier work and enhancing their 
effectiveness. Furthermore, it will explore the feasibility of this 
approach in real-world interaction environments. 

II. BACKGROUND AND RELATED WORKS 

A. Autism (Autism Spectrum Disorder) 

Autism is a neurodevelopmental condition characterized by 
challenges in social communication, restricted and repetitive 
behaviors or interests [8]. Autism is highly heterogeneous, 
characterized by a broad spectrum of abilities and challenges, 
underscoring the necessity for personalized interventions [6], 
[9], [10]. 

Despite challenges in social interaction, autistic individuals 
often express a strong desire to connect with others, albeit 
in unique ways. Neurodiversity paradigms emphasize viewing 
autism as a natural variation in human development rather than 
a deficit [10]–[12]. Interventions should adopt this perspective 
by prioritizing the enhancement of quality of life and the 
promotion of meaningful social interactions, as well as fos-
tering emotional and behavioral responses, rather than aiming 
to conform behaviors to normative standards. 

B. Animal-Assisted Intervention 

Animal-Assisted Intervention (AAI) has gained recognition 
for its potential to improve social, emotional, and cognitive 
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skills in autistic individuals. Studies have shown that inter-
action with therapy animals, particularly dogs, can reduce 
anxiety, enhance social communication, and provide emotional 
comfort [13], [14]. Dogs are often favored for AAI due to 
their highly social nature and ability to respond to verbal 
and non-verbal cues, creating a feedback loop that encourages 
participants to engage meaningfully [4], [15]. 

Autistic children, in particular, benefit from interactions 
with therapy animals, as they often exhibit increased playful-
ness and focus in the presence of a therapy dog [3]. Therapy 
animals can serve as social bridges, enabling individuals to 
apply social skills developed through interactions with the ani-
mals to their interactions with real humans [11]. However, AAI 
may present practical challenges, such as limited accessibility, 
animal allergies, or the requirement for trained animals. As a 
result, robotic alternatives could provide an effective solution 
for individuals who face difficulties accessing traditional AAI. 

C. Animal Natural Behavior Learning 
Silva et al. (2019) found that living dogs are more effective 

than robotic dogs in enhancing social communication skills in 
children, whereas no significant difference was observed for 
adults [16]. This suggests that, for children, robotic dogs de-
signed to closely mimic the realistic appearance and behavior 
of living dogs could have a similarly significant impact and be 
effectively personalized to meet the unique needs of autistic 
children. 

In addition, Thodberg et al. (2016) found that interactions 
between older adults and robotic animals gradually decreased 
over time, while interactions with real animals remained con-
sistent [17]. Nevertheless, Chang et al. (2020) suggested that 
advancements in robotic animal technology could make them 
increasingly comparable to living animals, potentially yielding 
equivalent or even superior outcomes in the near future [18]. 
Thus, continued advancements in robotic animal technology 
have the potential to enhance the quality and frequency of 
interactions between older adults and robotic animals in the 
near future. 

Replicating the natural behaviors of real dogs in robotic 
dogs [19], [20] remains a significant challenge, primarily due 
to the limited availability of vision-based data. Collecting 
such data in lab-like settings on a large scale risks generating 
behaviors that may no longer be truly “natural.” However, the 
ongoing growth of online data offers a promising resource for 
developing models capable of accurately learning and repli-
cating natural behaviors, provided that copyright restrictions 
are appropriately addressed. 

III. METHOD 

A. Data (Videos) 
To replicate the natural behaviors of living dogs in robotic 

systems, this study utilized a dataset of video recordings 
capturing real dogs’ behaviors in everyday environments, 
specifically for training machine learning models on dog 
pose estimation. These videos were sourced from a publicly 
available GitHub repository [21], where the author provided 

them for neural network training purposes. The videos, fea-
turing the author’s dog in both outdoor and indoor settings, 
capture various poses from multiple angles during interactions 
between the author and the dog. Designed explicitly for model 
training, the video dataset offers naturalistic and clean data that 
surpasses many other online sources not collected in controlled 
lab environments. Moreover, the consistency in camera angles 
and stability makes the dataset highly suitable for training 
purposes and video analysis. 

To analyze dogs’ behaviors in a more naturalistic environ-
ment, we also included and utilized a YouTube video in this 
study. The video, recorded by a Ring home security camera, 
captures a dog’s activities when its owners are not at home 
[22]. As a home camera recording, it provides insights into 
natural behaviors exhibited by the dog without “direct” human 
interference. We hypothesized that this video could yield more 
authentic behavioral keywords compared to those derived from 
the GitHub video dataset, which was originally created for 
training neural networks as mentioned earlier. 

The dataset serves as the foundation for developing models 
to accurately learn dog behaviors. To ensure quality and 
relevance, the videos had to meet specific criteria: first, they 
needed to depict natural, everyday environments such as 
homes, parks, or other familiar settings. Second, the videos had 
to capture a diverse range of behaviors, including social inter-
actions, play, responses to their owner, and even being alone 
without their owner. Finally, high-quality and stable videos 
were essential for precise feature extraction and labeling. 

B. Large Language Model 
To analyze the videos and translate them into States and 

Actions for policy building within a Markov Decision Process 
framework, we employed a large language model (LLM). 
Specifically, we utilized the GPT-4o mini API, which supports 
image input for analysis. While individual frame analysis 
may not fully capture the dynamic nature, Madan et al. 
demonstrated in their work on video understanding tasks that 
image-based foundation models often tend to work better 
than video-based models in many cases [23]. Based on this 
approach, we utilized an LLM to analyze each frame image 
sent for processing. 

Given that our dataset consists of videos, we extracted 
frames at consistent intervals and sent these images to GPT-
4o mini API for analysis. Using an LLM to analyze every 
single frame from the videos to determine dogs’ states and 
actions is impractical. Instead, we sampled one frame every 
few seconds to ensure sufficient information for analysis while 
minimizing computational complexity. For instance, the videos 
from the GitHub repository we mentioned earlier have an 
average frame rate of 30 frames per second (FPS), and the 
YouTube video we utilized runs at 23 FPS. For these videos, 
we skipped approximately every 30 or 23 frames, respectively, 
and selected one frame per second for analysis. 

In addition, prompt engineering played a crucial role in 
obtaining the desired outputs from GPT-4o mini API. The 
objective was to analyze each input frame and derive the 
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Fig. 1. State Transition Diagram Design of the Markov Decision Process (MDP) for the Animal Natural Behavior Learning Model 

corresponding States and Actions of the dogs in the videos. To 
achieve accurate, reliable, and consistent results, we carefully 
designed and refined the prompts. Below are the prompts used 
in our program to analyze the dogs’ States and Actions in the 
videos. 

• “What is happening in this video? How is the dog 
behaving?” 

• “This is for building a Markov Decision Process model 
for a robot dog.” 

• “Please describe the state and action of the dog in the 
video.” 

• “There is no such state or action ’none’.” 
• “Please keep it concise and clear (in 1 word each) for 

each frame, such as ’State: [state] / Actions: [action]’.” 
• “You don’t have to say anything like ’frame 1’, ’frame 

2’, etc.” 
• “You don’t have to say anything like ’Okay’, ’Sure’, etc.” 
Even with the designed prompts, additional filtering was 

necessary to extract relevant terms for the States and Actions 
required for the robotic dog’s natural behaviors. This involved 
’normalizing’ the LLM’s responses to ensure consistency and 
to align with the desired terms. For example, we standardized 
variations such as ’sitting,’ ’sitting down,’ or ’seated’ into a 
single term, ’Sit.’ However, due to the inherent flexibility 
of a large language model, it was not entirely possible to 
constrain its responses to consistently produce the exact terms 
we required. 

C. Markov Decision Process 
To develop the robotic dog’s natural behavior policy, we 

employed a Markov Decision Process (MDP) framework using 

analyzed States and Actions derived from LLM-processed 
input frame images of living dogs. An MDP is a stochas-
tic sequential decision process used for modeling “decision-
making” problems [24]. 

In Figure 1, the majority of the states (represented by large 
circles) involve detecting and recognizing a person, while the 
remaining states include an IDLE state and a state where the 
robotic dog moves around randomly. Actions represent the 
possible behaviors of the robotic dog, such as ’Sit,’ ’Prone,’ 
’Move,’ ’Shake Hands,’ ’Stand,’ or ’Dance.’ Each state tran-
sitions to a specific subsequent state, with the corresponding 
action determined by the context, as depicted in Figure 1. 

Simultaneously, rewards were defined and assigned to ob-
served transitions, as illustrated in Figure 1. The reward 
function was designed to prioritize behaviors that provide 
social and emotional support to the detected person. Favor-
able transitions, such as moving closer to a person, staying 
with them, or dancing with them—indicative of supportive 
behaviors—were assigned higher reward values. Conversely, 
neutral/undesirable transitions, such as detecting a person or 
recognizing their emotions but taking no action, received zero 
or even negative rewards. 

The complete MDP model was assembled using the normal-
ized states, actions, transition probabilities, and reward values, 
and was represented as a structured JSON object. Below are 
the key components of the MDP: 

1) State (S): As briefly mentioned above, the State S repre-
sents the robot’s current context, including posture, recognized 
pre-trained human emotions, environmental conditions, or the 
interaction history with humans. 
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2) Action (A): The Action A includes behaviors such as 
Move, Stand, Sit, Prone, Shake Hands, and other potential 
actions unique to the robotic dog. 

3) Transition Probability (T): The Transition Probability 
function T utilizes observed interaction data, incorporating en-
vironmental uncertainties to model state transitions effectively. 

4) Reward (R): The reward function R prioritizes behaviors 
that promote positive interactions, reinforcing desirable state 
transitions. 

5) Policy: Policy = π(a|S) 
The policy defines the probability of taking action a given 

the current state S, guiding the robot’s decision-making pro-
cess. 

There are several examples based on the design above. For 
instance, if the robotic dog detects a person, moves closer, 
recognizes their emotion as happiness, and dances with the 
person, it receives positive rewards. Conversely, if the robotic 
dog detects a person who appears angry but merely lies prone 
without offering emotional support, it incurs negative rewards. 
Similarly, if the robotic dog detects a person but takes no 
action and remains prone, it also receives negative rewards. 
This flexible reward structure allows the MDP to effectively 
capture the priorities and objectives of the experimental design. 

IV. DISCUSSION 

State/Action Results from LLM 
The State/Action keywords for the robotic dog, extracted 

through LLM analysis, represent the core findings from the 
video data. To visualize the keywords, we generated word 
clouds illustrating key terms. These state and action-related 
keywords are essential for guiding the robot dog’s movements, 
enabling it to exhibit more natural behaviors. 

Figures 2, 3, 4, and 5 illustrate example results derived from 
the video datasets analyzed in this study. The word cloud in 
Figure 2 was generated from the video dataset provided by 
the public GitHub repository mentioned earlier [21], whereas 
the word clouds in Figures 3, 4, and 5 were created using data 
from YouTube videos [22]. 

Fig. 2. Word Cloud image of Dog’s States and Actions from [21]’s videos. 

Fig. 3. Word Cloud image of top 100 behaviors identified from a YouTube 
video [22]. 

Fig. 4. Word Cloud image of top 50 behaviors identified from the same 
source as Fig. 3. 

Fig. 5. Word Cloud image of top 25 behaviors identified from the same 
source as Fig. 3. 

Limitations & Future Works 

This study utilizes the LLM (GPT-4o mini API), which gen-
erates responses that are not always identical or consistently 
formatted. As a result, additional filtering was also necessary 
to extract the desired results, even with prompting and normal-
ization. While the outputs may vary slightly, they generally 
aligned with the given prompts. To ensure more consistent 
results in the desired format during program execution, further 
advancements in prompt design and processing methods are 
needed. As mentioned, frame images were extracted from 
the video every 1 second to maintain continuity and context 
and then sent to the LLM for analysis. However, as static 
representations, individual frames may not fully capture the 
dynamic nature the videos. Future studies could address this 
limitation by incorporating 3D pose analysis of dogs in videos 
and integrating this data with the LLM to achieve more 
accurate and comprehensive results. 
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