Semantic and Feature Guided Uncertainty Quantification of Visual
Localization for Autonomous Vehicles”

Qiyuan Wu'! and Mark Campbell

Abstract— The uncertainty quantification of sensor measure-
ments coupled with deep learning networks is crucial for
many robotics systems, especially for safety-critical applications
such as self-driving cars. This paper develops an uncertainty
quantification approach in the context of visual localization
for autonomous driving, where locations are selected based
on images. Key to our approach is to learn the measurement
uncertainty using light-weight sensor error model, which maps
both image feature and semantic information to 2-dimensional
error distribution. Our approach enables uncertainty estimation
conditioned on the specific context of the matched image
pair, implicitly capturing other critical, unannotated factors
(e.g., city vs. highway, dynamic vs. static scenes, winter vs.
summer) in a latent manner. We demonstrate the accuracy
of our uncertainty prediction framework using the Ithaca365
dataset, which includes variations in lighting and weather
(sunny, night, snowy). Both the uncertainty quantification of the
sensor+network is evaluated, along with Bayesian localization
filters using unique sensor gating method. Results show that the
measurement error does not follow a Gaussian distribution with
poor weather and lighting conditions, and is better predicted
by our Gaussian Mixture model.

I. INTRODUCTION

The evolution of modern large-scale deep learning
pipelines has revolutionized the performance of applica-
tions ranging from medical diagnostics, business analysis to
robotics. However, much of the research in this field has
focused on enhancing performance (e.g., average prediction
accuracy) through better data collection and architectures.
Despite these advancements, one significant weakness of
many large-scale models is their inability to provide a sense
of confidence in individual predictions. Predictive accuracies
of these models can vary based on factors such as the amount
and diversity of training data, the model architecture details,
and the complexity of the test environment [1], [2].

In self-driving applications, probabilistic uncertainty quan-
tification of deep learning outputs is crucial. Realizing un-
certainty models for these networks will not only facilitate
their integration into formal probabilistic perception and
planning frameworks (e.g., Bayesian filtering) but also enable
better safety guarantee and reasoning over the outputs. While
some modern neural networks attempt to output probabilistic
uncertainty, the reliability of the uncertainty prediction is
still insufficient for safety-critical decision-making [3]. Most
modern neural networks are deterministic or produce only
non-probabilistic confidence, such as the softmax function.
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In this work, we quantify the probabilistic uncertainty of
visual localization in the context of autonomous vehicles.
Visual localization is an approach to find the pose of the
vehicle using a query (e.g., images or point clouds) which
contains key environmental information. Image-based and
3D-structure-based localization are the two major branches
of visual localization; we focus on image-based in this paper.

This paper develops a novel approach to learning model
uncertainty for deep visual localization pipelines. Impor-
tantly, our approach can be generalized to varying weather
and lighting conditions and does not change the original deep
visual localization pipeline. We formulate the problem using
a conditional measurement error distribution, similar to the
types of error model specifications provided by manufac-
turers for traditional sensors, indicating the accuracy of the
sensor under different conditions, e.g., temperature, range,
etc. In our approach, more specific and complex conditions
(e.g., occlusions, scene ambiguity, lighting) are recognized
implicitly by learning from the context within the image
frame. Importantly, our approach to modeling uncertainty
can be added on to the network and is thus generalizable
to other feature based architectures. We selected the location
prediction architecture described in [4] as the backbone deep
visual localization pipeline. A light-weight learning model is
used to map both keypoint matches (the output of the original
deep visual localization pipeline) and semantic classes (gen-
erated from a pretrained model) to predict a 2D non-Gaussian
distribution of the measurement error. We demonstrate the
effectiveness of our approach by assessing the accuracy
of the model (average and distribution) compared to GPS
over varying environmental conditions. We also evaluate the
usefulness of the uncertainty model in Bayesian recursive
filters - a sigma point filter (SPF) and a Gaussian sum filter
(GSF), along with a unique sensor gating method, using
a large-scale real-world self-driving dataset with varying
weather and lighting conditions.

We present the following contributions of this work:

1) A light-weight, generalizable method for learning un-
certainty models for vision based sensors+networks incor-
porating both semantic and feature information to predict
location uncertainty without modifying the base pipeline;

2) A Gaussian mixture model to most accurately capture
measurement uncertainty of the deep visual localization
pipeline;

3) Validation of the sensor+network uncertainty model
and its incorporation within Bayesian estimation frameworks
using a large real-world dataset under various environmental
conditions including rain, snow and night settings.
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Fig. 1.

Overall workflow. Input is a pair of matched images (one query image and one closest reference image picked by the deep visual localization

pipeline (NetVLAD + Superpoint + SuperGlue)). Keypoint matching is an intermediate output of the mentioned pipeline, and semantic segmentation uses
pretrained DeepLabv3Plus-MobileNet. We develop this uncertainty prediction pipeline in the bottom box, with the semantic encoding table and KSE-Net as
learnable parts. During inference, uncertainty is predicted by KSE-Net and measurement is provided by the closest reference image (blue dashed arrows),

which is then fed into Bayesian filter for the update step.

II. RELATED WORKS

Recent image-based visual localization methods include
feature-based, semantic-based, pose regressor and vision
transformer methods. Typical feature-based methods rely on
detecting and matching keypoints between images [5], [6],
which is simpler and generalizes better to unseen images
compared to other methods. Semantic-based method uses
semantically segmented images, together with supplementary
information such as semantically labeled 3D point maps of
the environment, which is able to achieve accurate local-
ization with less storage space [7]. Pose regressor learns
the pose in an end-to-end (image-to-pose) neural network
[8], [9], which can be resource-intensive and unable to deal
with dynamic scenes as well as generating to unseen images.
Methods using vision transformer or attention mechanism
[10], [11] do not work well on dynamic scenes either.

Some visual localization approaches consider the uncer-
tainty problem. [8] builds an end-to-end Bayesian Neural
Network, outputting uncertainty together with prediction.
[9] outputs multi-mode distributions for static ambiguous
scenes. But both are limited to static scenes and dense
pose annotations. [12] gives different reliability weights
to different semantic regions, in order to distinguish the
uncertainty caused by the moving objects in dynamic scenes.

III. METHOD

Fig. 1 describes the overall workflow of our approach to
uncertainty prediction; the image retrieval part (Section III-
A) is not included for clarity.

A. Location Prediction from Image Retrieval

Let X = {I;}Y, be a set of database images with
known GPS locations r(I;). Given a query image ¢, our
goal is to estimate the location where the image was taken.
Because images taken from close-by poses should preserve
some content similarity, the closest image fciosest(q; X) is
found from database X and its corresponding location is
used as the predicted location #(¢) = r(feiosest(q; X))
We define ‘closest’ as the image with the most number of
keypoint matches ny,m to the query image. To be efficient,
global feature matching (NetVLAD [13] ) is performed first,
followed by neural keypoint matching (SuperPoint [5] +
SuperGlue [6] ) on the top n < N candidate images. This
pipeline is described in detail in [4] .

B. Uncertainty Prediction and Quantification

1) Problem Definition: The uncertainty quantification
problem is defined as predicting the 2D distribution of
location prediction error

p (rgt —f | q, fclosest(q; X)) (1)

2) Semantics and Pixel Locations of Keypoints: In [4],
number of keypoint matches nyp, serves as an indicator
for scene similarity and location uncertainty. However, in
certain cases, such as when occlusions are present or in
dynamic scenes (e.g., seasonal changes or moving objects),
the number of keypoint matches may provide limited in-
formation regarding the uncertainty. For example, keypoint
matches locking on to the front car or repeated ground



textures do not provide sufficient information for location
recognition or uncertainty prediction. In order to mitigate
confusion of keypoints on dynamic or ambiguous objects,
we use semantic classes of matched keypoints with pixel
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Pretrained DeepLabv3Plus-MobileNet [14] is used to infer
semantic maps, which are then used to assign semantic
classes to keypoints. Instead of one-hot encoding, a scalar
value encoding of semantic class is developed in this work.
A table of encoding value is learned by the model, creating
19 scalars corresponding to the 19 semantic classes, and the
scalar values are associated with keypoints as the representa-
tion of semantic classes. By applying this encoding method,
the dimension of semantic representation is reduced to 1,
instead of 19 with one-hot encoding. The semantic inferring
pipeline is described in the center region of Fig. 1.

3) Sensor error model: KSE-Net: As in [4], the sensor
error can be mapped from the number of keypoint matches,
which is an intermediate output of the image retrieval model.
But a large amount of data and analysis is required, as a
cross-traversal probabilistic analysis must to be performed
to create a sensor error model specific to the given traversal.
All frames in a single traversal have the same error model,
which fails to capture conditions specific to a single frame
such as occlusion and scene ambiguity.

In this work, we use a new learning-based sen-
sor error model: Keypoint-Semantic-Error-Net (KSE-Net),
which maps pixel locations, matching scores, and the se-
mantic classes of keypoint matches of a single query-
reference image pair to a 2D error distribution. The matrix
Dipm (g, felosest) € R™»m*T represents these details of
keypoint matches and serves as the input of KSE-Net.

Each row of Dipm (g, feiosest) contains information for
one keypoint match; all nypry, rows form an information ma-
trix for a given image match pair (g, fclosess). The matched
keypoints in query (¢) and reference (r) images are denoted
as ¢() and fc(lgsest; the superscript ¢ indicates the index of a
keypoint match. Here, 2 e [0,W —1] and g e [0, H—1]
represent pixel coordinates of matched keypoints, ms() €
[0,1] is the matching score of each keypoint match, and
se[-] € R is the semantic encoding value, unique to each
semantic class. The images all have a size of W x H pixels.
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Fig. 2.

Structure of KSE-Net for uncertainty prediction.

To efficiently handle this type of input, we developed

locations for uncertainty quantification. As shown in Fig. 1,
these are concatenated to form Dypm (4, felosest) (Eq. (2)),
which is introduced in detail in Section III-B.3.

ms) se[class(¢M)] se[class(fc(lggest)]
ms(®) se[class(¢)] se[class(fc(fgsest)] (2)

ygnkpm) ms(Miem) se[class(q(”kpm))] Se[class(f(nkp"‘))]

closest

KSE-Net to map keypoint information to a 2D Gaussian
mixture distribution of location measurement error, as shown
in Fig. 2; our approach is inspired by PointNet [15]. The
network requires a fixed size input, but the Dypy, matrix
varies the first dimension based on Nypy,. Thus, cropping,
and zero-padding on Dy, is performed after sorting the
rows with descending order of ms(), making the input a
fixed size of Len x 7. The outputs of this model are the
variances in car lateral direction U;k) and forward direction
0'75’6), correlations p(k), and weights wy of each mixture
component, forming the error distribution

K
p(ree(q) — #(q)) = Y wp N(rgi(g) — #(q) | 0,Rz) (3)
k=1
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With the knowledge of measurement location T(q) =
r( felosest (¢; X)) predicted by the location prediction pipeline
(Section III-A), the measurement z can be formulated into a
K-component 2D Gaussian mixture distribution

K
pz) =Y wp N(z | #(q), Ry) (5)
k=1

which serves as the measurement distribution of the errors.

C. Full Visual Localization Pipeline

A full visual localization pipeline is built using the location
prediction (Section III-A) as measurement, the uncertainty
prediction (Section III-B) as the covariances (measurement
uncertainty), within formal estimation frameworks using
Sigma Point filter (SPF) (i.e., Unscented Kalman filter
(UKF)) [16], [17] and Gaussian Sum filter (GSF) [18] re-
spectively. The goal of the localization process is to estimate
the distribution p(s¢|z1.+) of the state vector s; at time ¢ given
observed measurements zq.;. We define the state vector as:

Sz[xyﬂvé]T (6)

where x, y, 6 are the inertial, planar position and heading
angle, and v, 6 are the linear and angular velocity of the car.
In the prediction step of the filter, we assume constant linear
and angular velocity (v, 0) with a small process noise; while
better prediction can be realized using IMU measurements,
we use this simplified model in order to keep the focus
on the vision based measurements and their uncertainties.



In the measurement update step, given an image input,
we process the image through the location and uncertainty
prediction pipeline (Fig. 1) to give the location measurement
z = (x,y) + v; the uncertainty covariances are transformed
from the car coordinate frame to the inertial frame.

1) SPF: The SPF assumes measurement error distribution
to be Gaussian, which is simpler and faster compared to
GSF. The output of our uncertainty prediction method is
a Gaussian mixture, which can be condensed to a single
Gaussian, preserving the first and second moment using the
following equations (under condition Vi, u; = ©(q)):

n=1(q) (7

k

2) GSF: The GSF is able to process measurements of
Gaussian mixture distribution but is more sensitive and
involves approximations in the mixture condensation process.

3) Gating with Gaussians: In many real-world scenarios,
measurements from sensors may include outliers from noise,
unexpected objects, etc. that could lead to incorrect state
updates. Sensor measurement gating can be applied to the
filter to mitigate these effects by using formal hypothesis
tests to decide whether to accept a measurement (i.e., use it
in the filter update) or reject the measurement (i.e., it is an
outlier, outside the nominal error mode).

In the SPF, gating uses the normalized innovations squared
d*(z;) as a statistical metric to decide whether to ac-
cept/reject a measurement [4]. This metric is a Chi-square
variable; a measurement is rejected if it lies outside the
validation gate,

if d*(z¢) > x>, — reject )

where X?,ya is a threshold from the inverse chi-squared cu-
mulative distribution at a level o with v degrees of freedom.
Here we take v = 2. The level « controls the validation gate,
i.e. it rejects (1 —a) x 100% of the measurements at the tail;
typical values are 0.99, 0.975, and 0.95.

4) Gating with Gaussian Mixtures (GM gating): In the
GSF, gating is more complex because there is no analytical
solution for the normalized innovations using a Gaussian
mixture. We calculate the threshold value Binro at a level
o numerically by integrating the marginalized distribution

pa(x) in the direction of the innovation d = A STV
||Zt—h(5t\t—1)||

K

pa(@) =Y wN(z | d"(uy, — p),d"Skd)  (10)
k=1

/ﬁ pa(z)dz = (1 - a)/2 (an

where o1 = Zszl Wiy, and wy , p, and 3y is the weight,
mean and covariance of the kth mixture component of the
original 2D distribution p(x) = S, wx N (x | py,, k).
K is the number of mixtures, and z;, h(-), and sy;_; is
the measurement, observation function, and state prediction,

respectively. Similar to combining the predicted covariance
with the measurement noise covariance (H CHT + R) in cal-
culating the normalized innovations squared for SPF gating,
we use the combined uncertainty threshold of both prediction
and measurement in GM gating. The measurement is rejected
if the magnitude of innovation is greater than the sum of the

measurement component 551;?0)4 and the predicted component
() ’

thr,a

if ||zt — h(stlt—l)H > ﬁl(h:n; + ﬁt(h’;,)a — reject (12)

where Bt(hT ; and 61(}11?& are calculated by Equatino (11) on the
measurement distribution pq(z) and prediction distribution

pa(h(sys—1)) respectively.
IV. EXPERIMENTS

A. Dataset

We use the Ithaca365 dataset [19], containing data col-
lected over multiple traversals along a 15km route under
various conditions: snowy, rainy, sunny, and nighttime. Two
types of sensor data are utilized for our experiments: images
and GPS locations. Three traversals are randomly selected,
with one traversal each from the sunny (X1), nighttime (X?),
and snowy (X 3), as the reference database. We use three
additional traversals (Q;{f;ﬁy , zl;;lénwy and nggﬁl), one from
each condition, as queries for training and evaluation, and
another three traversals (QSyan, » Qinoyy and Q5id) as queries
for testing. To avoid double counting and ensure a uniform
spatial distribution across the scenes in the evaluation, query
images are sampled at an interval of 1m, except for highways
where the spacing is larger. This results in ~ 10,000

image/GPS pairs for each query traversal.

B. Training

In our uncertainty prediction pipeline, the KSE-Net and
the semantic encoding table are trained and evaluated on
the dataset of Q™" = {Qun,, Qiony; Qni } as queries and
X = {X!, X2 X3} as reference database. For each query
image ¢ € Q", the closest reference image felosest(q; X)
is retrieved through the image retrieval pipeline. The infor-
mation extracted on this pair of matched images (¢, felosest)
forms the matrix Dy, which is the input of KSE-Net.

The loss function was negative log-likelihood plus L2
normalization, as shown in

L=- 10g(PKSE(¢KSE)[rgt — | kam,¢se]) + )‘reg||¢KSE||2

(13)
where ¢xsg and ¢ represents the parameters in KSE-
Net and semantic encoding table, respectively, which are
the learnable parameters in our model. The KSE-Net output
probability Pkgsg is described in details in Equation (3). rg;
is the ground truth location of the query image ¢, and Ayeq
is the regularization coefficient.

Adaptive Moment Estimation (ADAM) optimizer was
used to optimize the parameters with a learning rate of 1073,
In our experiments, batch size is set to be 16, Ay to be
0.0005, and maximum number of epochs to be 80.
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Fig. 3.

Evaluation of the uncertainty prediction model using the normalized measurement error squared. The histogram bins all measurement instances

during a query traversal, normalized to represent a probability density. For constant covariance and baseline, d?(#) is calculated as Equation (14). The
constant covariance value is obtained by tuning on the validation data.[4] For GM condensed, a condensed covariance matrix is calculated as Equation
(8). For GM marginalized, the Gaussian mixture distribution is marginalized in the rgy — ¥ direction, and then a confidence percentile (P) of (rgt) is
calculated numerically on the marginalized distribution (1D Gaussian mixture), which finally passes through an inverse Chi-squared function FX_;(P) to

be presented on the horizontal axis.

C. Evaluation

1) Uncertainty Prediction Pipeline: We evaluate our un-
certainty prediction model by visualizing the observed dis-
tribution of normalized measurement error squared

d*(F) = (rge = #)TR ™ (rge — F) (14)
Fig. 3 shows this metric for four different types of uncertainty
models (rows: constant covariance, baseline, GM condensed,
GM marginalized), and three evaluations (columns: sunny,
night, snowy). If the uncertainty quantification is accurate,
the density histogram (representing observed probability and
confidence percentiles) should ideally be a x2_, distribution
(the red dashed curves in Fig.3). The histograms in Fig. 3
show that our methods (GM condensed and GM marginal-
ized) produce better probabilistic models of the errors, as
evidenced by the smaller distribution tails and more accurate
confidence percentiles. In night and snowy conditions, the
long tail fails to be captured by the constant and baseline
methods, but can be captured by our methods. The GM
condensed method predicts much accurate 65%, 95%, and
99% confidence percentiles than the constant covariance and
baseline.

2) Bayesian Filter: We evaluate the full visual localiza-
tion pipeline using the location predictions (Section III-A)
as measurements in the SPF, GSF, and SPF with GM gating

(Section III-C.4) respectively. The localization error dg,, is
the average distance error between estimated and ground-
truth locations, whereas covariance credibility measures the
frequency that the 2D localization error lies within the
uncertainty bounds of 68.3%, 95.4% and 99.7% credibility.
In the SPF, the bounds are 1-, 2-, and 3-sigma covariance
ellipses respectively, while in GSF, the bounds Sy, ¢s.3%,
Binr.95.4%, and Bug9.7% are calculated using Equations (10),
(11). We also report the frequency of measurement rejection
Ny

Table I shows the results of our uncertainty models and
existing methods. Rows 5-12 create a predicted uncertainty
model using the output of KSE-Net as a single Gaussian
(K =1). Rows 13-20 create a predicted uncertainty model
using the output of KSE-Net as a 3-component Gaussian
Mixture (K = 3). Row 1 provides an uncertainty-aware pose
regressor [9] for comparison, modeling the output samples
of the regressor as 2D Gaussian Mixtures (K = 3) and
feeding them into the GSF. We use the three traversals
in the reference database to train the pose regressor. The
regressor outputs location predictions with huge variances
due to scene sparsity and ambiguity. Rows 2-4 provide a
baseline for comparison, defined as a 1D statistical sensor
error model obtained separately for each traversal using a
numerical database of the training data [4].



TABLE I
EVALUATION RESULT OF LOCALIZATION FOR SUNNY, NIGHT, AND SNOWY CONDITIONS. NUMBERS IN BOLD ARE THE BEST PERFORMANCE AMONG

THE SAME GATING THRESHOLD.

Row Method Gating (1 - @)  derr(m) | Cov-credibility(%) — n, (%)  derr(m) | Cov-credibility(%)  n, (%)  derr(m) | Cov-credibility(%)  n, (%)
Average measurement error: 2718.710 m / 2887.717 m / 2850.384 m.
1 VAPOR [9] 0 2684.698 02/19/763 0 2876.436 02/1.1/39 0 2812.506 02/12/739 0
Average measurement error: 2.734 m / 25.596 m / 5.910 m.
2 baseline [4] 0 0.811 56.4/86.3/94.0 0 14.219 55.5/79.5786.8 0 1.752 50.0 /81.3/92.1 0
3 baseline [4] 1.0% 0.814 57.2/87.2/94.8 1.6 114.132 48.0/66.9 /72.3 25.2 31.632 42.3769.9 /79.6 16.5
4 baseline [4] 2.5% 625.179 41.3/62.4 /6718 30.4 126.091 47316571719 27.2 8149.484 8.0/14.2/16.7 82.3
Average measurement error: 2.734 m / 25.596 m / 5.910 m. Number of mixture components K = 1
5 SPF 0 0.672 222/66.8/859 0 14.247 31.5/729/869 0 1.493 219/56.7/177.8 0
6 GSF 0 0.672 42.0/87.5/96.5 0 13.748 51.6/86.6/92.9 0 1.493 36.0 /80.3 / 94.0 0
7 SPF 1.0% 0.575 223/67.2/863 0.2 1120.036  21.1/49.2/582 37.2 0.800 222/57.7178.6 0.4
8 SPF w/ GM gating 1.0% 0.573 224/672/86.3 0.2 25.855 30.9/73.0/87.4 5.0 0.803 22.1/57.6/178.6 0.3
9 GSF 1.0% 0.612 50.8 /90.5/97.5 14.5 80.074 463 /748 /812 21.1 0.834 384/824/953 6.3
10 SPF 2.5% 0.578 223/672/863 0.3 221.430 229/53.1/632 32.0 916.065 11.9/355/51.1 33.0
11 SPF w/ GM gating 2.5% 0.576 224/67.2/86.2 0.2 29.807 30.2/71.4 /849 83 0.799 222/57.7178.6 0.4
12 GSF 2.5% 58.773 42.9/74.0 / 82.9 35.1 47.548 48.8/79.2/84.9 19.5 0.880 39.4/829/953 10.1
Average measurement error: 2.734 m / 25.596 m / 5.910 m. Number of mixture components K = 3
13 SPF 0 0.602 25.8/66.7/85.8 0 2.758 58.1/87.2/94.7 0 0.866 28.8/63.9/81.8 0
14 GSF 0 0.727 34.0/81.4/94.2 0 8.813 50.3/89.8/97.7 0 1.597 30.7/755/923 0
15 SPF 1.0% 0.603 25.8/66.7 /858 0.1 3.101 584/87.1/945 1.2 1.611 28.6/63.2/80.9 1.5
16 SPF w/ GM gating 1.0% 0.603 25.8/66.7/85.8 0.1 3414 57.5/86.3 /938 1.4 0.865 29.0/63.9/81.8 0.2
17 GSF 1.0% 0.633 45.6 / 86.4 / 95.7 17.6 2.731 51.3/90.4/97.7 49 1.500 33.6/77.2/929 8.2
18 SPF 2.5% 0.603 25.8/66.7/85.8 0.1 171.615 359/569/625 322 97.361 20.3/47.2762.1 244
19 SPF w/ GM gating 2.5% 0.603 25.8/66.7/85.8 0.1 89.007 39.6 / 62.1 /68.0 24.6 1.713 28.6/63.0/80.8 1.6
20 GSF 2.5% 36.956 41.5/75.0 / 84.8 343 3.092 51.2/90.4 /975 79 2.639 345/77.2/922 13.7

Each experimental evaluation contains three sets of sensor
gating experiments, with probability threshold 1 — o equals
to O(non-gating), 1.0%, and 2.5% respectively. The SFP and
GSF are evaluated in all cases, and SPF with GM gating is
evaluated in the cases involving gating. All experiments uses
the same measurement locations but different measurement
uncertainties.

Analysis of Table I yields several observations:

First, estimation of night query is significantly improved
by our method using a K = 3 GM uncertainty prediction,
both in terms of localization error d.,, and cov-credibility.
The inadequacy to estimate the location and uncertainty of
night queries is a major deficiency of the baseline method,
which is markedly improve by our method. The improvement
of cov-credibility, especially of 99.7% level, indicates the
non-Gaussian nature of the error distribution is better cap-
tured with our Gaussian mixture model compared to baseline
and single Gaussian model. Although a Gaussian mixture
is needed to capture the error distribution, the GSF is not
necessarily needed for location estimation. The SPF using
the single Gaussian combined from mixture components
(Equation (8)) works well, even better than GSF in the non-
gating case. The GSF works well under 1.0% and 2.5%
gating.

Second, sensor gating using Gaussian mixture uncertainty
prediction models is less sensitive compared to the baseline
and single Gaussian models. Only a few cases with 1 —a =
2.5% diverge, and other cases maintain the error d.,, roughly
the same magnitude as the non-gating case. This indicates
better measurement uncertainties predicted by our method.

Third, compared with [4], where 9 traversals/databases
are used, similar scale of errors is reached with a database
containing only 3 traversals in this work, reducing the data

required for online estimation.

Fourth, our uncertainty prediction model generalizes well
for different conditions and traversals. The model is trained
with a mixture of sunny, night, and snowy queries and can
be directly applied to queries for any of these weather condi-
tions. The uncertainty prediction does not require producing
specific models for each traversal.

V. CONCLUSIONS

In this work, a learning based approach for modeling
uncertainty of deep visual localization pipelines is presented,
and validated using formal estimation methods (statistical
models for the predictions and Bayesian filter estimates)
using real-world data. We develop a learning-based sensor er-
ror model: Keypoint-Semantic-Error-Net (KSE-Net), which
utilizes both image feature and semantics to predict mea-
surement uncertainty modeled as a 2-dimensional Gaussian
mixture distribution. A large-scale real-world self-driving
dataset with varying weather and lighting conditions is used
for evaluation. Results demonstrate that the deep learning
location predictions are more accurately modeled as a Gaus-
sian mixture, and our approach more accurately captures the
longer tails and outliers of the predictions. We also evaluate
our approach using a sigma point filter and a Gaussian sum
filter, with a unique GM sensor gating method, demonstrat-
ing accurate uncertainty predictions across all conditions.
Notably, our approach makes a significant improvement in
predicting the location and measurement uncertainty for the
night conditions, which is a major deficiency of previous
methods. Our approach generalizes well to various condi-
tions, eliminating the onerous work of building traversal-
specific sensor error models.
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