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Abstract
This dissertation considers two problems regarding the structure of isogenies between su-
persingular elliptic curves which are motivated by isogeny-based cryptography. The first
problem is inspired by the setup of OSIDH, a recent proposal for an isogeny-based protocol
whose security relies on the hardness of finding a “horizontal” isogeny between two “oriented”
supersingular elliptic curves. A basic question is to ask if it is harder to find horizontal
isogenies between oriented curves than it is to find isogenies between oriented curves. Under
certain conditions, the answer is no. We give conditions for which all or most isogenies of
fixed degree between oriented supersingular elliptic curves are horizontal, and we classify the
exceptions. Our work can be applied to extend an attack on OSIDH by Dartois and de Feo.

The second problem is to compute the endomorphism ring of a supersingular elliptic
curve. Most problems in isogeny-based cryptography have polynomial-time reductions to
computing the endomorphism ring of a supersingular elliptic curve, so an efficient algorithm for
computing endomorphism rings of supersingular elliptic curves would have consequences for
isogeny-based protocols. We give a deterministic polynomial time algorithm which computes
the endomorphism ring of a supersingular elliptic curve from the input of two noncommuting
isogenies. Our algorithm uses techniques of higher-dimensional isogenies to navigate towards
the local endomorphism ring in the Bruhat-Tits tree.
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Chapter 1 |
Introduction

1.1 Motivation: Isogeny-based cryptography
The problems considered in this dissertation are motivated by isogeny-based cryptography.
Today, all widely-used public key cryptosystems are based on factoring or discrete log
problems which can be solved efficiently by quantum algorithms [46]. This makes it necessary
to investigate post-quantum alternatives. In 2016, NIST began a process to solicit, assess,
and standardize public-key cryptographic protocols which would be secure against attacks by
quantum computers. At the end of its fourth round in 2022, four cryptographic schemes were
chosen for standardization. Three of the schemes chosen for standardization are from lattice-
based cryptography and are based on similar hard problems, so it is important to continue
studying diverse alternatives. The only isogeny-based proposal was SIDH (Supersingular
Isogeny Diffie-Hellman) [5], which had comparatively smaller key sizes. It was selected as an
alternate candidate for further evaluation at the end of the fourth round. However, SIDH
was broken later that year by a series of groundbreaking attacks [10, 33, 42] and could no
longer be considered for standardization.

Despite the break of SIDH, isogenies are still of cryptographic interest. The fundamental
hard problem for isogeny-based cryptography is the ℓ-isogeny path-finding problem: Given two
supersingular elliptic curves, compute an ℓ-power degree isogeny between them. This problem
can be phrased as finding a path in the ℓ-isogeny graph, whose vertices are supersingular
elliptic curves and whose edges represent ℓ-isogenies between supersingular elliptic curves.
The ℓ-isogeny graph is an expander graph [39]. In SIDH, one is also told the image of certain
points under the desired isogeny; this is the key information exploited by the attacks against
SIDH. This means that the fundamental hard problem for isogeny-based cryptography is
not broken and is not made easier by the techniques of the SIDH attacks, leaving many
isogeny-based protocols unaffected. A related problem, which is equivalent to the path-finding
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problem under polynomial time reductions [57], is the problem of computing endomorphism
rings of supersingular elliptic curves. An algorithm to solve either problem efficiently would
affect all isogeny-based cryptosystems [20, 57, 58], but the current best algorithms have
exponential complexity.

This dissertation highlights the interplay between these two problems. First, we will
consider a variant of the path-finding problem which underlies the security of OSIDH (Oriented
Supersingular Isogeny Diffie-Hellman). In this setting, we only consider curves which are
“oriented” by a fixed quadratic imaginary ring O. This gives information about the structure
of the endomorphism ring, which we use to characterize the structure of isogenies between
O-oriented curves. While we are motivated by the setting of OSIDH, our results apply more
generally. In the second part of our dissertation, we will give a deterministic algorithm
for computing the endomorphism ring of a supersingular elliptic curve from the input of a
full-rank subring. We use techniques similar to those used to break SIDH in order to navigate
to the endomorphism ring locally in the Bruhat-Tits tree.

1.2 Oriented elliptic curves and horizontal isogenies
In 2020, Colò and Kohel introduced OSIDH [14], a public key exchange protocol based on the
action of the class group CL(O) on the set of supersingular elliptic curves which are “oriented”
by a fixed quadratic imaginary ring O. These are exactly the elliptic curves obtained by
reducing CM elliptic curves modulo an appropriate prime, and the action of the class group
is inherited from the action on CM elliptic curves. Isogenies which are in the image of the
reduction map, corresponding to action by an invertible ideal, are called “horizontal.” A
more precise definition of both terms will be given in Chapter 3. Many other isogeny-based
cryptosystems are based on this group action for different orders O. The first isogeny-based
cryptosystem, CRS [16, 45, 49], used ordinary elliptic curves, which are oriented by their
endomorphism rings; and CSIDH [11] uses a set of Fp-rational supersingular elliptic curves,
which are oriented by Z[√−p]. OSIDH was the first public key exchange to consider this
structure in a more general setting, motivated by replacing the ring Z[√−p] in CSIDH by a
more general quadratic imaginary order O in the hopes of increasing the number of curves in
the keyspace.

In 2021, Dartois and De Feo [18] described an attack on OSIDH which makes use of the
public information about the group action to construct a horizontal endomorphism. However,
they rely on heuristics to argue that they can construct a horizontal endomorphism from
the public group action alone [18, Section 4]. If β cannot be constructed this way, then
one can construct a horizontal isogeny using the public group action and supplement by
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using a meet-in-the-middle attack, which a priori does not produce a horizontal isogeny,
only an isogeny of the correct degree. Even under their heuristic assumptions, the attack
has exponential complexity and relies on solving a shortest vector problem in a particular
lattice, so OSIDH is still of interest from a security perspective. In addition to the attack,
Dartois and De Feo propose a set of countermeasures which they suggest could even make
OSIDH secure against subexponential complexity quantum algorithms for solving hidden
shift problems, which are known to apply to CRS and CSIDH. We will give conditions for
which an isogeny of degree N is likely to be horizontal, which extends Dartois and De Feo’s
attack in the event that the heuristics do not hold.

In addition to being useful for constructing cryptographic schemes (in addition to those
mentioned, see [29] and [22]), orientations have been used to compute endomorphism rings
of supersingular elliptic curves [3, 24,38,58]. Most work in this direction assumes knowledge
of the orientation. However, a recent preprint shows that under certain conditions, knowing
that a curve is orientable (without the full data of an orientation) can be used to compute
the orientation [4].

In Chapter 3, we state and give new proofs of basic facts about O-oriented supersingular
curves and the class group action. While they are “basic” facts, they were only proved
recently and highlight the differences between the ordinary case and the supersingular case.
The main results of this chapter are not new, but we give original proofs. We show that any
supersingular elliptic curve is oriented by infinitely many quadratic imaginary orders O, and
we show that there are quadratic imaginary orders O such that every supersingualar elliptic
curve is O-oriented; a proof of this statement was given in [29, Proposition 5.10], but it does
not work for all primes p, so we give a corrected proof. It was proved in [2] that the group
action is free and that the number of orbits (one or two) depends on the splitting behavior of
p in O. We re-prove this statement, along the way proving some lemmas which appear to be
new and may be of independent interest.

In Chapter 4, we restrict our attention to the setup of OSIDH, although our techniques
can be applied more generally. The security of OSIDH depends on the hardness of the
following problem: Given E, b ∗ E, and information about how to compute the group action
(see [14, Section 5.2, page 23]), recover the ideal class b. Onuki observed (and Dartois and De
Feo made more explicit) that one can recover b by constructing a non-integer endomorphism
β which generates the image of O in End(b ∗ E) ( [37, Section 6.3] and [18, Section 4]). In
the specific setting of OSIDH, this condition on β is equivalent to β being horizontal.

We study the structure of isogenies, not necessarily horizontal, between O-oriented elliptic
curves and give conditions for which any or most isogenies of the correct degree are likely to
be horizontal. We use an explicit description of endomorphism rings of O-oriented curves
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given by Lauter and Viray [31]. As an application, we extend the attack of Dartois and De
Feo in the event that the heuristics in Dartois and De Feo’s attack do not hold.

We prove the following, which is our main tool for understanding horizontal N -isogenies.

Theorem 1.2.1. Let (E, ι) be an O-oriented supersingular elliptic curve over Fp, where O is
a quadratic imaginary order of discriminant D, and let K be the field of fractions of O. Let
b be an invertible ideal in O with norm coprime to p, and let E ′ such that b ∗ (E, ι) = (E ′, ι′).
Let N be a positive integer. There are primitive positive definite binary quadratic forms Q
and Q′ of discriminant D such that the following hold.

1. If p is inert in K, there is an injective map

{N-isogenies ϕ : E → E ′} → {(w, x, y, z) ∈ Z4 : Q(w, x) + pQ′(y, z) = −DN}.

2. If p ramifies in K, there is an injective map

{N-isogenies ϕ : E → E ′} → {(w, x, y, z) : Q(w, x) +Q′(y, z) = −DN/p}.

In the setting of OSIDH, horizontal isogenies correspond to the solutions with y = z = 0,
and it is straightforward to describe all ways that non-horizontal N -isogenies may arise.
Moreover, in the special case that p is inert in O and −DN < 2p, this map extends to a
bijection up to a certain equivalence, and in this case, we give a more complete classification
of N -isogenies between O-oriented supersingular elliptic curves.

1.3 Computing endomorphism rings of supersingular elliptic
curves
Outside of cryptographic interest, computing the endomorphism ring of an elliptic curve
is a fundamental problem in computational arithmetic geometry. Faster algorithms are
known in the ordinary case. Bisson and Sutherland [9] gave a subexponential time algorithm
to compute the endomorphism ring of an ordinary curve under certain heuristics, later
improved to rely only on GRH [8]. Recently, Robert outlined an algorithm to compute the
endomorphism ring of an ordinary elliptic curve in polynomial time, given the factorization
of its discriminant [43, Theorem 4.2].

For supersingular elliptic curves, the problem is more complex. In the ordinary case, there
is a convenient subring of finite index which is generated by the Frobenius endomorphism,
which is no longer true for supersingular elliptic curves. One approach to endomorphism ring
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computation is to first compute a subring of finite index, then to compute the endomophism
ring from the subring. The first step was first accomplished by Kohel, who gave an algorithm
for generating a subring of finite index by finding cycles in the ℓ-isogeny graph of supersingular
elliptic curves in characteristic p [27, Theorem 75], running in time O(p1+ε). In [23], it was
shown that a Bass suborder of End(E) can be computed in O(p1/2+ε) time, assuming GRH.
Our algorithm focuses on the second step, computing the endomorphism ring from the
input of a subring of finite index. We give a deterministic polynomial time algorithm that
computes the endomorphism ring of a supersingular elliptic curve, given two non-commuting
endomorphisms and a factorization of the reduced discriminant of the order they generate.
We build on [21] which gave a subexponential algorithm, under certain heuristics, if the input
suborder was Bass.

Our algorithm is an improvement and a generalization of the main result in [21], which
we summarize briefly here. Given a Bass suborder O0 of the endomorphism ring End(E) and
a factorization of the reduced discriminant, they compute all local maximal orders containing
O0 ⊗Zq at each prime q dividing the reduced discriminant. They then combine local maximal
orders to obtain all global maximal orders containing O0 and check each one until they find
End(E). In the general case, O0 may be contained in exponentially many maximal orders, so
the Bass restriction is needed to reasonably bound the number of maximal orders.

We also approach the problem locally. However, we are able to compute the local maximal
order End(E) ⊗ Zq without constructing all global candidates for End(E). We also do not
require the Bass restriction, although we give a more efficient algorithm in the Bass case.

There are two key tools. The first is a polynomial-time algorithm which, when given an
endomorphism β and an integer n, determines if β

n
is an endomorphism. This algorithm is

implicit in Robert’s algorithm for computing an endomorphism ring of an ordinary elliptic
curve [43, Section 4]. A detailed proof and runtime analysis are given in [24, Section 4].
This technique is also used in [38], which gives a probabilistic polynomial time reduction to
compute the endomorphism ring from an oracle which computes a non-scalar endomorphism.
In contrast, our deterministic algorithm applies this algorithm to test if certain local orders
are contained in the endomorphism ring.

The second tool is a theorem by Tu [51, Theorem] which expresses an intersection of
finitely many maximal orders in M2(Qq) as an intersection of at most three maximal orders,
which can be constructed explicitly [51, Theorem 8]. This theorem allows us to relate the
placement of the local endomorphism ring in the Bruhat-Tits tree to its containment of certain
local orders, which allows us to use the containment testing to find the local endomorphism
ring in the Bruhat-Tits tree.

In Chapter 6, we describe the algorithm and give a proof of correctness and complexity
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analysis.

Theorem 1.3.1. There exists an algorithm that computes the endomorphism ring of a
supersingular elliptic curve E when given E, two noncommuting endomorphisms α and γ

which can be evaluated efficiently on powersmooth torsion points, and a factorization of the
reduced discriminant ∆ of the order generated by α and γ. The algorithm runs in polynomial
time in log p, the size of α and γ, log ∆, and is linear in the number of primes dividing ∆/p
and the largest prime dividing ∆/p.

Our algorithm enlarges the order O0 generated by α and γ by finding the appropriate
local maximal order at each prime q dividing ∆/p. The complexity of this step is linear in q.
At the cost of a higher degree polynomial complexity in q, one could instead enlarge O0 at q
by searching for an endomorphism in O0 which is divisible by q and adjoining its division by
q.
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Chapter 2 |
Preliminaries

In this chapter, we briefly review background on supersingular elliptic curves and their
endomorphism rings which will be used throughout.

2.1 Elliptic Curves

2.1.1 Elliptic curves

Definition 2.1.1. An elliptic curve is a smooth, projective curve of genus one, together with
a distinguished point.

In this text, we will mainly be concerned with elliptic curves defined over a finite field of
large characteristic, so we consider a more concrete definition: An elliptic curve defined over
a field K of characteristic not equal to 2 or 3 is the set of solutions (x, y) to an equation in
Weierstrass form

E : y2 = x3 + Ax+B

with A,B ∈ K such that the function x3 + Ax+B has no repeated roots, together with a
point at infinity denoted OE. There is a group law on the points of E.

For an elliptic curve E : y2 = x3 + Ax + B, we define the j-invariant of E to be
j(E) := 4A3 +27B2. If E is defined over K, then it is clear that the j-invariant is defined over
K. The converse is true as well: If the j-invariant is an element of K, then there is a model
for E with coefficients in K. The j-invariant classifies elliptic curves up to isomorphism over
the algebraic closure of K.

2.1.2 Isogenies and endomorphisms

One of the fundamental properties of elliptic curves is that the points of an elliptic curve
form an abelian group under a geometric group law, where OE is the identity. For a positive7



integer n and a point P , we let [n]P := P + P + . . .+ P︸ ︷︷ ︸
n times

and [−n]P := [n](−P ), where −P

is the inverse of P . The multiplication-by-n map,

[n] : P 7→ [n]P,

is an example of an endomorphism.

Definition 2.1.2. Let E and E ′ be elliptic curves. An isogeny ϕ : E → E ′ is a morphism
such that ϕ(OE) = OE′ . When E = E ′, we call ϕ an endomorphism. If there exists an
isogeny between E and E ′, we say E and E ′ are isogenous.

In addition to being geometric morphisms, isogenies are group homomorphisms. If ϕ is
nonconstant, then ϕ is surjective and has finite kernel. An isogeny can be computed explicitly
from its kernel using Vélu’s formula.

For a separable isogeny ϕ : E → E ′, the degree deg(ϕ) is the size of the kernel. Over a
field of characteristic zero, all isogenies are separable. Over a field of characteristic p > 0,
every isogeny ϕ : E → E ′ factors as ϕ = ϕsep ◦ϕinsep, where ϕinsep is the pr-th power Frobenius
endomorphism and ϕsep is separable (see [48, Chapter II, Corollary 2.12]). In this case,
deg(ϕ) = pr deg(ϕsep).

If deg(ϕ) = N , we call ϕ an N -isogeny. Each isogeny ϕ : E → E ′ comes with a dual
ϕ̂ : E ′ → E. The dual ϕ̂ is the map such that ϕϕ̂ = [deg(ϕ)].

2.1.3 Endomorphism rings of elliptic curves

A fundamental object of interest is the endomorphism ring.

Definition 2.1.3. Let E be an elliptic curve. The endomorphism ring of E, denoted
End(E), is the ring consisting of all endomorphisms of E defined over an algebraic closure.

One can restrict to endomorphisms defined over a finite field and potentially obtain
different structures, so we emphasize that in this dissertation, we consider all endomorphisms.

For any elliptic curve E, there is an injection Z → End(E) given by n 7→ [n]. When E is
defined over a finite field with pk elements, End(E) contains the Frobenius endomorphism
πE : (x, y) 7→ (xpk

, yp
k).

The endomorphism ring is isomorphic to one of Z, a quadratic imaginary order, or a
maximal order in a quaternion algebra [48, Chapter III, Corollary 9.4].
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2.1.4 Supersingular elliptic curves

For most of this dissertation, we will be concerned with elliptic curves over finite fields. For
these elliptic curves, the endomorphism ring is larger than Z. We can classify curves based
on the kinds of endomorphism rings they have, in the following way:

Definition 2.1.4. An elliptic curve is called ordinary if End(E) is isomorphic to a quadratic
imaginary order and supersingular if End(E) is a maximal order in a quaternion algebra.

One can show that all supersingular elliptic curves over an algebraic closure of a finite
field of characteristics p are defined over Fp2 .

2.2 Isogeny graphs

Definition 2.2.1. The supersingular ℓ-isogeny graph over Fp is the directed graph whose
vertices are isomorphism classes of supersingular elliptic curves and edges between vertices
correspond to ℓ-isogenies between the corresponding curves, up to equivalence. The isogenies
ϕ : E0 → E1 and ϕ′ : E0 → E1 are considered equivalent if and only if there is an isomorphism
ψ : E1 → E1 such that ψϕ = ϕ′. We denote this graph by Gℓ(p).

There are approximately p−1
12 vertices (see [48, Theorem 4.1(c)]). In the setting of Theorem

1.2.1, we consider a subset of the vertices, and when N = ℓk, we are considering walks of
length k which begin and end at a vertex in this subset.

When p ≡ 1 (mod 12), we can identify isogenies with their duals and view Gℓ(p) as an
undirected graph. In this case, Pizer showed that the graph is Ramanujan [39]. This means
that Gℓ(p) is (ℓ+ 1)-regular and has largest possible spectral gap, and as a consequence, the
ℓ-isogeny graph is an expander with rapid mixing properties. When p ̸≡ 1 (mod 12), we can
no longer identify duals due to vertices with extra automorphisms (corresponding to curves
with j-invariants 0 and 1728). However, the ℓ-isogeny graph still has out-degree ℓ+ 1 and has
rapid mixing properties (see [7, Theorem 3] with d = 1 for example).

Starting at a vertex, it is easy to compute neighbors via Vélu’s formula. The fundamental
hard problem for isogeny-based cryptography is the ℓ-isogeny pathfinding problem: find a
path between two given vertices in the ℓ-isogeny graph.

We can compare the supersingular ℓ-isogeny graph with the analagous graph for ordinary
curves defined over a finite field Fpr . The connected components of the ordinary ℓ-isogeny
graph form a volcano (see [50]).

In Chapters 3 and 4, we will consider the structure of isogenies of fixed degree between
oriented supersingular elliptic curves. For ℓ-isogenies, this can be viewed as considering a
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subgraph of the ℓ-isogeny graph. We will show when all such isogenies are horizontal, which
is precisely when this subgraph represents the ordinary case.

2.3 Quaternion algebras
In this section, we describe background on quaternion algebras.

Definition 2.3.1. Let R be a domain with field of fractions F , and let B be a finite-
dimensional F -algebra. A subset M ⊆ V is an R-lattice if M is finitely generated as an
R-module and MF = B. An R-order O ⊆ B is an R-lattice that is also a subring of B. An
order is maximal if it is not properly contained in another order.

Definition 2.3.2. Let F be Q or Qq (with q > 2). For a, b ∈ F×, let H(a, b) denote the
quaternion algebra over F with basis 1, i, j, ij such that i2 = a, j2 = b and ij = −ji. That is,
H(a, b) = Q + Q i+ Q j + Q ij.

Any quaternion algebra over F can be written in this form. For the case of F = Q2,
see [54, Section 6.2].

There is a standard involution on H(a, b) which maps α = a1 + a2i+ a3j + a4ij to its
conjugate α := a1 − a2i− a3j − a4ij. The reduced trace of such an element α is defined
as Trd(α) = α + α = 2a1,. The reduced norm is Nrd(α) = αα = a2

1 − aa2
2 − ba2

3 + aba2
4.

We say that a quaternion algebra B over Q ramifies at a prime q (respectively ∞) if
B ⊗ Qq (respectively B ⊗ R) is a division algebra. Otherwise, B is said to be split at q. In
this case, B ⊗ Qq

∼= M2(Qq).
The discriminant of a quaternion algebra B, denoted discB, is the product of the finite

primes ramifying in B. For an order O ⊂ B with Z-basis {α1, α2, α3, α4}, the discriminant
of O is defined to be disc(O) := | det(Trd(αiαj))i,j| ∈ Z > 0 [54, p. 242]. The discriminant of
an order is always a square. The reduced discriminant discrd(O) is the positive integer
square root of disc(O) [54, p. 242].

For a supersingular elliptic curve E defined over a finite field of characteristic p, the
endomorphism ring End(E) is isomorphic to a maximal order of the quaternion algebra Bp,∞,
the unique (up to isomorphism) quaternion algebra ramified at the primes p and ∞.

10



Chapter 3 |
Properties of supersingular oriented
elliptic curves

For this chapter, O will always refer to a quadratic imaginary order, with K its field of
fractions. Unless otherwise stated, all elliptic curves in this chapter are supersingular.

We prove some basic facts about oriented supersingular elliptic curves which highlight
the difference between the ordinary case and the supersingular case. The main results of this
chapter are not new, but we give different proofs from those appearing in the literature.

In Section 3.1, we give background for quadratic imaginary orders and their class groups,
which play a central role in the discussion of oriented elliptic curves. In Section 3.2, we give
background on oriented curves and the action of the class group on them.

In Section 3.3, we show that End(E) admits optimal embeddings of infinitely many orders
when E is supersingular. In fact, for any quadratic imaginary field K in which p does not
split, End(E) admits optimal embeddings of infinitely many orders contained in K. This is
in contrast to the ordinary case, where the order is uniquely determined by E.

In Section 3.4, we show that the action of the class group defined in Chapter 3 is transitive
when p is ramified in K and has two orbits when p is inert in K. A proof of this fact appears
in [2, Proposition 4.2, Proposition 4.3]. We give a different proof, along the way proving new
statements about when optimal embeddings which are complex-conjugate or Galois-conjugate
are K-isomorphic or appear in the same orbit.

3.1 Quadratic imaginary orders
In this section, we define the class group of a (not necessarily maximal) quadratic imaginary
order and describe a bijection between ideals in the class group and binary quadratic forms.
The theory of binary quadratic forms is classical and was developed in large part by Gauss.
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Many details are omitted for simplicity of exposition; see [17, Chapter 3] for a complete
treatment of the topic.

3.1.1 Definitions and Notation

An order in a quadratic imaginary field K is a subring O ⊂ K such that O is a finitely-
generated Z-module and O ⊗ Q = K. The maximal order OK is the set of integral elements
of K.

Definition 3.1.1. Let O be a quadratic imaginary order. The conductor of O is its index
f = [OK : O]. If O has basis {α1, α2} as a Z-module, the discriminant of O is

disc(O) =
(

det
α1 α2

α1 α2

 )2
,

where the bar denotes complex conjugation.

It is well-known that every order O ⊂ K is of the form O = Z + fOK , where f is
the conductor. If O has conductor f , it is not hard to see that disc(O) = f 2DK , where
DK = disc(OK), and D is a negative integer with D ≡ 0, 1 (mod 4). (See [17, Lemma 7.2]
and the discussion immediately following the proof for details.)

The main subject of interest will be actions of ideals on a set of elliptic curves whose
endomorphism rings contain a copy of O in an “optimal” way, which we will make precise
later.

For an ideal a ⊂ O, the quotient O/a is finite. We define the norm of an ideal, denoted
N(a), to be |O/a|.

Definition 3.1.2. Let O be an order. A fractional ideal of O is a subset of K which is a
nonzero finitely-generated O-module. A fractional O-ideal a is principal if a = αO for some
α ∈ K∗, and P (O) denotes the set of principal fractional ideals of O. A fractional ideal is
invertible if there exists a fractional O-ideal b such that ab = O, and I(O) denotes the set
of invertible ideals of O.

One can show that any fractional ideal is of the form αa for α ∈ K∗ and an integral ideal
a. We extend the definition of the norm in the natural way, to define N(αa) = NK

Q (α)N(a).

Definition 3.1.3. The class group of O is the quotient CL(O) := I(O)/P (O). An element
of CL(O) is called an ideal class.

12



3.1.2 Properties of class groups

We list some basic properties of the class group which will be used later. It is well-known
that CL(O) is an abelian group under ideal multiplication.

For a non-maximal order, it is no longer true that all ideals are invertible.

Proposition 3.1.4. [17, Lemma 7.18, Proposition 7.4] Let f be the conductor of O. Every
O-ideal a with N(a) coprime to f is invertible.

In the other direction, starting with an ideal class, we can always choose a representative
of norm coprime to the conductor.

Proposition 3.1.5. [17, Proposition 7.19] Let f be the conductor of O. Let I(O, f) denote
the subgroup of I(O) generated by ideals of norm coprime to f . Let P (O, f) denote the
subgroup of I(O, f) generated by principal ideals αO where α ∈ O has norm N(α) coprime
to f . Then the inclusion map I(O, f) → I(O) induces an isomorphism:

I(O, f)/P (O, f) ∼= I(O)/P (O) = CL(O).

In fact, we may choose a representative to avoid any finite number of primes.

Proposition 3.1.6. [15, Theorem 5.2] Let [a] ∈ CL(O), and let n be a nonzero integral
ideal in O. A representative a for the ideal class can be chosen so that a is integral and a is
coprime to n.

3.2 Oriented elliptic curves

3.2.1 Definitions

Definition 3.2.1. An O-oriented elliptic curve (E, ι) is an elliptic curve E defined over
Fp with an embedding ι : K → End(E)⊗Q such that ι(K)∩End(E) = ι(O). The embedding
ι is called an optimal embedding of O into End(E).

Remark 3.2.2. In other papers, what we call an “optimal embedding” is often referred
to as a primitive orientation, and what we call “O-oriented” is often called “primitively
O-oriented.”

Definition 3.2.3. Let (E, ι) be an O-oriented elliptic curve, and let ϕ : E → E ′ be an
isogeny. The pushforward of ι by ϕ is denoted by

ϕ∗ι = 1
deg(ϕ)ϕιϕ̂.
13



If ϕ∗ι is also an optimal embedding of O into End(E ′), i.e. ϕ∗ι(K) ∩ End(E ′) = ϕ∗ι(O),
then ϕ is horizontal. Otherwise, ϕ∗ι is optimal for a different order. It is called ascending
if ϕ∗ι(K) ∩ End(E ′) ⊋ ϕ∗ι(O) or descending if ϕ∗ι(K) ∩ End(E ′) ⊊ ϕ∗ι(O).

Remark 3.2.4. If deg(ϕ) = ℓ is prime, then ϕ can only be horizontal, ascending, or
descending, and ϕ∗ι is optimal for an order with relative index 1 or ℓ in O (see [2, Proposition
2.15]). The order for which ϕ∗ι is optimal may not be comparable to O if deg(ϕ) has more
than one distinct prime factor (for example, ϕ may factor into coprime descending and
ascending isogenies).

Definition 3.2.5. We say (E, ι) and (E ′, ι′) are K-isomorphic if there is an isomorphism
ψ : E → E ′ such that ι′ = ψ∗ι. Here, ψ may be defined over any field. In this case, we use
the notation (E, ι) ∼=K (E, ι′). If ι and ι′ are optimal embeddings of O into End(E), we will
say ι and ι′ are K-isomorphic if (E, ι) ∼=K (E, ι′).

For ordinary elliptic curves, an optimal embedding is an isomorphism with the endomor-
phism ring, and there are exactly two optimal embeddings which are complex conjugates of
each other. By contrast, the situation for supersingular elliptic curves is more interesting,
owing to the rich structure of the endomorphism ring. A supersingular elliptic curve E admits
optimal embeddings of infinitely many quadratic imaginary orders into End(E). Even for
a fixed quadratic imaginary order O, there may be many optimal embeddings into End(E)
which are not K-isomorphic.

3.2.2 Action of ideals on oriented curves

In [37, Theorem 3.4], Onuki shows that the class group CL(O) acts on the set of O-oriented
curves up to K-isomorphism. This action is defined as follows. Suppose a ⊂ O is an invertible
ideal of norm prime to p. Then E[a] = ∩α∈a ker(ι(α)) is a subgroup of E of size equal to
N(a). Let ϕa be the isogeny with kernel equal to E[a]. We define a ∗ E to be the codomain
of ϕa, and we define a ∗ ι to be the embedding (ϕa)∗ι.

Onuki also shows that the action is free and has one or two orbits. It was shown
in [2, Proposition 4.2, Proposition 4.3] that the action is transitive when p is ramified in K

and has two orbits when p is inert in K. We will give a different proof of this fact.

3.3 Infinitely many optimal embeddings
In this section, we show that End(E) admits optimal embeddings of infinitely many quadratic
imaginary orders when E is supersingular. By the Deuring correspondence, this is a statement
purely about maximal orders in a quaternion algebra.
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For this section, let Bp,∞ denote the quaternion algebra ramified at p and ∞.

3.3.1 Restricting and extending to optimal embeddings.

We start with two straightforward propositions which show that embeddings are always
optimal for some order.

Proposition 3.3.1. Let K be a quadratic imaginary field. Let R be a maximal order of Bp,∞.
Any embedding ι : K → Bp,∞ restricts to an optimal embedding of some order O ⊂ K into R.

Proof. We take O = ι−1(ι(K) ∩R).

Proposition 3.3.2. Any embedding of O into R extends to an optimal embedding of O′ into
R for some O′ ⊃ O.

Proof. Let ι : O → R be an embedding. Let ι′ denote the extension of ι to K by Q-scalars. By
Proposition 3.3.1, ι′ restricts to an optimal embedding of some order O′ ⊂ K. In particular,
O′ = ι′−1(ι′(K) ∩R). Since ι′(O) ⊂ R, it is clear that O ⊂ O′.

3.3.2 Quadratic imaginary fields embedding into quaternion algebras

We give a splitting condition for quadratic imaginary fields embedding into Bp,∞.

Proposition 3.3.3. Let K be a quadratic imaginary field. There is an embedding of K into
Bp,∞ if and only if p does not split in K.

Proof. As Bp,∞ ramifies at p, Bp,∞ ⊗ Qp is a division ring and therefore has no zero divisors.
But if K is a number field in which p splits, say pOK = p1p2, then K ⊗ Qp

∼= Kp1 ⊕ Kp2 ,
which contains zero divisors. Therefore, Bp,∞ does not contain any field in which p splits.

If K is a number field in which p does not split, there is an elliptic curve E defined over
the Hilbert class field of K such that E has CM by the maximal order OK [47, Theorem 4.1
and Remark 4.2]. As j(E) is algebraic, E has potential good reduction [47, Theorem 6.1], so
there is a finite extension of H over which E is defined and has good reduction at a prime
over p.

By [30, Theorem 12 in Chapter 13], since p does not split in K and E has good reduction
at a prime over p, the reduction Ẽ is a supersingular elliptic curve over Fp. Reduction induces
an embedding ι : End(E) → End(Ẽ) [47, Proposition 4.4]. Composing with isomorphisms
gives an embedding of OK into a maximal order of Bp,∞. Extending scalars to Q gives the
desired embedding into Bp,∞.
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Remark 3.3.4. The result of Proposition 3.3.3 is part of [54, Proposition 14.6.7]; our proof
uses elliptic curves and theory of lifting and reduction.

Proposition 3.3.5. Fix a supersingular elliptic curve E/Fp2 . If K is a quadratic imaginary
field such that p does not split in K, then there is an order O ⊂ K such that O embeds
optimally into End(E).

Proof. Fix E and K as in the statement. Let R ⊂ Bp,∞ be a maximal order such that
End(E) ∼= R.

By Proposition 3.3.3, there is a supersingular elliptic curve EK which admits an optimal
embedding of OK → End(EK).

Let RK ⊂ Bp,∞ be a maximal order such that End(EK) ∼= RK . Since R and RK are
full-rank Z-modules, R ∩RK is a full-rank submodule of R and thus the index [R : R ∩RK ]
is finite. Let n = [R : R ∩RK ]. Then nRK ⊂ R. As there is an embedding of OK into RK ,
this shows that there is an embedding of nOK into R. Since Z ⊂ R, we have an embedding
Z ⊕ nOK ↪→ R. By Proposition 3.3.2, this embedding extends to an optimal embedding of
an order containing Z ⊕ nOK .

3.3.3 Optimal embeddings into all supersingular elliptic curves

Fix a supersingular elliptic curve E. We have just shown that every quadratic imaginary
field K in which p does not split contains an order O which embeds optimally into End(E).
One can ask if O can be chosen to optimally embed into the endomorphism ring of every
supersingular elliptic curve.

It was observed in [29, Proposition 5.10] that the answer is yes. However, the proof given
requires a slight modification for p for which j = 0 and j = 1728 are supersingular. They use
the result that andom nonbacktracking walks in regular, undirected expander graphs converge
to the uniform distribution (see [1]) to prove the next proposition. However, when p ̸≡ 1
(mod 12), the ℓ-isogeny graph is no longer a regular, undirected graph. A small modification
is needed to obtain the result for all primes p.

Proposition 3.3.6. Let ℓ ̸= p be a prime. There exists an integer N such that for all
k > N and for any two supersingular elliptic curves E and E ′, there exists a cyclic ℓN -isogeny
ϕ : E → E ′.

Proof. Random nonbacktracking walks in the ℓ-isogeny graph converge (in total variation) to
the stationary distribution by [7, Theorem 11]. The stationary distribution weights the vertex
corresponding to the elliptic curve Ei by 1

wi
, where wi is half the size of the automorphism

group of Ei. For the curve with j-invariant 1728, wi = 2, and for the curve with j = 0,
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wi = 3; for all other curves, wi = 1. More precisely, the total variation between the stationary
distribution and the probability distribution obtained after a random nonbacktracking walk
of length k is bounded above by a function in k which decreases and approaches 0. For
sufficiently large k, this guarantees that there exists a nonbacktracking walk of length k

between any two vertices.

The rest of the proof proceeds as in [29, Proposition 5.10]:

Proposition 3.3.7. Let K be a quadratic imaginary field in which p does not split, and
fix any quadratic imaginary order O0 ⊂ K with conductor coprime to p. Let ℓ be a prime
which is inert in K, coprime to the conductor of O0, and is not equal to p. Let n > N in
Proposition 3.3.6, and let O ⊂ O0 have index [O0 : O] = ℓn. Every supersingular elliptic
curve E admits an optimal embedding O → End(E).

Proof. Let (E0, ι0) be an O0-oriented elliptic curve, and let E be any other supersingular
elliptic curve. By Proposition 3.3.6, there is a cyclic ℓn-isogeny ϕ : E0 → E. By decomposing
ϕ as a sequence of n ℓ-isogenies such that no isogeny is followed by its dual, we see that
each step must be descending: since ℓ does not divide the conductor of O0, there are no
ascending ℓ-isogenies, and since ℓ is inert in K, there are no horizontal ℓ-isogenies. Every
ℓ-isogeny starting at (E0, ι0) induces an optimal embedding of the index ℓ subring of O0 into
the endomorphism ring of the image; at each subsequent step, ℓ divides the conductor, so
there are no horizontal ℓ-isogenies, and the only ascending ℓ-isogeny is dual to the previous
descending isogeny. Hence, ϕ induces an optimal embedding of O, the ℓn-index subring of
O0, into the endomorphism ring of the target curve, E. Since E could be taken to be any
supersingular elliptic curve, O embeds optimally into End(E) for all supersingular elliptic
curves E.

In fact, we can get arbitrarily many optimal embeddings into every supersingular elliptic
curve by starting with O0 with a large class number.

Corollary 3.3.8. Keeping K, ℓ, O0, O, and n the same as in Proposition 3.3.7, every
supersingular elliptic curve E admits at least h(O0) optimal embeddings of O → End(E). If
p is inert in K, there are at least 2h(O0) optimal embeddings of O → End(E).

Proof. We repeat the proof of Proposition 3.3.7 for all choices of (E0, ι0).

It would be interesting to see if the splitting condition on ℓ can be dropped. This would
show that “most” orders optimally embed into all endomorphism rings with as many optimal
embeddings as desired.
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3.4 Orbits of the group action
The main result of this section is that the action of CL(O) on O-oriented curves is transitive
when p ramifies in K, and the action has two orbits when p is inert in K. This result appears
in [2, Proposition 4.2, Proposition 4.3] with a different proof. In particular, while they also
consider K-isomorphisms among conjugate embeddings, we show more precise statements
about when conjugate embeddings may be K-isomorphic.

3.4.1 Conjugate embeddings

Fix a quadratic imaginary field K in which p does not split. Fix an order O ⊂ K such that
p does not divide the conductor. Let ι : O → End(E) be an optimal embedding.

There are two “conjugate” embeddings related to ι, which we define as follows:

Definition 3.4.1. The complex conjugate of ι is the embedding ῑ : O → End(E) defined
by ι(α) = ι(α), where the overline denotes complex conjugation.

The Galois conjugate of ι is the embedding ι(p) : O → End(E(p)), which is obtained
by action of the Frobenius. If πp : E → E(p) is the Frobenius endomorphism, then ι(p)(α) =
1
p
πpι(α)π̂p.

Later, we will show that when the class group action has two orbits, one orbit will contain
(E, ι) and (E(p), ῑ(p)), and the other will contain (E, ῑ) and (E(p), ι(p)). To prove this, we will
first classify when there are K-isomorphisms among these four embeddings.

First, we consider (E, ι) and (E, ῑ).

Lemma 3.4.2. Let p > 3. Let E be supersingular with an optimal embedding ι : O → End(E).
If (E, ι) and (E, ῑ) are K-isomorphic, then j(E) = 1728 and p ramifies in K.

Proof. Let ω be a nonzero element of O with trace zero. Note that ω may not be a generator
of O, but since K = Q(ω), the embedding ι is determined by its action on ω. Thus, (E, ι)
and (E, ῑ) are K-isomorphic if and only if there is an automorphism ψ : E → E such that
ψι(ω) = ι(ω)ψ = ι(ω)ψ. Since the trace of ω is zero, ω = −ω, so (E, ι) and (E, ῑ) are
K-isomorphic if and only if there is an automorphism ψ such that ψι(ω) = −ι(ω)ψ.

Thus, (E, ι) and (E, ῑ) are K-isomorphic if and only if there is an automorphism ψ such
that ψ and ι(ω) can be embedded as anticommuting elements of Bp,∞.

Anticommuting elements of Bp,∞ have zero real part and therefore have zero trace. The
automorphisms of elliptic curves with zero trace arise only for j(E) = 1728, which are the
automorphisms of order 4, so we must have j(E) = 1728.
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To show that p ramifies in K, we use that the endomorphism ring for E can be wrtten
explictily, from which we can express K explicitly. For j(E) = 1728, E is isomorphic to the
curve y2 = x3 + x. Let i denote the automorphism (x, y) 7→ (−x, ay) where a2 = −1, so that
i2 = −1. Then End(E) has basis {1, i, 1−πp

2 , 1−iπp

2 } [28, Lemma 2].
One can check that the set of elements of End(E) anticommuting with i are Q-linear

combinations of πp and iπp. Replacing ι(ω) by an integer multiple if necessary, we may write
ι(ω) = (a+ bi)πp for some a, b ∈ Z. Therefore the order Z[ω] has discriminant 4(a2 + b2)p.
Since E with j(E) = 1728 is supersingular if and only if p ≡ 3 (mod 4), a2 +b2 can contribute
only even powers of p. In particular, this implies 4(a2 + b2)p is exactly divisible by an
odd power of p, and therefore p divides the fundamental discriminant. Thus, p ramifies in
K = Q(ω).

Now, we consider when (E, ι) and (E, ι(p)) are K-isomorphic. We require the following
lemma.

Lemma 3.4.3. Suppose ϕ : E → E(p) has degree n. If ϕ satisfies 1
n
ϕι(α)ϕ̂ = ι(p)(α) for all

α ∈ O, then πpϕ ∈ ι(O)

Proof. The condition 1
n
ϕι(α)ϕ̂ = ι(p)(α) is equivalent to the condition that

ϕι(α) = ι(p)(α)ϕ,

by composing on the right with ϕ.

We will show that πpϕ commutes with ι(α). By hypothesis, πpϕι(α) = πpι
(p)(α)ϕ. By

definition of the action of Frobenius, πpι(p) = ιπp, so πpι
(p)(α)ϕ = ι(α)πpϕ. Hence πpϕ

commutes with all elements of ι(α), and therefore πpϕ ∈ ι(O).

Lemma 3.4.4. Let E be defined over Fp and p > 3. If (E, ι) and (E, ι(p)) are K-isomorphic,
then K ∼= Q(√−p) and O ⊃ Z[√−p].

Proof. If (E, ι) and (E, ι(p)) are K-isomorphic, there is an automorphism ψ : E → E ′

such that ψιψ−1 = ι(p). By Lemma 3.4.3, this implies that πpψ ∈ ι(O). Since ψ is an
automorphism, this implies O contains an element of norm p. Thus, there is an ideal of norm
p in O (and also in OK), so either p splits in K or p ramifies in K. By Proposition 3.3.3, p
does not split, so p must ramify in K and divide the discriminant of OK .

Let α ∈ O such that ι(α) = πpψ. Then α and α generate the same ideal of norm p in OK ,
so α and α must differ multiplicatively by a unit of OK . Since p > 3 divides the discriminant
of K, the only units of OK are ±1, so α = −α. Equivalently, α is an element of trace zero
and norm p. So, O contains ±√

p.
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3.4.2 Orbits of the class group

Now, we will show that the orbit of the class group action depends on the splitting behavior
of p in K.

Proposition 3.4.5. Let K be a quadratic imaginary field in which p does not split, and fix
an order O ⊂ K. Let SO be the set of O-oriented supersingular elliptic curves considered
up to K-isomorphism. Then CL(O) acts on SO. If p ramifies in K, the action is free and
transitive. If p is inert in K, the action partitions SO into two orbits, which are related via
the bijections (E, ι) 7→ (E, ῑ) or (E, ι) 7→ (E, ῑ(p)).

The proof is not much more than highlighting details in the proof of [37, Proposition 3.3].

Proof. Let ELLO be the set of roots of the Hilbert class polynomial of O; these are precisely
the j-invariants of elliptic curves over C with CM by O.

There are a number field L and a prime p over p such that for every j ∈ ELLO, there is an
elliptic curve Ej defined over L with j-invariant j and with good reduction at p. By CM theory,
the j-invariants generate the Hilbert Class Field, H [47, Theorem 4.1], so we may assume
H ⊂ L. Onuki shows that Cl(O) acts freely and transitively on the set ρ({Ej : j ∈ LO}),
where ρ(Ej) = (Ẽj, θ) ∈ SO: Ẽj is the reduction modulo p and θ is the embedding induced
by the reduction of the normalized embedding [·]Ej

: O into End(Ej).
We will show that the image of ρ depends on the splitting behavior of p.
By the Deuring Lifting Theorem (see [30, Chapter 13, Section 5, Theorem 14]), any elliptic

curve E in characteristic p and endomorphism α ∈ End(E) can be lifted to an elliptic curve
defined over a number field and an endomorphism, whose reductions modulo a prime over p
are E and α respectively. In particular, for every (E, ι) ∈ SO, we can lift E and the image of
a generator of O under ι to an elliptic curve E ′ defined over a number field L′ and with good
reduction at a prime p′, such that the reduction Ẽ ′ ∼= E and End(E ′) is isomorphic to O. By
taking L′ larger if necessary, we may assume L′ is Galois and contains K. Thus, ρ(E ′) is one
of (E, ι) or (E, ῑ). For ease of notation, we relabel the image by (E, ι).

From (E, ι), we will determine conjugate elements of SO, which are elements of the form
ρ(E ′σ) for σ ∈ Gal(L′/Q) which fix the prime p′. Any such curves must be conjugate to E
as they are related by action of σ (mod p′) ∈ Gal(Fpf/Fp). The induced embeddings of O
are obtained by reducing the normalized embedding [·]E′σ modulo p. As [·]E′σ = ([σ(·)]E′)σ

(see [47, Theorem 2.2]), the resulting embedding is determined by both the action of σ
restricted to K (which is the identity or complex conjugation, as K is quadratic imaginary),
as well as the action of σ modulo p′ (a power of Frobenius). We get four possibilities for
ρ(E ′σ), corresponding to the conjugate embeddings: (E, ι), (E, ῑ), (E(p), ι(p)), (E(p), ῑ(p)).
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Let G = Gal(L′/Q), and let H = Gal(L′/K). Define the decomposition group

D := {σ ∈ G : σp′ = p′}

and the inertia group

I := {σ ∈ G : σα ≡ αmodp′ for all α ∈ L′}.

We want to first consider the action of D on E ′.
Since p does not split in K, K is not contained in the fixed field of D, LD. The fixed field

of D ∩H is KLD, so D ∩H is an index 2 subgroup of D.

Case 1: p ramifies in K.
When p ramifies in K, we have D/I ∼= (D ∩ H)/(I ∩ H) ∼= Gal(Ffp/Fp) (where f is the

inertial degree). Reaching E or E(p) depends on if σ modulo p′ acts as an even or odd power
of Frobenius. The isomorphism of (D ∩H)/(I ∩H) with D/I implies that each such choice
can be lifted to elements σ ∈ D either belonging to D ∩H, which acts trivially on K, or to
σ ∈ D \H, which acts as conjugation on K. As all choices can be made in this case, each of
the four possibilities listed are realized as the reduction of (E ′)σ for some σ.

Since ρ is reduction mod p, we apply an automorphism moving p′ to p. Let M be Galois
so that LL′ ⊂ M , and let P ′ be a prime of M over p′ and P a prime of M over p. Since
there is only one prime over p in K, we can choose τ ∈ Gal(M/K) with τ(P ′) = P .

Then (E ′σ)τ has good reduction at P . If j is the j-invariant of (E ′σ) and g ∈ K[x] reduces
to the minimal polynomial of j over Fp, then g(j) ∈ P , so g(τ(j)) = τ(g(j)) ∈ τ(P ), hence
(E ′σ)τ reduces mod p to one of E or E(p). Furthermore, [·](E′)τσ = [·]τ(E′)σ , since τ fixes K. If
p ramifies in K, this ranges over all conjugate embeddings as σ ranges through elements of
D, and therefore we must be in the transitive case.

Case 2: p is inert in K.
When p is inert in K, we have (D ∩ H)/(I ∩ H) is a subgroup of D/I of index 2. To

reach E or E(p) depends on if σ modulo p′ acts as the p-power Frobenius, all of whose lifts
are necessarily nontrivial on K, or the p2-power Frobenius, all of whose lifts are necessarily
trivial on K. Thus, the only pairs that can be reached via an automorphism in D followed
by reduction mod p′ are (E, ι) and (E(p), ῑp).

If j(E) ̸∈ Fp, then (E, ι) and (E(p), ῑ(p)) are not K-isomorphic (as, in particular, E and
E(p) are not isomorphic). By Lemma 3.4.2, (E, ι) is also not K-isomorphic to (E, ῑ). Hence,
there are four distinct K-isomorphism classes among these four possibilities, and two of them
can be reached via action of D.

21



If j(E) ∈ Fp, then E and E(p) are isomorphic. But by Lemma 3.4.4, as p is inert in K

(and in particular K ̸∼= Q(√−p)), we have that (E, ι) and (E, ι(p)) are not K-isomorphic.
Either there are 4 distinct K-isomorphism classes among these four possibilities, or if there
is an identification, then (E, ι) ∼= (E(p), ῑ(p)), in which case there are only two possibilities
(E, ι) and (E, ῑ), and action by D only reaches one of them. In any case, this gives half of
the possibilities from action by D: {(E, ι), (E(p), ῑ(p))}.

Since ρ is reduction mod p, we apply an automorphism moving p′ to p. As in the ramified
case, we obtain an elliptic curve (E ′σ)τ which reduces to E or E(p). Since p is inert, the two
possibilities we obtain are {(E, ι), (E(p), ῑ(p))} or {(E(p), ι(p)), (E, ῑ)}, depending on the action
of τ mod P .

When p is inert in K, we have shown that half of the conjugate embeddings appear in the
image of ρ. We need to rule out the possibility that the rest of the conjugate embeddings
could appear in the image of ρ.

So, assume p is inert in K. Suppose (E, ι) and (E(p), ι(p)) appear in the same orbit, so they
are given by reductions of elliptic curves E ′, E ′′ over a number field L with good reduction at
p and with CM by O. Using the class group action on curves with CM by O, there is an ideal
a ⊂ O such that a ∗ E ′ = E ′′. We can choose a to be coprime to the conductor of O and p.

Correspondingly, there is an isogeny ϕ : E ′ → E ′′ of degree N = N(a). Note that ϕ
is necessarily separable, as N has degree prime to p. Normalized embeddings satisfy the
commuting property ϕ[·]E′ = [·]E′′ϕ [47, Chapter II, Cor 1.1.1], so by reducing mod p, we get
ϕι = ι(p)ϕ.

This means in particular that πpϕ commutes with the image of ι, so that πpϕ = ι(α) for
some α ∈ O by Lemma 3.4.3. The endomorphism πpϕ has degree N · p. Since ϕ is separable,
the reduction of ϕ mod p has the same degree, N = N(a). So α has reduced norm Np. Thus,
the ideal αO is divisible by a prime of K over p. The only prime of K over p is pO, which
has norm p2. Hence if p | N(α), necessarily p2 | N(α). This contradicts that N(α) = N · p
such that p ∤ N .

Hence, there is no such a such that a ∗ (E, ι) = (E(p), ι(p)).
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Chapter 4 |
Horizontal isogenies between ori-
ented elliptic curves

In this chapter, we fix a prime p, a quadratic imaginary field K in which p does not split, and
an order O ⊂ K of discriminant D and conductor coprime to p. In this chapter, we describe
the structure of isogenies of fixed degree between O-oriented supersingular elliptic curves.

We are motivated by the setting of OSIDH and will usually assume that O is chosen so
that any supersingular elliptic curve E has at most one optimal embedding of O into End(E)
up to conjugation, as in the setting of OSIDH. We give conditions under which all or most
N -isogenies between O-oriented curves are horizontal, and we classify the exceptions. As an
application, we extend an attack on OSIDH by Dartois and De Feo.

4.1 Orders in a quadratic imaginary order

4.1.1 Binary quadratic forms

A binary quadratic form is a function of the form f(x, y) = ax2 + bxy + cy2, where
a, b, c ∈ Z and a and c are nonzero. A form is primitive if a, b, and c are relatively prime.
The discriminant of such a form is b2 − 4ac. A form is called positive definite if the
discriminant is negative. Positive definite forms are precisely those such that f(x, y) takes
only positive values when (x, y) ̸= (0, 0).

For this dissertation, all quadratic forms considered will be positive definite, primitive,
binary quadratic forms.

Two forms f and g are properly equivalent if there are integers p, q, r, and s such that
f(x, y) = g(px+ qy, rx+ sy) and ps− qr = 1. One can consider g to be obtained from an

action of a matrix
p q

r s

 ∈ SL2(Z) on f . It is a calculation to see that proper equivalence
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fixes the discriminant. Proper equivalence defines an equivalence relation on the set of binary
quadratic forms of some fixed discriminant.

Let C(D) be the set of primitive, positive definite, binary quadratic forms of discriminant
D considered up to proper equivalence. Gauss defined a group law on C(D) (see [17, Theorem
3.9] for details), under which C(D) is isomorphic to the ideal class group CL(O), where O is
a quadratic imaginary order of discriminant D.

Theorem 4.1.1. [17, Theorem 7.7, Exercise 7.17] Let O be the order of discriminant D.
Then the map

ax2 + bxy + cy2 7→ Z a+ Z
−b+

√
D

2
induces an isomorphism betwen C(D) and CL(O). If a = Zα + Zβ is an invertible O-ideal,
then the map

a 7→ f(x, y) = N(xα + yβ)
N(a)

is the inverse map.

4.2 Classifying N-Isogenies Using Positive Definite Quadratic
Forms
Our main tool is a correspondence between N -isogenies and a solution to an equation involving
quadratic forms of discriminant D.

Theorem 1.2.1. Let (E, ι) be an O-oriented supersingular elliptic curve over Fp. Let b be
an invertible ideal in O with norm coprime to p, and let E ′ such that b ∗ (E, ι) = (E ′, ι′). Let
N be a positive integer. The following hold:

1. If p is inert in K, there is an injective map

{N-isogenies ϕ : E → E ′} → {(w, x, y, z) ∈ Z4 : Q(w, x) + pQ′(y, z) = −DN}.

2. If p ramifies in K, there is an injective map

{N-isogenies ϕ : E → E ′} → {(w, x, y, z) : Q(w, x) +Q′(y, z) = −DN/p}.

Here, Q depends only on b, and Q′ depends on both E and b.
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To prove this theorem, we give an explicit description of Hom(E ′, E) and use the corre-
spondence between invertible ideals and quadratic forms.

Lemma 4.2.1. With notation as in Theorem 1.2.1, Hom(E ′, E) ∼= End(E)ι(b), where ∼=
is an isomorphism of End(E)-modules. Under the isomorphism, an isogeny of degree N

corresponds to an endomorphism of degree N ∗NK(b).

Proof. From the action of CL(O) on O-oriented curves, there is an isogeny ϕb : E → b ∗ E
with deg(ϕb) = NK(b) and ker(ϕb) = ∩α∈b ker(θ(α)). We consider the End(E)-module
homomorphism

Hom(b ∗ E,E) → End(E)ι(b)

ϕ 7→ ϕϕb.

It is clear that the degree is multiplied by deg(ϕb) = NK(b). It remains to show that the
image is End(E)ι(b).

By [56, Theorem 3.15], the left ideal I := End(E)ι(b) is a kernel ideal in the maximal
order End(E). In other words, I = {α ∈ End(E) : αH(I) = 0}, where H(I) = ∩α∈I ker(α).
Since ∩α∈I ker(α) = ∩α∈b ker(ι(α)) = ker(ϕb), we have

End(E)ι(b) = {α ∈ End(E) : α(ker(ϕb)) = 0}.

This shows that the image of the map ϕ 7→ ϕϕb is contained in End(E)ι(b). Moreover, for
any α ∈ End(E)ι(b), we know that α(ker(ϕb)) = 0, and by [48, Corollary 4.11], this implies
α = ϕϕb for some ϕ ∈ Hom(E ′, E), hence α is in the image of the map. Thus, this mapping
is an End(E)-module isomorphism.

We combine this isomorphism with the description of maximal orders with optimal
embeddings by a quadratic imaginary order given by Lauter and Viray in [31]. First, we
set notation which we will use for the remainder of this chapter. More details are given
in [31, Section 5, Section 6.1].

Fix a prime p, a quadratic imaginary order O of discriminant D, and a prime q satisfying
certain congruence conditions mod |D|. In particular, for an integer k depending on D, there
is a map Ψ : (Z/|D|Z)× → {±1}k such that a positive integer m ∈ Ker(Ψ) if and only if
there exists an ideal a ∈ CL(O)2 with N(a) = m [31, Theorem 5.1]. If p is inert in O, q is
chosen so that −pq ∈ Ker(Ψ). If p ramifies in O, q is chosen so that −q ∈ Ker(Ψ). Finally, a
prime q lying over q is chosen.

With this notation, for any fixed embedding ι : K → Bp,∞, Bp,∞ can be written as
Bp,∞ = ι(K) ⊕ ι(K)j for an element j ∈ Bp,∞, and elements of Bp,∞ can be expressed as
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matrices in the following way:

Bp,∞ = {[α, β] : =
 α β

j2β α

}, α, β ∈ K

where ι(α) = [α, 0]. Here, j ∈ Bp,∞ is chosen to satisfy j2 = −pq if p is inert in O and
j2 = −q if p ramifies in O.

The maximal orders of Bp,∞ into which O embeds optimally are described explicitly by
the following proposition.

Proposition 4.2.2. [31, Section 6.2, Section 6.3] For each invertible ideal a ⊂ O coprime
to the conductor, there exists λa ∈ O and a ring R(a, λa) ⊂ Bp,∞ satisfying the following
properties:

1. λaq−1aa−1 ⊂ O.

2. N(λa) ≡ −pq (mod D) if p is inert in O.

3. N(λa) ≡ −q (mod D/p) if p is ramified in O.

4. R(a, λa) is a maximal order.

5. R(a, λa) ∩K = O.

6. The optimal embedding ι : O ↪→ R(a, λa) is isomorphic to the embedding End(E(a)) ↪→
End(Ẽ(a)), where E(a) is the elliptic curve with CM by O corresponding to a.

7. For any invertible ideal b ⊂ O coprime to the conductor, R(a, λa)b = bR(ab, λab).

When p is inert in K,

R(a, λa) : {[α, β] : α ∈
√
D

−1
O, β ∈ q−1

√
D

−1
aa−1, α − λaβ ∈ O}.

When p ramifies in K,

R(a, λa) : {[α, β] : α ∈
√
D

−1
pO, β ∈ q−1

√
D

−1
aa−1p, α − λaβ ∈ O}.

Lauter and Viray construct λa explicitly for each ideal so that the above properties hold,
but we omit details of the construction here beyond the properties which are summarized
above. We will usually refer to R(a, λa) by R(a).
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Corollary 4.2.3. Let E and E ′ be O-oriented curves with D = disc(O). For integral ideals
a and b depending on E and E ′, Hom(E ′, E) is isomorphic to one of the following ideals
depending on the splitting behavior of p in K:

If p is inert in K, then

Hom(E ′, E) ∼= {[α, β] : α ∈ (
√
DO)−1b, β ∈ (

√
DO)−1q−1āb̄a−1, α − λabβ ∈ b}.

If p is ramified in K, then

Hom(E ′, E) ∼= {[α, β] : α ∈ (
√
DO)−1bp, β ∈ (

√
DO)−1q−1āb̄a−1p, α − λabβ ∈ b}

Proof. By Lemma 4.2.1, Hom(E ′, E) ∼= End(E)ι(b). Under the isomorphism End(E) → R(a),
we have End(E)ι(b) ∼= R(a)b. By [31, Lemma 6.5, Lemma 6.9], R(a)b = bR(ab). We will
show that bR(ab) can be written as described in the corollary. There are two cases depending
on the splitting behavior of p. We will show the inert case and note that the ramified case is
similar.

First, we show that the set

H := {[α, β] : α ∈ (
√
DO)−1b, β ∈ (

√
DO)−1q−1āb̄a−1, α − λabβ ∈ b}

is a right R(ab)-ideal.
Let [α′, β′] ∈ H and let [α, β] ∈ R(ab). We need to show that [α′, β′][α, β] ∈ H. For ease

of notation, let λ = λab, a =
√
Dα, a′ =

√
Dα′, b =

√
Dβ, and b′ =

√
Dβ′. We need to show:

(1) a′a+ pqbb′ ∈
√
Db,

(2) a′b+ ab′ ∈
√
Dq−1āb̄a−1, and

(3) a′a+ pqb′b− λ(a′b+ ab′) ∈ Db.

The proofs of these three statements are completely analagous to the proof of [31, Lemma
6.3].

To prove (1), rewrite a′a+ pqb′b as

(a′ − λb′)a+ λb′(a− λb) + λb′(λb− λb) + (N(λ) + pq)b′b.

Using Proposition 4.2.2 properties (1) and (2), the definition of H, and the fact that for
any c ∈ O, c− c ∈

√
DO, it is clear that each term is in

√
Db.

To prove (2), rewrite a′b+ ab′ as (a′ − λb′)b− (a− λb)b′ + b(λb′ − λb′).
To prove (3), let c and c′ such that a = λb +

√
Dc and a′ = λb′ +

√
Dc′. Note that
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c ∈
√
DO and c′ ∈

√
Db. We can rewrite a′a+ pqb′b− λ(a′b+ ab′) as

Dcc′ + (N(λ) + pq)b′b+ λ
√
Db′(c′ − c′) ∈ DO.

This shows that H is a right R(ab)-ideal. Furthermore, the generators of bR(ab) are
of the form [γ, 0][α, β], and multiplying through the corresponding matrices, we obtain the
matrix [αγ, βγ] with γ ∈ b and [α, β] ∈ R(ab), and it is clear that [αγ, βγ] ∈ H. Thus, H
contains bR(ab).

Finally, to see that H = bR(ab), we show that every element of H has norm divisible
by N(b). Let [α, β] ∈ H. Then N([α, β]) = N(α) + pqN(β). As

√
Dα ∈ b and

√
Dβ ∈

q−1aa−1b, it follows that N(
√
Dα) and qN(

√
Dβ) have norm divisible by N(b). We have

N(
√
Dα) + pqN(

√
Dβ) is divisible by D, since N(

√
Dα− λ

√
Dβ) ≡ N(

√
Dα) + pqN(

√
Dβ)

(mod D). Since
√
Dα −

√
Dλβ ∈

√
Db by construction, the norm must be divisible by D,

and therefore N(α) + pqN(β) is an integer. Since D and b are coprime, N(α) + pqN(β) is
divisible by N(b). This shows that H has norm divisible by N(b), and since it contains an
ideal of norm N(b), they must be equal.

This gives the result when p is inert. When p is ramified, an identical argument for the
corresponding set H gives the result.

Now, we prove Theorem 1.2.1 using the explicit description from Corollary 4.2.3 and the
correspondence between ideals and binary quadratic forms described in Section 4.1.1.

Proof of Theorem 1.2.1. By Lemma 4.2.1, if ϕ corresponds to [α, β] under the described
isomorphism, then deg(ϕ)NK(b) = det([α, β]) = (NK(α) − j2NK(β)). Write b = Za +
Z( b+

√
D

2 ), where a, b ∈ Z.
We have two cases.

Case: p is inert in K
Write α = α′

√
D

such that α′ ∈ b. Then all possible values of α′ range over wa+x( b+
√
D

2 ) for
all integers w, x ∈ Z. Letting Qb(w, x) = NK(wa+x( b+

√
D

2 ))/NK(b) denote the corresponding
binary quadratic form, we have NK(α) = NK(b)Qb(w,x)

−D .

Similarly, write β = β′
√
D

such that β′ ∈ q−1āb̄a−1. We can rewrite this ideal as 1
qNK(a) ā

2b̄q̄.

Then β′ ranges over 1
NK(a)q (ya

′ + z( b′+
√
D

2 )) such that Z a′ + Z b′+
√
D

2 = ā2q̄b̄ for y, z ∈ Z.
Letting Qā2q̄b̄(y, z) = NK(ya′ + z( b′+

√
D

2 ))/(qNK(a)2NK(b)) denote the corresponding binary
quadratic form, we have

NK(β) =
NK(b)Qā2q̄b̄(y, z)

−Dq
.
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Hence
deg(ϕ) =

Qb(w, x) + pQā2q̄b̄(y, z)
−D

.

Case: p is ramified in K.
In this case, we have α = α′

√
D

such that α′ ∈ bp, and hence, replacing b with bp in the
preceding section, we have

NK(α) = pNK(b)Qpb(w, x)
−D

.

Similarly, β = β′
√
D

such that β′ ∈ 1
qNK(a) ā

2b̄qp. Then

NK(β) =
NK(b)pQā2b̄qp(y, z)

−Dq
.

Hence
deg(ϕ) =

p(Qpb(w, x) +Qā2b̄qp(y, z))
−D

.

4.3 Classifying Horizontal and Non-Horizontal Isogenies
Fix an integer N coprime to p. In this section, we use Theorem 1.2.1 to count horizontal
N -isogenies, assuming that O is chosen so that embeddings are unique up to conjugation.
If θ and θ′ are both optimal embeddings of E into End(E), then θ(O) = θ′(O). This holds
whenever −D < p by [25].

Lemma 4.3.1. Let (E, θ) be an O-oriented elliptic curve and further assume θ is unique up
to conjugation. Let b be an integral ideal of O of norm coprime to D. Let ϕ : b ∗ E → E be
an isogeny, and let α, β ∈ K so that ϕ corresponds to [α, β] ∈ End(E)b. Then ϕ is horizontal
(with respect to the orientation on b ∗E induced by the action of b on θ) if and only if β = 0
(in which case the induced orientation is θ) or α = 0 (in which case the induced orientation
is θ̄).

Proof. The optimal embedding induced by the action of b on (E, θ)) is

θ′ := 1
NK(b)ϕbθϕ̂b,

and therefore the embedding of K ↪→ End(E) induced by ϕ is

θ” := 1
deg(ϕ)NK(b)ϕϕbθ ˆϕϕb.
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By hypothesis, θ′′ is an optimal embedding of O ↪→ End(E) if and only if θ′′ = θ or
θ′′ = θ̄.

Write ϕϕb = [α, β] = α + βj and note that the dual ˆϕϕb = [ᾱ,−β]. Then

θ′′ = 1
NK(α) − j2NK(β)

 α β

j2β̄ ᾱ

 θ 0
0 θ̄

  ᾱ −β
−j2β̄ α



= 1
NK(α) − j2NK(β)

NK(α)θ − j2NK(β)θ̄ −αβ(θ − θ̄)
j2ᾱβ̄(θ − θ̄) NK(α)θ̄ − j2NK(β)θ

 .

θ′′ is an optimal embedding of O into End(E) if and only if

1
NK(α) − j2NK(β)

NK(α)θ − j2NK(β)θ̄ −αβ(θ − θ̄)
j2ᾱβ̄(θ − θ̄) NK(α)θ̄ − j2NK(β)θ

 =
θ 0

0 θ̄


or

1
NK(α) − j2NK(β)

NK(α)θ − j2NK(β)θ̄ −αβ(θ − θ̄)
j2ᾱβ̄(θ − θ̄) NK(α)θ̄ − j2NK(β)θ

 =
θ̄ 0

0 θ

 .

As θ − θ̄ is nonzero on K \ Q, we have θ′′ = θ if and only if β = 0 and θ′′ = θ̄ if and only
if α = 0.

In the case that p is inert in K and ϕ is separable, the asymmetry in the expression for
deg(ϕ) restricts horizontal isogenies further.

Corollary 4.3.2. In addition to the hypotheses of Lemma 4.3.1, assume p is inert in K and
that ϕ is separable. Then ϕ is horizontal if and only if β = 0, i.e. the induced embedding is θ.

Proof. Assume the hypotheses of Lemma 4.3.1 and suppose ϕ is a horizontal isogeny. Let
[α, β] be the corresponding matrix. By Lemma 4.3.1, ϕ is horizontal if and only if α = 0 or
β = 0. We will show that if α = 0, then ϕ is not separable.

If α = 0 and ϕ∗θ = θ̄, the associated tuple (w, x, y, z) has w = x = 0, so deg(ϕ) = pQ′(y,z)
−D .

Since p is inert in K and does not divide the conductor of O, it follows that p | deg(ϕ). This
implies ϕ is not separable.

Proposition 4.3.3. Assume p is inert in k and let N < p
−D . If E,E ′ are curves with

O-orientation, then all isogenies ϕ : E → E ′ with deg(ϕ) = N are horizontal.
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Proof. Every isogeny of degree N can be expressed with a tuple (w, x, y, z) such that

Qb(w, x) + pQq̄ā2b̄(y, z)
−D

= N.

Since Qb and Qq̄ā2b̄ are positive definite forms, N < p
−D implies that Qq̄ā2b̄(w, z) = 0,

hence w = z = 0 and thus β = 0. Thus ϕϕb corresponds to [α, 0] and is in the image of K in
End(E) ⊗ Q.

Corollary 4.3.4. With N , E, and E ′ as in Proposition 4.3.3, let b such that E = b ∗ E ′.
(1) If there is a non-integer element of b of norm NK(b)N , then optimal embeddings

θ : O ↪→ End(E) are unique (up to conjugation and K-isomorphism).
(2) If there is no non-integer element of b of norm NK(b)N , then there are no isogenies

ϕ : E → E ′ with deg(ϕ) = N .

Proof. (1) If there is a non-integer element α of b of norm NK(b)N , then there is an isogeny
ϕ : E → E ′ (corresponding to [α, 0]) of degree N . Suppose θ and θ′ are optimal embeddings
of O ↪→ End(E). Then ϕϕb is in the image of θ and in the image of θ′, hence the images of θ
and θ′ must agree.

(2) In this case, there is no α such that ϕ corresponds to [α, 0]. There are therefore no
horizontal isogenies of degree N , and thus there are no isogenies of degree N .

Proposition 4.3.5. Suppose p | N and −DN < p2. If E is O-oriented and ϕ : b ∗ E → E

has deg(ϕ) = N , then there is an element of β ∈ q̄ā2b̄ 1
qNK(a) such that NK(β) = N

pq
NK(b)

Proof. As −DN < p2, we must have p ∤ D, so we are in the case that p is inert in K. Thus
ϕ corresponds to a matrix [α, β] which corresponds to a tuple (x, y, w, z) such that

Qb(x, y) + pQq̄ā2b̄(w, z) = −DN.

An integer M is represented by Qb(x, y) if and only if there is an element of b of norm
MNK(b). As p is inert in O, any element of O of norm divisible by p must be divisible by
an even power of p. As −DN < p2, we must have Qb(x, y) = 0 (hence x = y = 0 and thus
α = 0) and thus pQq̄ā2b̄(w, z) = −DN .

In particular, the corresponding [α, β] = [0, β] satisfies pqNK(β) = NNK(b).

Corollary 4.3.6. Suppose −D < p. Then the number of Fp-rational curves E with an
optimal embedding of O into End(E) is #CL(O)[2] if and only if there is an element of
CL(O)2 of norm q, where q is the prime defined at the beginning of Section 4.2. Otherwise,
there are no Fp-rational curves.
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Proof. E is Fp-rational if and only if End(E) contains an element of degree p. So, we apply
the above Proposition with b = (1) and N = p.

If End(E) ∼= R(a) contains an element of degree p, then there is an element β ∈ q̄ā2 1
qNK(a)

of norm 1
q

and such that λaβ ∈ O.
But NK(q̄ā2 1

qNK(a) = 1
q
, hence contains such a β if and only if q̄ā2 is principal (and

generated by β), which is true if and only if [q] = [c]2 and [a] ∈ [c]CL(O)[2]. Thus, E is
Fp-rational implies that [q] is a square, and there are at most CL(O) possibilities for the
corresponding ideal classes [a].

Now, we see that every choice of [a] ∈ [c]CL(O)[2] yields an endomorphism, i.e. that
λaβ ∈ O. As λa is chosen so that λaq̄ā2 1

qNK(a ⊂ O, and we choose β to generate q̄ā2 1
qNK(a , we

have λaβ ∈ O.
Hence we have two cases: Either q is not a square in CL(O)2 and there are no Fp-rational

O-oriented curves, or q ∈ CL(O)2 and we have exactly #CL(O)[2] Fp-rational O-oriented
curves.

Remark 4.3.7. Li, Li, and Ouyang also consider factorization of the Hilbert Class Polynomial
mod p, including counting the number of Fp-rational roots [32, Theorem 4.1]. They obtain
the same number (#CL(O)[2] or 0), under slightly different assumptions.

4.4 Special Case: −DN < 2p

In general, the injection in Theorem 1.2.1 is not a bijection. The expression with quadratic
forms does not account for the condition depending on λ. Moreover, the quadratic forms
only depend on the ideals b and a2, rather than b and a. In other words, there are CL(O)[2]
O-oriented curves (E, θ) which give rise to the same binary quadratic forms.

In the special case that −DN < 2p, the injection in Theorem 1.2.1 can be extended to a
bijection (up to a certain equivalence), and we give a more complete characterization of how
non-horizontal isogenies arise.

Corollary 4.4.1. Assume −DN is coprime to p. Further assume that O-orientations are
unique up to conjugation. Then we have the following:

1. If −DN < p, all N-isogenies between O-oriented curves are horizontal.

2. If p < −DN < 2p, write −DN = p+r with 0 < r < p. For each integral invertible ideal
b with N(b) = r, there is an O-oriented curve E such that there is a non-horizontal
N-isogeny b ∗ E → E. If ϕ is a non-horizontal isogeny between oriented curves,
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ϕ : b ∗ E → E, then b is in the same ideal class as an integral invertible ideal of norm
r.

Proof. Since −DN is coprime to p, p is inert in K and any N -isogenies are separable.
In the case that −DN < p, all N -isogenies correspond to a solution (w, x, y, z) of

Q(w, x) + pQ′(y, z) = −DN . Since the forms Q and Q′ are positive definite, any solution
must have y = z = 0. By Lemma 4.3.1, the corresponding isogeny is horizontal.

Now suppose −DN = p + r with 0 < r < p.Let b be an invertible ideal of norm
r. First, we show that for some a, there exists is a solution (w, x, y, z) of the equation
Q(w, x)+pQ′(y, z) = −DN such that (y, z) ̸= 0. Here Q is the form associated to b and Q′ is
the form associated to q̄b̄ā2. In this case, it is clear that the only solutions with (y, z) ̸= (0, 0)
satisfy Q′(y, z) = 1 and Q(w, x) = r.

There is a solution to Q′(y, z) = 1 if and only if the ideal q̄b̄ā2 is principal. We have that
q̄b̄ā2 is principal if and only if [a]2 = q̄b̄. Since N(bq̄) = rq ≡ −pq (mod D), it follows from
construction of q that bq̄ ∈ CL(O)2, so a can be chosen so that Q′(y, z) = 1 has a solution.

Since N(b) = r, the integer r is an element of b and N(r)
N(b) = r. Therefore, there is a

solution (w, x) to Q(w, x) = r.
We obtain a solution (w, x, y, z) for any a such that a2 = b̄q. Note that if (w, x, y, z) is a

solution, then so is (w, x,−y,−z). We will show that exactly one of the two corresponds to
an isogeny.

From (w, x) and (y, z), we construct the corresponding α ∈ b and β ∈ q−1b̄āa−1 such that
N(α) + pqN(β) = −DNN(b).

We will show that there is exactly one choice of a such that one of α√
D

± λab
β√
D

∈ b.
Fix any choice of a such that a2 = q̄b, and let λab be as described in Section 4.2. By

construction, λabq−1āa−1b̄b−1 ⊂ O, so λabβ ∈ b.
By construction, N(λab) ≡ −pq (mod D). Thus, N(α) ≡ N(λabβ) (mod D). Since p is

coprime to D, we also have N(α) = r2 is coprime to D. By [31, Lemma 7.8], there exists
c ∈ O such that α − cλabβ ∈

√
DO and N(c) ≡ 1 (mod D). Replacing β with −β replaces

c with −c. By [31, Lemma 7.7], there is a unique ideal c ∈ CL(O)2 such that λacb is one of
±cλab.

If E is the elliptic curve associated to ac, then we have shown that one of [α/
√
D,±β/

√
D]

is an element of Hom(b ∗ E,E). Since β ̸= 0, it corresponds to an isogeny which is not
horizontal.

To see that every non-horizontal N -isogeny between O-oriented curves arises this way,
suppose ϕ : b ∗ E → E is an isogeny which is not horizontal. Under the isomorphism in
Corollary 4.2.3, there is a corresponding α ∈ b and β ∈ q−1b̄āa−1 such that N(α)+pqN(β) =
−DNN(b). Furthermore, because ϕ is not horizontal, it follows that N(β) ̸= 0 and N(α) ̸= 0.
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Since βqa ⊂ āb̄, it follows that N(β)q is an integer. As −DN = p+ r, the only possibility
with β and α nonzero is that N(β)/N(b) = 1

q
and N(α)/N(b) = r.

Now, we show that the ideal class of b contains an ideal of norm r. Since α ∈ b, the
conjugate ᾱ ∈ b̄, and ᾱb̄−1 is an integral ideal of norm r. Since b̄ is in the same ideal class as
b−1, this shows that ᾱb̄−1 is in the same ideal class as b and has the desired norm.

When −DN < 2p, the existence of non-horizontal N -isogenies depends only on the
existence of ideals of norm −DN − p, and every solution to the norm form equation gives
rise to an isogeny. In the more general case that −DN = mp+ r where 0 < r < p, we cannot
classify the situation as completely.

Corollary 4.4.2. Assume −DN is coprime to p. Further assume that O-orientations are
unique up to conjugation. Then the following hold:

1. All pairs of O-oriented curves connected by a non-horizontal N -isogeny are of the form
(E, b ∗ E) where N(b) ∈ {r, p+ r, 2p+ r, . . . , (m− 1)p+ r}.

2. Suppose (m− 1)p+ r is prime to the conductor of O. For each integral invertible ideal
with N(b) = (m − 1)p + r, there exists an O-oriented curve E and a non-horizontal
N-isogeny between E and b ∗ E.

Proof. To see (1), every non-horizontal N -isogeny arises from a solution to −DN = Q(w, x) +
pQ′(y, z), where Q is the binary quadratic form associated to an ideal b. The possibilities for
Q(w, x) = n satisfying this equation and corresponding to non-horizontal isogenies are the
integers n ∈ {r, p+ r, 2p+ r, . . . , (m− 1)p+ r}. As in the last step of Corollary 4.4.1, any
such solution corresponds to an element α ∈ b with norm N(α) = N(b)n, and ᾱb̄−1 is an
integral ideal in the ideal class of b of norm n.

To see (2), we repeat the first part of the proof of Corollary 4.4.1: our choice of q
guarantees a solution to Q′(y, z) = 1 for some choices of a (corresponding to #CL(O)[2]
choices of E), and if there exists an integral invertible ideal with N(b) = (m− 1)p+ r, there
is a solution to Q(w, x) = (m − 1)p + r (corresponding to b). Since N(b) is coprime to
D, we can use [31, Lemma 7.7] to show there is a unique E such that one of (w, x, y, z) or
(w, x,−y,−z) corresponds to an isogeny in Hom(E, b ∗ E).

4.5 Multiple Embeddings
We have been assuming that O-oriented curves have optimal embeddings which are unique
up to conjugation, which allows us to give a simple classification of which tuples correspond
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to horizontal isogenies. However, our proof of Theorem 1.2.1 does not require uniqueness of
optimal embeddings. In this section, we use Theorem 1.2.1 to give sufficient conditions for
embeddings to be unique up to conjugation. When p is inert in K, this is equivalent to the
statement that the Hilbert Class Polynomial has no repeated roots.

Let b be non-principal (so that E and b ∗ E correspond to different oriented curves). To
check if E and b ∗E are isomorphic, we want to check if Hom(b ∗E,E) contains any elements
of degree 1. In other words, we consider solutions to the following over all pairs of ideal
classes (a, b):

Q(w, x) + pQ′(y, z) = −D

We make the following easy observation.

Proposition 4.5.1. Let E be an elliptic curve over F̄p. If −D < p, then there is at most
one optimal embedding (up to conjugation) of O into End(E).

Proof. Since Q and Q′ are positive definite forms, the only solutions to this equation occur
when Q(w, x) = −D. There is a corresponding α ∈ b such that N(α) = −DN(b) and
α ∈

√
Db. This implies that α generates

√
Db, and therefore b is principal and generated by

α√
D

. Since b is principal, (E, θ) and b ∗ (E, θ) are K-isomorphic, and the embedding induced
by b is equal to θ.

The above also follows from work of Kaneko, who gives sufficient conditions for two (not
necessarily distinct) quadratic imaginary orders to simultaneously embed into a maximal
order in Bp,∞ [25, Theorem 2’]. We can extend the work of Kaneko using our techniques to
the following situations.

Proposition 4.5.2. Suppose −D = p + r for 0 < r < p. If there are no non-principal
ideals of norm r in O, then there is at most one optimal embedding of O into End(E) (up to
K-isomorphism) for any elliptic curve E over F̄p.

Proof. Note that the statement is only interesting for supersingular E (optimal embeddings
for ordinary curves are necessarily isomorphisms), so we assume p does not split in K. Also
note that since p ∤ p+ r, we are in the case that p is inert in K = Q(

√
D).

Let b be an ideal which is not principal, so that (E, ι) and b ∗ (E, ι) are not K-isomorphic.
An isomorphism (on the level of elliptic curves) b ∗ E → E corresponds to a solution:

Qb(w, x) + pQq̄ā2b(y, z) = −D.
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The forms are positive definite, so we have exactly two cases:

(1) (y, z) = (0, 0) and Qb(w, x) = p+ r. Equivalently, the corresponding [α, β] has β = 0,
so α − λβ ∈ b, and N(

√
Dα)/N(b) = p+ r = −D. But this implies N(α) = N(b), so b is a

principal ideal.

(2) Qb(x, y) = Qq̄ā2b = r. But by hypothesis, Qb(x, y) = r implies b is principal.

In either case, we obtain a contradiction.

Proposition 4.5.2 extends Kaneko’s result, for example, to the case that −D = p+ 1 or
−D = p+ ℓ where ℓ is inert in O.

4.6 Extending the Attack on OSIDH
In this section, we will show how these results can be applied to extend Dartois and De Feo’s
attack to generate horizontal endomorphisms of higher degrees.

4.6.1 Dartois and De Feo’s Original Attack.

In the setup of OSIDH, K is chosen to be a quadratic imaginary field of class number 1, and
O ⊂ K is chosen to be an order of conductor ℓn for a prime ℓ (usually ℓ = 2) and a large
exponent n. A set of primes q1, . . . , qt splitting in K and an integer r are chosen so that
(heuristically) each ideal class of CL(O) can be represented by an ideal of norm N := ∏t

i=1 q
ei
i

for |ei| ≤ r, without "too much" overlap in the ideal classes.
Dartois and De Feo’s algorithm to construct a horizontal endomorphism β has two steps:

First, compute an integer N = ∏t
i=1 q

ei
i which is the norm of a principal ideal in O; they

do this by computing the shortest vector in the rank t relation lattice associated to CL(O).
Then, construct β as a composition of isogenies corresponding to prime ideals over qi. If
|ei| ≤ 2r, the corresponding isogenies are public knowledge and β can be computed and
guaranteed to be horizontal.

Heuristically, the integer N output by the first step has sufficiently small exponents ei.
Our application examines the case that for some ei, we have |ei| > 2r, in which case the
best-known approach is meet-in-the-middle. This case would be relevant in the event that
the heuristics fail. Even under the heuristics, this analysis would be relevant for a version of
the attack which does not use the shortest vector (which would be desirable, as this step is

36



exponential time in the number of primes qi), as well as for Dartois and De Feo’s proposed
countermeasure, for which the corresponding exponents ei would be much larger.

4.6.2 Meet-in-the-Middle Extension

We describe how to supplement the approach of Dartois and De Feo via a meet-in-the-middle
attack. Dartois and De Feo, following Onuki, propose this extension in their paper; however,
they have no guarantee that the resulting isogeny is horizontal as desired. We describe
parameters which guarantee that the resulting isogeny is horizontal, as well as parameters
where it is easy to analyze the exceptional cases.

Let N = ∏t
i=1 q

ei
i be the norm of a principal ideal in O, which can be computed by finding

the shortest vector of the relation lattice associated to CL(O). Let E0 be an O-oriented curve.
N is the degree of the horizontal endomorphism β we would like to produce in End(E0).

Write N = N ′N ′′ where N ′ = ∏t
i=1 q

di
i with |di| ≤ 2r, and assume N ′′ ̸= 1. N ′ is the

degree of the isogeny that we can produce via the public information of OSIDH, and N ′′ is
the degree of the isogeny that we must supplement. We obtain an N ′-isogeny β′ : E → b ∗E
which factors through E0 and decomposes as a sequence of isogenies corresponding to the
prime ideals qi.

Next, we use a meet-in-the-middle attack to generate an N ′′-isogeny β′′ : E → b ∗ E.
We examine the probability that β′′ is horizontal in the two simplest cases below.

Proposition 4.6.1. Let N ′′ be an integer coprime to p. Assume −DN ′′ < 2p. Fix an
invertible ideal b ⊂ O.

1. Suppose −DN ′′ < p. Then for all O-oriented curves E, all N ′′-isogenies between E

and b ∗ E are horizontal.

2. Suppose −DN ′′ = p + r with 0 < r < p. At most #CL(O)[2] curves E admit non-
horizontal N ′′-isogenies E → b ∗ E.

3. Let k be the number of invertible integral ideals of norm r in the ideal class of b. As
E ranges over all O-oriented curves, there are exactly k non-horizontal N ′′-isogenies
starting at E and ending at b ∗ E.

As an easy example, let −DN ′′ = p + r where r is prime. If r is inert in O, there are
no ideals of norm r, so in particular, 1(c) implies that all N ′′-isogenies are horizontal. If
r splits in O, there are two ideals b and b of norm r. Then there are two non-horizontal
N ′′-isogenies, given by the N ′′-isogeny E → b ∗ E and its dual b ∗ E → b ∗ b ∗ E ∼= E, for a
unique O-oriented curve E.
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We can detect if the meet-in-the-middle attack fails by computing the discriminant of β
and checking if it is equal to −D. If not, then β is not horizontal, and we search for another
N ′′-isogeny until we succeed. Without computing relations in the class group, we can bound
the number of isogenies to try by the number of ideals of norm r in O, which is determined
only by the splitting behavior of prime factors of r in O.

In more general parameter ranges, the situation becomes more complicated; one expects
that horizontal isogenies become less likely as ⌊−DN

p
⌋, but it depends heavily on the structure

of the class group.

4.6.3 Specialization to OSIDH

We consider the specific parameters of OSIDH. When ℓ = 2 and K = Q(i) or K = Q(
√

−3),
#CL(O)[2] is 2 or 4 (respectively) and #CL(O) ∼= 2n−1, so the probability that there exist
any non-horizontal N ′′-isogenies between E and b ∗ E is 1

2n−2 or 1
2n−3 , where n = 256. As n

grows, the probability decreases (keeping in mind that the N ′′ covered is also changing as D
increases).

If the ring class polynomial associated to O can be computed efficiently, we can, under
the parameters of OSIDH, modify the meet-in-the-middle algorithm so that we will always
output a horizontal isogeny, regardless of the size of −DN ′′. This is because the only known
way to make the group action computation described by Colo and Kohel well-defined is to
ensure −Dqi < p for all primes qi considered [37, Section 6.2].

Proposition 4.6.2. Let ϕi(x, y) denote the qi-th modular polynomial mod p, whose roots
(j, j′) are j-invariants of qi-isogenous elliptic curves over Fp. Let H(x) denote the ring class
polynomial associated to O, whose roots are j-invariants of O-oriented elliptic curves. If
−Dqi < p, we have the following:

For each root j of H, there are two roots of gcd(ϕi(j, x), H(x)), corresponding precisely
to the action by qi or qi on j. The corresponding qi-isogenies are horizontal.

In the case that we can compute the required polynomials and gcds, we can modify the
meet-in-the-middle algorithm: We construct isogeny paths of j-invariants j1, j2, . . . , jm by
selecting jk from roots of gcd(ϕi(jk−1, x), H(x)). Every step is necessarily horizontal, and any
two paths meeting at a j-invariant jm can be composed to form a horizontal isogeny.

4.6.4 Modification to OSIDH

One implication of our work is that N -isogenies between O-oriented curves are less likely
to be horizontal as ⌊−DN

p
⌋ grows, although a more precise statement would depend on the
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structure of CL(O). Dartois and De Feo’s countermeasure to their attack increases D as well
as (heuristically) increasing N by considering the same set of primes, chosen to only cover a
portion of the class group [18, Section 5.2]. An additional countermeasure to explore is to
decrease the prime p, which would need to be done in a way to make the group action still
possible to compute via modular polynomials. The group action computation can be reduced
to an assumption about when two isogenies induce the same orientation [37, Assumption
5.1], which we can analyze via the same techniques that we introduce here.
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Chapter 5 |
Notation and preliminaries for local
orders and the Bruhat-Tits tree

In this chapter and the next, all orders O will be orders in a quaternion algebra. We consider
the problem of computing the endomorphism ring of a supersingular elliptic curve E from a
given order O0 ⊂ End(E) of finite index. Our strategy is to work locally by enlarging O0 at
each prime dividing the reduced discriminant and finding a path in the Bruhat-Tits tree.

5.1 Notation and preliminaries for orders in a quaternion
algebra
One key fact that we will use is the local-global principle for orders in a quaternion algebra.
This states that an order in a global quaternion algebra is determined by its completions at
each prime, see [54, Theorem 9.4.9, Lemma 9.5.3]. Maximality is a local property, i.e. an
order O ⊆ Bp,∞ is maximal if and only if for all primes q, O ⊗ Zq is a maximal order. Being
maximal can also be expressed in terms of the reduced discriminant: an order O in Bp,∞ is
maximal if and only if the reduced discriminant discrd(O) is equal to p [54, p. 375]. The
primes at which O fails to be maximal are exactly those primes dividing discrd(O)/p.

Thus, the local-global principle reduces finding End(E) to finding End(E) ⊗ Zq at each
prime q dividing discrd(O)/p. When q = p, there is a unique maximal order in the division
algebra Bp,∞ ⊗Zp. In the case that q ̸= p, the local order End(E) ⊗Zq is a maximal order of
Bp,∞ ⊗ Qq

∼= M2(Qq).
Our strategy will be to enlarge O0 locally. We give the following definitions for the orders

we obtain in this way.

Definition 5.1.1. Let O0 be an order. We say that an order O is a q-enlargement of O0 if
O0 ⊂ O and O ⊗ Zq′ = O0 ⊗ Zq′ for all q′ ̸= q. We say that O is a q-maximal q-enlargement40



if O is a q-enlargement such that O ⊗ Zq is maximal.

Let O ⊂ B be a Z-order We call O an Eichler order if O ⊆ B is the intersection of two
(not necessarily distinct) maximal orders. The codifferent of an order is codiff(O) = {α ∈
B : Trd(αO) ⊆ Z}. We say that O is Gorenstein if the lattice codiff(O) is invertible as a
lattice [54, 24.1.1]. We call O Bass if every superorder O′ ⊇ O is Gorenstein.

5.2 Local orders and the Bruhat-Tits tree
Given an order O0 of finite index in End(E), we will compute End(E) from O0 by enlarging
it so that locally at a prime q it is maximal and equal to End(E) ⊗Zq. When q = p this step
follows from work of [53] since Bp,∞ ⊗ Zp is a division algebra and has a unique maximal
order. When q ̸= p we will first compute some maximal order containing O0 ⊗ Zq and then
find a path from that maximal order to End(E) ⊗ Zq. Here we view both orders as vertices
in the Bruhat-Tits tree for GL2(Qq).

Remark 5.2.1. Throughout this paper, a path in the Bruhat-Tits tree always refers to a
nonbacktracking path.

For the remainder of this section, fix a prime q ̸= p. We use the labelling conventions
described by Tu [51].

Definition 5.2.2. The Bruhat-Tits tree is the graph whose vertices are rank 2 Zq-lattices up
to homothety. Two lattice classes [L] and [L′] are connected by an edge if and only if there
are representatives L and L′ such that qL′ ⊊ L ⊊ L′.

Equivalently, one can consider the vertices of the Bruhat-Tits tree as maximal orders of
M2(Qq), via the correspondence [L] 7→ End(L). In this case, two maximal orders Λ and Λ′

are neighbors if and only if [Λ : Λ ∩ Λ′] = [Λ′ : Λ ∩ Λ′] = q.

Fixing a basis for a lattice L0 and identifying End(L0) with M2(Zq), we associate to each
basis defining a lattice L a 2 × 2 matrix T that transforms the basis of L into that of L0.

Then End(L) = T−1M2(Zq)T. Given L0 and L, the matrix T is well-defined as an element

of Q∗
q GL2(Zq)\ GL2(Qq), so we may assume that T is of the form T =

qa c

0 qb

 with a, b ≥ 0,

c ∈ Z/qbZ, and vq(c) = 0 if both a and b are positive.
The Bruhat-Tits tree is a (q + 1)-regular tree. Each neighbor of a lattice L corresponds

to a choice of cyclic sublattice of index q, which corresponds to a choice of matrices of the

form
q c

0 1

 and
1 0

0 q

. More generally, a path of length n starting at the root M2(Zq)
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(labelled by the 2 × 2 identity matrix) corresponds to a product of such matrices. We make
the following definition.

Definition 5.2.3. For each c such that 0 ≤ c ≤ q − 1, let γc :=
1 c

0 q

. Let γ∞ =
q 0

0 1

.

Let Σ = {γc : 0 ≤ c ≤ q − 1} ∪ {γ∞}. We call a finite sequence of matrices {ci}ni=1 a matrix
path if each ci ∈ Σ and ci+1ci ̸∈ qM2(Zq). The length of the matrix path {ci}ni=1 is n. Each
path of length n starting at the root corresponds to a matrix path. If {ci}ni=1 is a matrix
path, we call the product T = cncn−1 . . . c1 the associated matrix.

There is a bijection between paths of length n in the Bruhat-Tits tree starting at M2(Zq)
and matrix paths of length n. The endpoint of the path corresponding to the matrix path
{ci}ni=1 is the order T−1M2(Zq)T , where T is the associated matrix. The vertices of the path
are

M2(Zq), c−1
1 M2(Zq)c1, c

−1
1 c−1

2 M2(Zq)c2c1, . . . , (c−1
1 c−1

2 · · · c−1
n )M2(Zq)(cn · · · c2c1).

Depending on the context, we may represent vertices in the Bruhat-Tits tree as maximal
orders in M2(Zq), lattices, or 2 × 2 matrices T as above.

5.2.1 Distance

We have the usual notion of distance in the Bruhat-Tits tree.

Definition 5.2.4. The distance between two vertices in the Bruhat-Tits tree v and v′,
denoted d(v, v′), is the length of the unique path between v and v′. We denote the distance
between v and v′ by d(v, v′). Here, v and v′ may be represented by homothety classes of
lattices, maximal orders in M2(Zq), or the matrices associated to the matrix path.

Definition 5.2.5. Let ℓ be a postive integer and v a vertex in the Bruhat-Tits tree. The
ℓ-neighborhood of v is the set

Nℓ(v) : = {v′ : d(v′, v) ≤ ℓ}.

We also have the analogous notion of distance to a path and neighborhood of a path.

Definition 5.2.6. Let P be the set of vertices along a path in the Bruhat-Tits tree. The
distance between a vertex v and P is min{d(v, v′) : v′ ∈ P}. The distance between v and P

is denoted d(v, P ).

42



Figure 5.1. The (truncated) Bruhat-Tits tree for q = 3, with vertices labelled by the corresponding
matrices. The root of the tree, labelled I, corresponds to M2(Zq). The vertex labelled with matrix
T corresponds to the order T −1M2(Zq)T.

Definition 5.2.7. Let P be the set of vertices along a path in the Bruhat-Tits tree and let ℓ
be a nonnegative integer. The ℓ-neighborhood of P is the set

Nℓ(P ) : = {v′ : d(v′, P ) ≤ ℓ}.

5.2.2 Distance and matrix labelling

This section relates the distance between two vertices in the Bruhat-Tits tree to the matrix
labelling just described. We will also get a bound on the distance in terms of the reduced
discriminant of the intersection of the two maximal orders.
Proposition 5.2.8. Let T = br · · · b2b1ak · · · a2a1 and T ′ = cs · · · c1ak · · · a2a1, such that
ai, bi, ci ∈ Σ, the product of two consecutive matrices is not in M2(qZq), and b1 ̸= c1. Then

d(T−1M2(Zq)T, T ′−1M2(Zq)T ′) = r + s.

Proof. Let γ = ak · · · a1. The unique path from T−1M2(Zq)T to M2(Zq) and the unique path
from T ′−1M2(Zq)T ′ intersect exactly in the path from γ−1M2(Zq)γ to M2(Zq). Thus, we
obtain a (nonbacktracking) path from T−1M2(Zq)T to T ′−1M2(Zq)T ′ by first taking the path
of length r from T−1M2(Zq)T to γ−1M2(Zq)γ, and concatenating it with the path of length
s from γ−1M2(Zq)γ to T ′−1M2(Zq)T ′.

We can relate the reduced discriminant of an order to the distance between maximal
orders containing it.

Lemma 5.2.9. Let Λ be a Zq-order in M2(Qq) such that Λ ⊂ Λ1 ∩ Λ2 for maximal orders
Λ1,Λ2. Then vq(discrd(Λ)) ≥ vq(discrd(Λ1 ∩ Λ2)).
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Proof. By [54, Lemma 15.2.15], discrd(Λ) = [Λ1 ∩ Λ2 : Λ] discrd(Λ1 ∩ Λ2). The index is an
integral ideal, so vq(discrd(Λ)) ≥ vq(discrd(Λ1 ∩ Λ2)).

From the lemma, we obtain the two following useful corollaries.

Corollary 5.2.10. Suppose Λ ⊂ M2(Qq) is a Zq-order. Let e = vq(discrd(Λ)). If Λ is
contained in two maximal orders Λ1 and Λ2, then d(Λ1,Λ2) ≤ e.

Proof. When Λ1 and Λ2 are maximal orders, the distance between them is vq(discrd(Λ1 ∩Λ2)).
The result then follows from Lemma 5.2.9.

Corollary 5.2.11. Let Λ be a Zq-order of finite index in M2(Qq). Then Λ is contained in
finitely many maximal orders.

Proof. This is immediate from Corollary 5.2.10. If Λ1 is a maximal order containing Λ, then
all maximal orders containing Λ are at most vq(discrd(Λ)) steps from Λ1.

Remark 5.2.12. Suppose Λ ⊂ End(E) ⊗ Zq. If we can construct a maximal order Λ1 which
contains Λ, the preceding corollaries give us a starting point for how to locate End(E) ⊗Zq in
the Bruhat-Tits tree. A naive approach would be to check all orders within e = vq(discrd(Λ))
steps from Λ1 in the Bruhat-Tits tree. However, when e ≥ 1, there are 1 + (q + 1) qe−1

q−1

maximal orders at most e steps from Λ1. Working with each of these orders is computationally
infeasible for general Λ.

5.3 Finite intersections of maximal orders
In this section, we review Tu’s results on finite intersections of maximal orders in M2(Qq).
As an application, for each path P and ℓ ≥ 0, we construct an order Λ̃ which is contained
in a maximal order Λ′ if and only if Λ′ ∈ Nℓ(P ). This construction allows us to work with
many maximal orders at once.

Definition 5.3.1. [51, Notation 7] Let S be a finite set of maximal orders. We define

d3(S) := max{d(Λ1,Λ2) + d(Λ2,Λ3) + d(Λ3,Λ1)},

where the maximum is taken over all choices of Λ1,Λ2,Λ3 ∈ S. The orders Λi need not be
distinct.

We restate Tu’s main theorem, specialized to our case K = Qq.
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Theorem 5.3.2. [51, Theorem 8] Let S be a finite set of maximal orders in M2(Qq). Let
Λ1,Λ2,Λ3 ∈ S be such that d3({Λ1,Λ2,Λ3}) = d3(S). Then ⋂

Λ∈S Λ = Λ1 ∩ Λ2 ∩ Λ3. The
orders Λ1,Λ2,Λ3 need not be distinct.

Our first lemma relates d3(S) to the reduced discriminant discrd(⋂
Λ∈S Λ).

Lemma 5.3.3. Let S be a finite set of maximal orders in M2(Qq). Then

vq(discrd(
⋂

Λ∈S
Λ)) = d3(S)/2.

Proof. If S consists of a single maximal order Λ1, then d3(S) = 0. Furthermore, ∩Λ∈SΛ = Λ1

is conjugate to M2(Zq), and therefore vq(discrd(Λ1)) = vq(discrd(M2(Zq))) = 0 = d3(S)/2.
Suppose ∩Λ∈SΛ is Eichler, say ∩Λ∈S = Λ1 ∩ Λ2 with Λ1,Λ2 ∈ S and such that d3(S) =

d3({Λ1,Λ2}). Then vq(discrd(Λ1 ∩ Λ2)) = d(Λ1,Λ2). Writing Λ1 ∩ Λ2 = Λ1 ∩ Λ2 ∩ Λ2, we have
d3(S) = d(Λ1,Λ2) + d(Λ2,Λ2) + d(Λ2,Λ1) = 2d(Λ1,Λ2). Hence vq(discrd(∩Λ∈SΛ)) = d3(S)/2.

If ∩Λ∈SΛ = Λ1 ∩ Λ2 ∩ Λ3 is not Eichler, there is an order Λ0 which lies on the path
between any two of the Λi. Letting m = d(Λ1,Λ0), n = d(Λ2,Λ0), and ℓ = d(Λ3,Λ0), we have
d3(S) = d(Λ1,Λ2) + d(Λ2,Λ3) + d(Λ3,Λ1) = (m+ n) + (n+ ℓ) + (ℓ+m) = 2m+ 2n+ 2ℓ.

Furthermore, the intersection Λ1 ∩ Λ2 ∩ Λ3 is conjugate to the order with basis

{1 0
0 1

 ,

0 qn

0 0

 ,

 0 0
qm 0

 ,

0 0
0 qℓ

 }
.

(See [51, proof of Theorem 2] for details.) As disc({α1, α2, α3, α4}) = det(Trd(αiαj)), a
computation shows

disc(Λ1 ∩ Λ2 ∩ Λ3) = −q2m+2n+2ℓ = −qd3(S).

Hence vq(discrd(Λ1 ∩ Λ2 ∩ Λ3)) = d3(S)/2.

We’ll also use the following lemma which is key to the proof of Tu’s Theorem 8.

Lemma 5.3.4. [51, Lemma 12] Let S = {Λ1,Λ2,Λ3} be a set of maximal orders, and let Λ4

be a maximal order such that d3(S ∪ {Λ4}) = d3(S). Then Λ4 ⊃ Λ1 ∩ Λ2 ∩ Λ3.

The converse is also true, which is shown in the next Lemma.

Lemma 5.3.5. Let S = {Λ1,Λ2,Λ3} be a set of maximal orders. Suppose Λ4 ⊃ Λ1 ∩ Λ2 ∩ Λ3.

Then d3(S) = d3(S ∪ {Λ4}).

Proof. We have vq(discrd((⋂
Λ∈S Λ) ∩ Λ4)) = d3(S ∪ {Λ4})/2, and vq(discrd(⋂

Λ∈S Λ)) =
d3(S)/2. But ⋂

Λ∈S Λ ⊂ Λ4 implies that (⋂
Λ∈S Λ) ∩ Λ4 = ∩Λ∈SΛ, hence the reduced discrimi-

nants are equal. By Lemma 5.3.3, d3(S ∪ {Λ4}) = d3(S).
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Corollary 5.3.6. Let P be the set of maximal orders along a path, and let ℓ ≥ 0. Let Λ̃ =⋂
Λ∈Nℓ(P ) Λ. Then the set of maximal orders containing Λ̃ is Nℓ(P ). Moreover, vq(discrd(Λ̃)) =

3ℓ+ card(P ) − 1.

Proof. We will describe Λ̃ as an intersection of at most 3 maximal orders.
If ℓ = 0 and P is a single point, then Nℓ(P ) consists of a single order, which is equal to Λ̃.

In this case, as Λ̃ is maximal, we have vq(discrd(Λ̃)) = 0 = card(P ) − 1.
If ℓ = 0 and card(P ) > 1, then Nℓ(P ) = P . In this case, Λ̃ = Λ1 ∩ Λ2 where Λ1

and Λ2 are the endpoints of P . The only orders containing Λ̃ are those in P . We have
vq(discrd(Λ1 ∩ Λ2)) = d(Λ1,Λ2) = card(P ) − 1.

Now, assume ℓ > 0. Let Λ̃1, Λ̃2, Λ̃3 denote any choice of three orders in Nℓ(P ), and let Λ̃′
i

denote the order on the path P which is closest to Λ̃i.
By the triangle inequality, we have d(Λ̃i, Λ̃j) ≤ d(Λ̃i, Λ̃′

i) + d(Λ̃′
i, Λ̃′

j) + d(Λ̃′
j, Λ̃j) ≤ 2ℓ +

d(Λ̃′
i, Λ̃′

j). Hence d3({Λ̃1, Λ̃2, Λ̃3}) ≤ 6ℓ+ d(Λ̃′
1, Λ̃′

2) + d(Λ̃′
2, Λ̃′

3) + d(Λ̃′
3, Λ̃′

1). Since Λ̃′
1, Λ̃′

2, Λ̃′
3

lie along the same path P , this sum is at most 2(card(P ) − 1). Hence d3(Nℓ(P )) ≤ 6ℓ +
2(card(P ) − 1).

Now, choose orders Λi ∈ Nℓ(P ) in the following way: Choose a path of length ℓ starting
at an endpoint Λ′

1 of P which is otherwise disjoint from P ; the end of this path will be Λ1.
To construct Λ2, choose a path of length ℓ which starts at the opposite endpoint Λ′

2 of P and
is otherwise disjoint from both P and the path from Λ1 to Λ′

1. As the Bruhat-Tits tree is
(q + 1)-regular and q ≥ 2, this can be done. By construction, d(Λ1,Λ2) = 2ℓ+ card(P ) − 1.

We then construct Λ3 as follows. Choose a path of length ℓ starting at any point of P
which is otherwise disjoint from the paths P , the path from Λ1 to Λ′

1, and the path from
Λ2 to Λ′

2. The path from Λ1 to Λ′
1 and Λ2 to Λ′

2 are automatically disjoint unless P is a
single point. Thus, this disjointness restriction can be accomplished if and only if we can
choose a path starting at any point of P to avoid two adjacent edges. As the Bruhat-Tits
tree is (q + 1)-regular and q ≥ 2, we can choose Λ1,Λ2, and Λ3 as specified. By construction,
d(Λ1,Λ3) + d(Λ2,Λ3) = d(Λ1,Λ2) + 2ℓ = 4ℓ+ 2(card(P ) − 1).

Figure 5.2. Constructing Λ1, Λ2, Λ3 such that
⋂

Λ∈Nℓ(P ) Λ = Λ1 ∩ Λ2 ∩ Λ3.

For this choice of Λ1,Λ2,Λ3, we have d3({Λ1,Λ2,Λ3}) = 6ℓ + 2(card(P ) − 1). Thus,
d3(Nℓ(P )) = 6ℓ+ 2(card(P ) − 1). By Theorem 5.3.2, we can write Λ̃ = Λ1 ∩ Λ2 ∩ Λ3, and by
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Lemma 5.3.3, we have vq(discrd(Λ̃)) = 3ℓ+ card(P ) − 1.
Now, we want to show that the set S := {Λ maximal : Λ̃ ⊂ Λ} is equal to Nℓ(P ). It is

clear that Nℓ(P ) ⊂ S by construction. Suppose Λ4 ̸∈ Nℓ(P ), so that d(Λ4, P ) > ℓ. We will
show that d3({Λ1,Λ2,Λ3,Λ4}) > 6ℓ+ 2(card(P ) − 1) and hence Λ4 ̸∈ S by Lemma 5.3.5.

Let Λ′
4 be the point of P which is closest to Λ4. By construction, the paths Λi to Λ′

i for
i ≤ 3 are pairwise disjoint except possibly at Λ′

i. Thus, there is at most one k such that the
paths Λk to Λ′

k and Λ4 to Λ′
4 intersect in more than one point.

Case 1: There is no such k, or Λ′
4 is not one of the endpoints of P .

Consider d3({Λ1,Λ2,Λ4}). For distinct i, j ∈ {1, 2, 4}, the path between Λi and Λj passes
through Λ′

i and Λ′
j. We have d(Λi,Λj) = d(Λi,Λ′

i) + d(Λ′
i,Λ′

j) + d(Λj,Λ′
j). By construction,

d(Λi,Λ′
i) = ℓ if i ∈ {1, 2, 3}, and since Λ′

1 and Λ′
2 are the endpoints of P , we have d(Λ′

1,Λ′
2) +

d(Λ′
2,Λ′

4) + d(Λ′
4,Λ′

1) = card(P ) − 1. Hence d3({Λ1,Λ2,Λ4}) = 4ℓ + 2(card(P ) − 1) +
2d(Λ4,Λ′

4) > d3(S) if d(Λ4,Λ′
4) > ℓ. Hence Λ4 ̸∈ S.

Case 2: Either Λ′
4 = Λ′

1 or Λ′
4 = Λ′

2.
Say Λ′

4 = Λ′
1. Then consider d3({Λ2,Λ3,Λ4}). Arguing as in the previous case, and noting

that Λ′
4 and Λ′

2 are endpoints of P , we similarly get d3({Λ2,Λ3,Λ4}) = 4ℓ+ 2(card(P ) − 1) +
2d(Λ4,Λ′

4) > d3(S) if d(Λ4,Λ′
4) > ℓ. Hence Λ4 ̸∈ S.

Figure 5.3. Case 1 and Case 2 in the proof of Corollary 5.3.6.
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Chapter 6 |
Connecting Kani’s Lemma and the
Bruhat-Tits tree to compute super-
singular endomorphism rings

In this chapter, we describe our algorithm for pathfinding in the Bruhat-Tits tree from a
given order O0 ⊂ End(E). In Section 6.1, we give background on higher-dimensional isogenies
and describe an Endomorphism-Testing Algorithm which determines if a rational multiple
of an endomorphism is still an endomorphism. In Section 6.2, we give an algorithm which
computes the distance between a q-maximal enlargment of O0 and End(E) ⊗ Zq by testing
if End(E) ⊗ Zq contains certain orders. In Section 6.3, we give an algorithm to compute
an explicit embedding of O0 into M2(Zq) and for testing containment of a local order in
End(E) ⊗ Zq. In Section 6.4, we give an algorithm which constructs the path from M2(Zq)
to the endomorphism ring in the Bruhat-Tits tree. In Section 6.5, we give a more efficient
algorithm when the input order O0 is locally Bass. In Section 6.6, we describe the full
algorithm to compute the endomorphism ring End(E) from input O0 ⊂ End(E). In Section
6.7, we describe a more efficient algorithm if more is known about the subgraph of orders
containing O0.

6.1 Using Higher-Dimensional Isogenies for Endomorphism-
Testing
One of the key tools we will use is an algorithm which determines if a rational multiple of an
endomorphism is an endomorphism. This algorithm first appeared in [43, Section 4], and a
detailed algorithm with correctness proof and complexity analysis were given in [24]. The
content of Section 6.1 was written before [24] was posted and is formulated slightly differently.
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Proposition 6.1.1. [Divide algorithm] There exists an algorithm which takes as input an
elliptic curve E defined over Fpk , an endomorphism β ∈ End(E), and an integer n, and outputs
TRUE if β

n
∈ End(E) and FALSE if β

n
̸∈ End(E). The algorithm runs in polynomial-time in

log(pk) and log(deg(β)).

This algorithm was first outlined by Robert in a special case to compute endomorphism
rings of ordinary curves [43, Section 4]. The main idea is to use Kani’s Lemma to translate the
problem into a higher dimension, where there is enough flexibility to impose powersmoothness.
A proof of Proposition 6.1.1 is given in [24, Section 4]. Before [24] was posted, we had
written down the details for the algorithm, proof of correctness, and run-time analysis,
which we include here. We will refer to this algorithm by our original name for it, the
Endomorphism-Testing Algorithm.

We also note that higher-dimensional isogenies will only be used in this section, so one
could take Proposition 6.1.1 as a blackbox and skip to Section 6.2 if desired.

6.1.1 Isogenies between polarized abelian varieties and their degrees

Definition 6.1.2. [35, p. 126] A polarization of an abelian variety X defined over a field k

is an isogeny λ : X → X∨ to the dual variety X∨ so that λk = ϕL for some ample invertible
sheaf L on Xk. Here ϕL : A(k) → Pic(A) is the map given by a 7→ t∗aL ⊗ L−1 with ta the
translation-by-a map.

Notation: Given an isogeny Φ : A → B between abelian varieties we denote by Φ∨ : B∨ → A∨

the dual isogeny (see [36, p. 143]).

Definition 6.1.3. Given a positive integer N , an N -isogeny Φ : (A, λA) → (B, λB) between
principally polarized abelian varieties (A, λA) and (B, λB) is an isogeny such that Φ∨◦λB◦Φ =
NλA. An (N,N)-isogeny Φ : (A, λA) → (B, λB) of abelian varieties of dimension g is an
N -isogeny whose kernel is isomorphic to (Z/NZ)g.

Let A be an abelian variety with a polarization λ. Since λ is an isogeny A → Â, it has an
inverse in Hom(Â, A) ⊗ Q. The Rosati involution on Hom(Â, A) ⊗ Q corresponding to λ is

a 7→ a† = λ−1 ◦ α̂ ◦ λ.

In this paper we will consider endomorphisms of products of elliptic curves and abelian
varieties. Given an abelian variety A, an integer r > 1 and isogenies ϕi,j : A → A for
1 ≤ i, j ≤ r, the r × r matrix M = (ϕi,j)1≤i,j≤r represents the isogeny

Φ :Ar → Ar sending
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(P1, . . . , Pr) to (ϕ1,1(P1) + · · · + ϕ1,r(Pr), . . . , ϕr,1(P1) + · · · + ϕr,r(Pr)) .

We refer to this as the matrix form of Φ.

Definition 6.1.4. Let A be a principally polarized abelian variety. Consider Φ : Ar → Ar

with matrix form M = (ϕi,j)1≤i,j≤r as above. Let ϕ†
i,j : A → A be the Rosati involution of

ϕi,j. Define Φ̂ : Ar → Ar as the endomorphism represented by the matrix M̂ = (ϕ†
j,i)1≤i,j≤r.

Definition 6.1.3 can also be rephrased as follows, see [42, Section 3.1].

Proposition 6.1.5. Let A be principally polarized, and let Φ : Ar → Ar be an isogeny with
matrix form M . Then M̂ ·M = N · Idr if and only if Φ is an N-isogeny with respect to the
product polarization.

Proposition 6.1.6. Let E be an elliptic curve. Let Φ : Er → Er be an N-isogeny of
principally-polarized abelian varieties whose matrix form is M = (ϕi,j)1≤i,j≤r. Then the
degrees of the isogenies ϕi,j : E → E are bounded above by N.

Proof. By the previous proposition, M̂ ·M = N · Idr. In particular, the i-th diagonal entry
of M̂ ·M is given by ∑r

j=1 ϕ
†
j,iϕj,i = N . For elliptic curves, ϕ†

j,i is the dual isogeny of ϕj,i, so
we have ∑r

j=1 deg(ϕj,i) = N (by convention, the degree of the 0 map is 0). As the degree of
an isogeny is nonnegative, this implies that deg(ϕj,i) ≤ N for 1 ≤ i, j ≤ r.

6.1.2 Isogeny Diamonds and Kani’s Lemma

We now give the definition of an isogeny diamond in the setting of abelian varieties. This was
first introduced by Kani [26] for elliptic curves and generalized in [42] to principally polarized
abelian varieties.

Definition 6.1.7. A (d1, d2)-isogeny factorization configuration is a d1 ·d2-isogeny f : A → B

between principally polarized abelian varieties of dimension g which has two factorizations
f = f ′

1 ◦ f1 = f ′
2 ◦ f2 with f1 a d1-isogeny, f2 a d2-isogeny. If, in addition, d1 and d2 are

relatively prime we call this configuration a (d1, d2)-isogeny diamond configuration.

A
f1

//

f2

��

A1

f ′
1

��

A2
f ′

2

// B
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Lemma 6.1.8 (Kani’s Lemma). Let f = f ′
1 ◦ f1 = f ′

2 ◦ f2 be a (d1, d2)-isogeny diamond

configuration. Then F =
 f1 f̃ ′

1

−f2 f ′
2

 is d-isogeny F : A×B → A1 ×A2 with d = d1 + d2 and

kernel KerF = {(f̃1(P ), f ′
1(P )) : P ∈ A1[d]}.

Proof. This is Lemma 6 in [42], which generalizes Theorem 2.3 in [26].

6.1.3 Endomorphism-Testing Algorithm

The following gives more details for the algorithm described in [43, Section 4], which we will
use repeatedly. This algorithm also appears as the Divide algorithm in [24, Section 4]. We
will refer to this algorithm by our original name for it, the Endomorphism-Testing Algorithm.

Algorithm 6.1.9. Endomorphism-Testing Algorithm
Input: Elliptic curve E defined over Fpk ; β ∈ End(E) which is written as a sum

β = b1β1 + b2β2 + b3β3 + b4β4 where βi are linearly independent endomorphisms which can
be evaluated efficiently at powersmooth points of E and bi ∈ Z; n a positive integer; Q the
norm form such that Q(x1, x2, x3, x4) = deg(∑4

i=1 xiβi)
Output: TRUE if β

n
is an endomorphism of E and FALSE if β

n
is not an endomorphism.

1. Compute deg(β). If n2 ∤ deg(β), conclude that β
n

is not an endomorphism and output
FALSE. Otherwise, set N := deg(β)/n2.

2. Choose a ∈ Z such that N ′ := N + a is powersmooth and gcd(N ′, n) = 1.

3. Compute integers a1, a2, a3, a4 ∈ Z such that a2
1 + a2

2 + a2
3 + a2

4 = a. Let α ∈ End(E4)
be the a-isogeny given by the matrix

a1 −a2 −a3 −a4

a2 a1 a4 −a3

a3 −a4 a1 a2

a4 a3 −a2 a1

 .

4. Compute K := {( β̂
n

· Id4(P ), α(P )) : P ∈ E4[N + a]}. Note that K can be computed
even if β

n
is not an endomorphism: we can compute β̂ on E[N + a], and by choice of a,

n is invertible mod N + a.

5. Determine if F : E8 → E8/K is an endomorphism of principally polarized abelian
varieties. (We do so by computing an appropriate theta structure for E8/K and checking
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that the projective theta constant of E8 is the same as the projective theta constant of
E8/K.) If not, then terminate and conclude that β

n
is not an endomorphism.

6. Choose M >
√

deg(β) +
√
n2(N + a) which is powersmooth. We check if Fij|E[M ] =

ψ β
n
|E[M ] for some ψ ∈ Aut(E), by evaluating the composition E

ιi−→ E8 F−→ E8 πj−→ E

on E[M ]. If for some Fij we have Fij|E[M ] = ψ β
n
|E[M ], then we terminate and output

TRUE. If no entry Fij satisfies Fij = ψ β
n
, then terminate and output FALSE.

Proposition 6.1.10. Algorithm 6.1.9 is correct and runs in time polynomial in log(pk) and
log(deg(β)).

The proof of Proposition 6.1.10 follows from Lemmas 6.1.12, 6.1.15, and 6.1.16 below.

Lemma 6.1.11. Let ψ ∈ Aut(En, λ), with λ the product polarization. Suppose ψ is given by
its matrix form M = (ψi,j)1≤i,j≤n as in Section 6.1.1. Then M has exactly one nonzero entry
in each row and each column. Whenever ψij is nonzero, ψij is an automorphism of E.

Proof. As ψ preserves the polarization λ on En, λ = ψ∨λψ. Therefore ψ†ψ = 1, with ψ† the
image of ψ under the Rosati involution. By [42, Lemma 3], the matrix form of ψ† is given by
the matrix (ψ†

ij)i,j , with ψ†
i,j the Rosati involution of ψi,j , which for elliptic curves equals the

dual isogeny ψ̂i,j. Call this matrix M̂ . Since ψ†ψ = 1, it follows that M̂M = Idn.
Fix 1 ≤ i ≤ n. We have ∑n

k=1 ψ̂ikψik = ∑n
k=1 deg(ψik) = 1. As deg(ψik) is a positive integer

whenever ψik is nonzero, deg(ψik) is nonzero for exactly one k, and for this k, deg(ψik) = 1.
For j ̸= i, we have ∑n

k=1 ψ̂ikψjk = 0. By the above argument, ψik = 0 for all but one k.
For this k, the fact that ψ̂ikψjk = 0 implies that ψjk = 0.

This shows that there is a unique nonzero entry in the i-th row, and that it is the only
nonzero entry in its column. As there are n rows and n columns, this shows that there is a
unique nonzero entry in each column, which is necessarily an automorphism.

Lemma 6.1.12. Let β ∈ End(E) and n a positive integer. If β
n

is an endomorphism, then
Algorithm 6.1.9 outputs True.

Proof. Let ϕ = β
n

∈ End(E). Then deg(ϕ) = deg(β)
n2 = N . Since α is built out of scalar

multiplications, we have the following commutative diagram, which is an (N, a)-isogeny
diamond configuration.

E4 E4

E4 E4

ϕ·Id4

α α

ϕ·Id4
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By Kani’s Lemma, there is an (N+a)-endomorphism G : (E8, λ) → (E8, λ), where λ is the

product polarization, such that G is given by the matrix
ϕ · Id4 α†

−α ϕ̂ · Id4

 . Moreover, as a

was chosen such that (N, a) = 1, we can write ker(G) = {ϕ̂ · Id4(P ), α(P ) : P ∈ E4[N + a]},
which is the subgroup K constructed in Step 4.

If F is an isogeny with ker(F ) = K, then F is an (N + a)-endomorphism of principally
polarized abelian varieties and the computed theta constants are equal. Therefore, we proceed
to Step 6.

By [26, Proposition 1.1], there is an automorphism ψ : E8 → E8 which preserves the
product polarization and such that F = ψG. By Lemma 6.1.11 each row and each column
of the matrix form of ψ has exactly one nonzero entry, which is an automorphism of E.
Thus, the entries of the matrix form of F are precisely the entries of the matrix form of G,
composed with an automorphism of E. In particular, four of the nonzero entries of F will be
given by ψijϕ for some automorphism ψij ∈ End(E).

Lemma 6.1.13. The subgroup K in Step 4 of Algorithm 6.1.9 is a maximally isotropic
subgroup of E8[N + a] (whether or not β

n
is an endomorphism). Thus, K is the kernel of an

(N + a)-isogeny with respect to some polarization on E8.

Proof. Let K denote the subgroup in Step 4 of Algorithm 6.1.9, which is precisely the image

of F † =
 1
n
β̂ · Id4 −α†

α 1
n
β · Id4

 on (E4 × E4)[N + a]

Let m ∈ Z such that mn ≡ 1 (mod N + a). Consider the following isogeny factorization
configuration:

E4 E4

E4 E4

mβ·Id4

mnα mnα

mβ·Id4

By Kani’s Lemma, there is anm2n2(N+a)-endomorphism of E8 with respect to the product

polarization, given by F ′ =
mβ · Id4 mnα†

−mnα mβ̂ · Id4

 and with kernel equal to the image of

F ′† =
mβ̂ · Id4 −mnα†

mnα mβ · Id4

 on (E4×E4)[m2n2(N+a)]. Let K ′ = F ′†(E4×E4)[m2n2(N+a)].

By Kani’s Lemma, K ′ is a maximal isotropic subgroup of E8[m2n2(N + a)].
First, K ′ ∩ E8[N + a] is a maximal isotropic subgroup of E8[N + a]. Let em2n2(N+a)

be the Weil pairing on E8[m2n2(N + a)] and P,Q ∈ E8[N + a] ∩ K ′. By compatibility
of the Weil pairing, 1 = em2n2(N+a)(P,Q) = eN+a(mnP,mnQ). By choice of m, we have
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eN+a(mnP,mnQ) = eN+a(P,Q). Thus, K ′ ∩E8[N + a] is an isotropic subgroup of E8[N + a].
Since K ′ is a maximal isotropic subgroup of E8[m2n2(N + a)], and (m2n2, N + a) = 1, we
have K ′ ∩ E8[N + a] has order (N + a)8 and is therefore a maximal isotropic subgroup of
E8[N + a].

Finally, we have K = K ′ ∩E8[N + a]. It is clear that K ⊂ K ′ ∩E8[N + a], since F † = F ′†

on E8[N + a]. Moreover, by the description of K as {( β̂
n

· Id4(P ), α(P )) : P ∈ E4[N + a]},
where β and α have degrees coprime to N + a, it is clear that the order of #K = (N + a)8 =
#(K ′ ∩ E8[N + a]). Thus, K is a maximal isotropic subgroup of E8[N + a].

By [26, Proposition 1.1], K is therefore the kernel of an N + a-isogeny with respect to
some polarization.

The following lemma shows that an endomorphism is uniquely determined by its degree
and its action on M -torsion, for suitably large M (depending on the degree).

Lemma 6.1.14. Let E be an elliptic curve and ϕ, ψ ∈ End(E). Let M >
√

deg(ϕ)+
√

deg(ψ).
If ψ|E[M ] = ϕ|E[M ], then ψ = ϕ.

Proof. For contradiction, assume the hypotheses of the lemma and that ϕ−ψ is nonzero. Since
ψ|E[M ] = ϕ|E[M ], E[M ] ⊂ ker(ϕ−ψ). Since ϕ−ψ is nonzero, we must have ϕ−ψ = Mγ for some
nonzero γ ∈ End(E). Thus, deg(ϕ − ψ) = M2 deg(γ). By the Cauchy-Schwartz inequality,
deg(ϕ − ψ) ≤ (

√
deg(ϕ) +

√
deg(ψ))2. Hence M2 ≤ M2 deg(γ) ≤ (

√
deg(ϕ) +

√
deg(ψ))2,

which is a contradiction.

Lemma 6.1.15. If β
n

is not an endomorphism, Algorithm 6.1.9 outputs False.

Proof. Assume F : E8 → E8 respects the product polarization and has kernel K as defined in
Step 4. Let Fij be an entry in the matrix form of F . Then deg(Fij) ≤ (N + a). If Fij|E[M ] =
ψβ
n

|E[M ] for some M >
√

deg(β) +
√
n2(N + a) and an automorphism ψ, then nFij|E[M ] =

ψβ|E[M ]. As we know ψβ, nFij are endomorphisms, and M >
√

deg(β) +
√
n2(N + a) >√

deg(ψβ) +
√
n deg(Fij), Lemma 6.1.14 implies that β

n
= ψ−1Fij ∈ End(E).

Lemma 6.1.16. Algorithm 6.1.9 runs in time polynomial in log(pk) and log(deg(β)).

Proof. Let B be a powersmoothness bound for N + a (as in Step 2), and let C be a
powersmoothness bound for M (as in Step 6). Given Q, computing the degree deg(β)
amounts to evaluating Q at (b1, b2, b3, b4). The complexity of computing a1, a2, a3, a4 is
O((log(a))2(log log(a))−1), see [40,41].

Computing a basis for K means first computing a basis for E[N + a]; decomposing
into at most log(N + a) prime power parts, this can be done in O(B2 log(pk)2 log(N + a))
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operations [42, Lemma 7]. Evaluating β̂ on a basis for E[N + a] and α on the induced basis
for E4[N + a] can be done efficiently by our assumption on β and powersmoothness of N + a.

For Step 5, we need to check that F is truly an endomorphism. We place the additional
data of a symmetric theta structure of level 2 on E8, by taking an appropriate symplectic basis
of E[4] if N +a is odd, or E[2m+2] where 2m is the largest power of 2 dividing N +a otherwise.
(See Proposition C.2.6 of [19] and the preceding remark about how to choose a basis which
is compatible with K in different cases.) Decomposing K into prime components, we can
compute the theta null point of E8/K with the induced theta structure in O(ℓ8

N+a log(N +a))
operations, where ℓN+a is the largest prime dividing N +a. (See Theorem C.2.2 and Theorem
C.2.5 of [19].) Finally, as F may not preserve the product theta structure even if it is the
desired endomorphism, we need to act on the theta null point by a polarization-preserving
matrix in order to directly compare theta null points. When N + a is odd, this matrix is
computed explicitly [19, Proposition C.2.4] from the action of F on E[4], which can also be
evaluated in O(ℓ8

N+a log(N + a)) operations. This gives O(B8 log(N + a)) operations for this
step.

In Step 6, computing a basis for the prime-power parts of E[M ] takesO(C2 log(pk)2 log(M))
operations. If F is an endomorphism, then having already computed theta coordinates for E8

and E8/K in the previous step, we can evaluate F in terms of theta coordinates [19, Theorem
C.2.2, Theorem C.2.5] and translate back to Weierstrass coordinates to check the equality.
Note that there are only finitely many, and usually two, automorphisms to consider. Each
evaluation costs O(ℓ8

N+a log(N + a)) operations where ℓN+a is the largest prime dividing
N + a. There are 64 entries Fij to check, by checking the equality on at most 2 log(M) points.
Thus, this step requires at most O(C2 log(pk)2 log(M) + B8 log(N + a) log(M)) operations.

Now, we show that B and C can be taken polynomially sized in deg(β), that N + a is
Õ(deg(β)), and that M is Õ(1 + n)

√
log(deg(β)) deg(β). Here, Õ ignores logarithmic factors.

M and C are easier to analyze, as we have no restrictions on the primes which can divide
M . When k ≥ 6, we have that the k-th prime pk satisfies k log(k) < pk < k(log(k)+log log(k))
[44, Corollary of Theorem 3]. Therefore, we can take M to be a product of the first k primes
where k is at most log(

√
deg(β) +

√
n2(N + a)) and C = Õ(log(

√
deg(β) +

√
n2(N + a)).

Such a product is bounded by Õ((log(
√

deg(β) +
√
n2(N + a))(

√
deg(β) +

√
n2(N + a))).

We can bound N + a and B similarly. However, N + a is chosen to be coprime to Nn
(equivalently, coprime to deg(β)), so we instead take N + a to be the product of the first
at most log(N) primes which are coprime to Nn. Then we can take B = Õ(log(deg(β))),
noting that Nn has at most log(deg(β)) prime factors, so the largest prime we use is the k-th
prime for k ≤ 2 log(deg(β)). The smallest such product which is larger than N is at most
Õ(log(deg(β))N). Thus, we have N + a = Õ(deg(β)).
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Returning to M and C, we get
√

deg(β) +
√
n2(N + a) ≤ Õ((1 +n)

√
log(deg(β)) deg(β)).

Hence M = Õ((1 + n)
√

log(deg(β)) deg β)) and C = Õ(log((1 + n)
√

log(deg(β) deg(β))).

One can get speedups by replacing E8 by E4 and tweaking parameters as discussed by
Robert in [42, Section 6]; for simplicity and for a proven complexity we don’t go into those
details here.

6.2 Computing the Distance From the Root

Let Õ be a q-maximal q-enlargement of a suborder of End(E). In this section, we show
how to compute the distance between End(E) ⊗ Zq and Õ ⊗ Zq, viewed as vertices on the
Bruhat-Tits tree.

In the following proposition, we give a convenient expression for ⋂
Λ∈Nr(M2(Zq)) Λ.

Proposition 6.2.1. Fix an integer r ≥ 0. Let Λ̃ = ∩Λ∈Nr(M2(Zq))Λ. Then Λ̃ = Zq+qrM2(Zq).

Proof. We first give an explicit basis for Λ̃. For any γc ∈ Σ as in the notation of Definition 5.2.3,
we have d(γrc , Id) = r by Proposition 5.2.8. Hence γ−r

c M2(Zq)γrc ∈ Nr(M2(Zq)). It also follows
that for c ̸= c′, d(γrc , γrc′) = 2r. In particular,

d3({γ−r
∞ M2(Zq)γr∞, γ−r

0 M2(Zq)γr0, γ−r
1 M2(Zq)γr1}) = 6r.

By Corollary 5.3.6 and Lemma 5.3.3, we have d3(Nr(M2(Zq))) = 6r. It follows from
Theorem 5.3.2 that

Λ̃ = γ−r
∞ M2(Zq)γr∞ ∩ γ−r

0 M2(Zq)γr0 ∩ γ−r
1 M2(Zq)γr1.

A basis of γ−r
∞ M2(Zq)γr∞ ∩ γ−r

0 M2(Zq)γr0 is

{1 0
0 1

 , qr

0 1
0 0

 , qr

0 0
1 0

 ,

0 0
0 1

 }
.

An element of γ−r
1 M2(Zq)γr1 can be written as

a

1 0
0 1

 + bqr

0 1
0 0

 + c

−Aq−r q−r

q−r 0

 + d

0 −A
0 1


where A ≡ 1 (mod qr). Hence an element is in the triple intersection if and only if c ≡ 0
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Figure 6.1. The maximal orders containing
⋂

Λ′⊂N1(M2(Zq)) Λ′ when q = 3.

(mod q2r) and d ≡ 0 (mod qr). In other words, a basis for the triple intersection is given by

{1 0
0 1

 , qr

0 1
0 0

 , qr

−A 1
1 0

 , qr

0 −A
0 1

 }
,

which can be rewritten as
{1 0

0 1

 , qr

0 1
0 0

 , qr

0 0
1 0

 , qr

0 0
0 1

 }
.

We will use Proposition 6.2.1 to compute the distance between Õ and End(E) ⊗Zq under
an appropriate embedding into M2(Qq). Namely, if Õ ⊗ Zq is mapped to the root of the
Bruhat-Tits tree, the distance will be the least r for which Zq + qrM2(Zq) ⊂ End(E) ⊗ Zq.
We compute r by finding the least r for which qrÕ ⊂ End(E). We show that such an r exists
and is bounded in terms of the reduced discriminant of the input order.

Proposition 6.2.2. Let O0 be an order, and let O be a q-enlargement of O0 for a prime q.
If k ≥ vq([O : O0]), then qkO ⊂ O0.

Proof. For any prime q′, the power of q′ exactly dividing the global index [O : O0] is a
generator for the local index at q′, [O ⊗ Z(q′) : O0 ⊗ Z(q′)], by [54, Lemma 9.6.7]. As O is a
q-enlargement of O0, we have O ⊗Zq′ = O0 ⊗Zq′ , and thus O0 ⊗Z(q′) = O ⊗Z(q′) [54, Lemma
9.5.3]. Hence [O ⊗ Z(q′) : O0 ⊗ Z(q′)] is generated by a unit of Z(q′) whenever q′ ̸= q. Thus,
the global index [O : O0] is a power of q. If e = vq([O : O0]), then qeO ⊂ O0. If k ≥ e, then
qkO ⊂ qeO ⊂ O0.

Corollary 6.2.3. Let O0 ⊂ End(E) be an order, and let Õ be a q-maximal q-enlargement of
O0 for q ̸= p. Let e = vq(discrd(O0)). Then qeÕ ⊂ End(E).

Proof. We have discrd(O0) = [Õ : O0] discrd(Õ) by [54, Lemma 15.2.15]. As Õ is maximal
at q, and q ̸= p, we have vq(discrd(Õ)) = 0. Thus e = vq(discrd(O0)) = vq([Õ : O0]). It now
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follows from Proposition 6.2.2 that qeÕ ⊂ O0, and since O0 ⊂ End(E) by hypothesis, we
have qeÕ ⊂ End(E).

The next proposition shows that the distance can be computed without reference to an
embedding into M2(Qq).

Proposition 6.2.4. Let O0 be a suborder of End(E) and let Õ be a q-maximal q-enlargement
of O0. Let f be any isomorphism f : Õ ⊗ Qq → M2(Qq) such that f(Õ ⊗ Zq) = M2(Zq).
Let ΛE = f(End(E) ⊗ Zq). Let r be the least integer such that qrÕ ⊂ End(E). Then
r = d(M2(Zq),ΛE).

Proof. Let f be any isomorphism satisfying the hypotheses of the proposition, and let
ΛE = f(End(E) ⊗ Zq). Let k be a nonnegative integer, and let Λ̃ = ∩Λ∈Nk(M2(Zq))Λ. By
Corollary 5.3.6, d(M2(Zq),ΛE) ≤ k if and only if Λ̃ ⊂ ΛE. By Proposition 6.2.1, we have Λ̃ =
Zq + qkM2(Zq). This shows that d(M2(Zq),ΛE) is the least r for which Zq + qrM2(Zq) ⊂ ΛE.
We will now show that Zq + qkM2(Zq) ⊂ ΛE if and only if qkÕ ⊂ End(E).

As Zq is contained in every Zq-order, we have Zq + qkM2(Zq) ⊂ ΛE if and only if
qkM2(Zq) ⊂ ΛE. By hypothesis, qkM2(Zq) = f(qkÕ ⊗ Zq). It follows that qkM2(Zq) ⊂ ΛE

if and only if qkÕ ⊂ End(E) ⊗ Zq. Since Õ is a q-maximal order, at primes q′ ̸= q we have
qkÕ ⊗ Zq′ = Õ ⊗ Zq′ = O0 ⊗ Zq′ ⊂ End(E) ⊗ Zq′ . It follows from the local-global principle
that qkÕ ⊂ End(E) if and only if qkÕ ⊗ Zq ⊂ End(E) ⊗ Zq. This shows that d(M2(Zq),ΛE)
is the least r for which qrÕ ⊂ End(E).

We now give an algorithm to compute the distance d(M2(Zq),ΛE), where ΛE is the image
of End(E) ⊗ Zq under any isomorphism satisfying the hypotheses of Proposition 6.2.4. We
will construct both Õ and f in Section 6.3.

Algorithm 6.2.5. Computing the distance d(M2(Zq),ΛE)
Input: E/Fp2 supersingular; a prime q ≠ p; a basis B for a q-maximal q-enlargement of

O0 ⊂ End(E) with elements of B expressed as elements of O0 ⊗ Z(q); e := vq(discrd(O0))
Output: r = d(M2(Zq),ΛE)

1. Set i := e− 1.

2. While 0 ≤ i ≤ e− 1:

(a) Use Proposition 6.1.1 to determine if qib ∈ End(E) for each b ∈ B.

(b) If for any b ∈ B, qib ̸∈ End(E), output i+ 1. Otherwise, set i := i− 1.

3. Output 0.
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Proposition 6.2.6. Algorithm 6.2.5 is correct and uses at most 4(e + 1) applications of
Proposition 6.1.1, with input n = q and β ∈ End(E). The run time is polynomial in log(p2)
and e log(q) max{log(Nrd(b)) : b ∈ B}.

Proof. Let Õ be the order generated by B. By Corollary 6.2.3, we have qeÕ ⊂ End(E), so
the least r for which qrÕ ⊂ End(E) is at most e. This shows that the output is the least
r for which qrÕ ⊂ End(E). By Proposition 6.2.4, this is the distance d(M2(Zq),ΛE). In
each iteration of the while loop, we apply Proposition 6.1.1 at most 4 times, and there are
at most e+ 1 iterations of the while loop. At the i-th stage, we can express each candidate
endomorphism as qi+1b

q
, where qi+1b ∈ End(E) was verified in the (i− 1)-th stage. We have

deg(qi+1b) = q2(i+1) Nrd(b), so the run-time follows from Proposition 6.1.1.

6.3 Using global containment to test local containment
In this section, we show how to translate between computations in End(E) ⊗Q and computa-
tions in the Bruhat-Tits tree. In the former, we have Proposition 6.1.1, and we would like to use
this algorithm to deduce information about End(E) ⊗Zq. Using work of Voight, we construct
a q-maximal q-enlargement Õ of our input order and an isomorphism f : Õ ⊗ Zq → M2(Zq).
This maps the global order Õ to the root of our Bruhat-Tits tree, so that Õ ⊂ End(E) if and
only if M2(Zq) = f(End(E) ⊗ Zq). The main result of this section is Corollary 6.3.7, which
shows that for any finite intersection of orders Λ in M2(Qq), we can construct a global order
O such that O ⊂ End(E) if and only if Λ ⊂ f(End(E) ⊗Zq). This will allow us to test many
candidates for End(E) ⊗ Zq at once.

Our first task is to construct an explicit embedding of a given order O0 into M2(Zq). We
first construct a q-maximal q-enlargement of O0.

Proposition 6.3.1. Suppose an order O0 ⊂ End(E) is given by a basis and a multiplication
table, and let q be a prime. Then there is an algorithm which computes a q-maximal q-
enlargement Õ of O0. The run time is polynomial in the size of the basis and multiplication
table. The basis elements which are output are of the form β

qk , for an endomorphism β ∈ O0

and k ≤ e = vq(discrd(O0)). Furthermore, log(deg(β)) is polynomial in the pairwise reduced
traces of the basis elements of O0.

Proof. On input O0, specified by the multiplication table and Q, we compute a q-maximal
q-enlargement of O0, denoted Õ [53, Algorithms 3.12, 7.9, 7.10]. More specifically, Algorithm
3.12 produces a basis for O0 ⊗Zq such that the norm form is normalized. Algorithm 7.9 gives
a basis for a potentially larger “q-saturated" order, whose elements are of the form x

qk . Here,
x has coefficients in terms of the original basis at most max(Trd(βiβ̂j))4, where βi and βj
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range over basis elements of the original basis. The power k in the denominator is at most
⌊j/2⌋ where j is the valuation of the atomic form corresponding to the basis element, and
hence k ≤ e = vq(discrd(O0)).

Since | Trd(βiβ̂j)| ≤ 2
√

deg(βi) deg(βj), the coefficients are polynomial in the original basis.
Applying Algorithm 7.10 of [53] adjoins a zero divisor mod q, which is of the form x

q
; here, x

is expressed as linear combinations of the original basis with polynomially-sized coefficients.
Thus, the basis which is output for Õ has coefficients which are polynomially-sized in the
degrees of the original basis elements and q. Therefore, a basis element β

qk satisfies log(deg(β))
is at most polynomially-sized in log(deg(βi)), where βi ranges over the original basis elements,
and log(q).

Once we have obtained a q-maximal q-enlargment Õ, we compute an explicit isomorphism
of Õ ⊗ Zq with the matrix ring M2(Zq), specified modulo qr+1. In the context of our larger
algorithm, r will be the distance computed by Algorithm 6.2.5.

Proposition 6.3.2. Given a basis and multiplication table for a q-maximal order Õ, and
an integer r, there is an algorithm which computes a zero divisor x ∈ Õ ⊗ Zq mod qr+1.
In other words, there is an algorithm to compute an element x ∈ Õ ⊗ Z(q) such that there
exists a zero divisor x′ ∈ Õ ⊗ Zq with vq(x − x′) ≥ r + 1. The element x is expressed as
a linear combination of the given basis such that coefficients are polynomially-sized in qr+1

and deg(βi) deg(βj), where βi and βj range over elements of the given basis. The runtime is
polynomial in log(qr+1) and the size of Õ.

Proof. First, use [53, Algorithm 3.12] on Õ ⊗ Zq to obtain a normalized basis {f1, f2, f3, f4}
for Õ ⊗Zq. By clearing denominators by units in Zq if necessary, we can ensure fi ∈ O0 ⊗Z(q).

As Õ is q-maximal, the output basis being normalized means that the reduced norm form
Q(x1, x2, x3, x4) = Nrd(∑4

i=1 xifi) is given by a sum of atomic forms.
When q is odd, this means that Q(x1, x2, x3, x4) = ∑4

i=1 aix
2
i where ai ∈ (Zq)× and

Trd(fif̂j) = 0 when i ̸= j. When q = 2, atomic forms are of one of the two following
types: (i) ax2 for a ∈ (Zq)× or (ii) aix2

i + aijxixj + ajx
2
i such that v2(aij) ≤ v2(ai) ≤ v2(aj)

and v2(ai)v2(aij) = 0. Up to reordering basis elements if necessary, we may therefore write
Q(x1, x2, x3, x4) = A12(x1, x2) + A34(x3, x4), where Aij is either atomic of type (ii) or a sum
of atomic forms of type (i).

We split up rest of the proof into the case that q is odd and q = 2: We first produce a
nonzero element x ∈ (Z/qZ)4 such that Q(x) ≡ 0 (mod q). Then, we show that there exists
a lift x′ in Õ ⊗Zq, and we compute and output a lift of x in Õ ⊗Q up to our desired precision
qr. In each case, the coefficients (in terms of the fi) x1, x2, x3, x4 will be chosen mod qr, so
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the resulting output coefficients (in terms of the input basis) is polynomially-sized in qr and
deg(βi) deg(βj).

Case 1: q is odd. In this case, the resulting reduced norm form is Q(x1, x2, x3, x4) =
Nrd(∑4

i=1 xifi) = ∑4
i=1 aix

2
i . The coefficients ai may be rational, but vq(ai) = 0, so we may

replace ai by an integer mod qr. Then there is a nonzero solution (x1, x2, x3) ∈ (Fq)3 to
the equation ∑3

i=1 aix
2
i ≡ 0, which can be found by a deterministic algorithm running in

polynomial time in log(q) [52]. Reindexing the basis elements fi and the corresponding ai as
necessary, we can assume x1 ̸= 0, so that the quadratic polynomial Q1(x) = Q(x, x2, x3, 0)
has a nonzero solution, x1, mod q. Furthermore, Q′

1(x1) = 2a1x1, which is nonzero mod q.
Thus, by Hensel’s Lemma, x can be lifted to a solution to Q1(x) = 0 over Zq. A solution
mod qr+1 can be recovered in (at most) r Hensel lifts, each running in polynomial time in
log(q) (see [55, Algorithm 15.10 and Theorem 15.11] or [13, Theorem 3.5.3 ]).

Case 2: q = 2. In this case, the resulting reduced norm form is given by the normalized
form Q(x1, x2, x3, x4) = A1,2(x1, x2) + A3,4(x3, x4). Here Ai,j(xi, xj) = aix

2
i + ai,jxixj + ajx

2
j .

The discriminant of Q, and therefore of Õ ⊗ Zq, is (4a1a2 − a2
1,2)(4a3a4 − aij)2. As Õ ⊗ Zq is

2-maximal, ai,2 and a3,4 are necessarily nonzero (mod 2).
Let A(y, z) be an atomic form of type (ii), say A(y, z) = ay2 + byz + cz2 such that

v2(b) ≤ v2(a) ≤ v2(c). Further assume v2(b) = 0. We show that we can choose y0, z0 ∈ Z/2Z
such that A(y0, z0) ≡ 1 (mod 2) and at least one of y0 or z0 is odd. If v2(a) ≥ 1 (and therefore
v2(c) ≥ 1 as well), or if v2(a) = v2(c) = 0, we can set y0 ≡ z0 ≡ 1 (mod 2). Otherwise, in the
case that v2(a) = 0 and v2(c) > 0, we can set y0 ≡ 1 (mod 2) and z0 ≡ 0 (mod 2).

The quadratic form Q(x1, x2, x3, x4) is the sum of two atomic quadratic forms A1,2 and
A3,4 as above. We obtain a solution mod 2 by choosing x1, x2, x3, x4 mod 2 as just described.
If x1 and x2 are both odd, i.e. in the case that a1 and a2 are of the same parity, we lift
x2, x3, x4 to Z/qrZ to obtain a quadratic polynomial Q1(x) = Q(x, x2, x3, x4) with a solution
mod 2 at x ≡ 1 (mod 2). Then the derivative Q′

1(1) = 2a1 +a1,2x2 is a unit in Z2. Otherwise,
in the case that x1 is odd and x2 is even, we fix integers x1, x3, x4 ∈ Z/qrZ to obtain a
quadratic polynomial Q2(x) = Q(x1, x, x3, x4) with a solution mod 2 at x ≡ 0 (mod 2). Then
the derivative Q′

2(0) = a1,2x1 is a unit in Z2. In either case, we obtain a solution to Q = 0
mod 2 which can be lifted to a solution in Z4

q via Hensel’s Lemma. As in the case that q is
odd, a solution mod qr+1 can be recovered in r lifts, running in polynomial time in log(q).

Finally, we construct the isomorphism.

Proposition 6.3.3. Let q ̸= p. Given a q-maximal order Õ ⊂ End(E)⊗Q and a nonnegative
integer r, there is an algorithm which computes an isomorphism f : Õ ⊗Zq → M2(Zq) modulo
qr+1. This isomorphism is specified by giving the inverse image of standard basis elements i′
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and j′ determined mod qr+1 in Õ, such that

j′ 7→

0 1
1 0


and

i′ 7→

1 0
0 −1

 if q ̸= 2,
0 1

1 1

 otherwise.

The run time is polynomial in log(qr) and the size of the basis and multiplication table for Õ.
In terms of the basis for Õ, the representatives i′ and j′ are expressed with coefficients which
are determined mod qr+1

Proof. By Proposition 6.3.2, there is an algorithm to compute x ∈ Õ ⊗ Z(q) such that
Nrd(x) ≡ 0 (mod qr+1). We first use x as input for [53, Algorithm 4.2]to compute nonzero
e ∈ Õ ⊗ Zq such that e2 = 0. As in the proof of Proposition 6.3.2, we only specify e up to
precision qr+1 and can therefore approximate e with an element of Õ ⊗ Z. Furthermore, we
can choose e = ∑4

i=1 eifi such that for some i, q ∤ ei.
Then, on input e, we use [53, Algorithm 4.3] to compute i′ and j′ as a Z-linear combination

of 1
s
e and 1

s
fie, for a basis element fi such that s = Trd(fie) is nonzero.

In fact, we will modify the algorithm by choosing fi such that Trd(fie) is nonzero mod q.
If no such i exists, then Trd(ye) = 0 for all y ∈ Õ, so we show this cannot happen. Write
y = ∑4

j=1 yjfj and e = ∑4
i=1 eifi, and consider the expression for Trd(ye) = − Trd(yē) given

by ∑4
j=1

∑4
i=1 −yiej Trd(fif̂j). As {f1, f2, f3, f4} is a normalized basis, the equation simplifies

in the following ways, depending on if q is even or odd.
If q is odd, then the expression simplifies to ∑4

i=1 −ei Trd(fif̂i)yi. This is identically 0 mod
q if and only if q divides ei Trd(fif̂i) for all i. In the notation of the proof of Proposition 6.3.2,
Trd(fif̂i) is exactly 2ai and hence is not divisible by q by q-maximality. Hence, this expression
is identically 0 mod q if and only if q divides ei for all i, and we chose e such that this does
not happen.

If q = 2, we have that Trd(fif̂i) = 2 Nrd(fi) ≡ 0 (mod q) for all i, so the only nonzero
terms are −e1 Trd(f2f̂1),−e2 Trd(f1f̂2),−e3 Trd(f4f̂3),−e4 Trd(f3f̂4). We have Trd(f1f̂2) =
Trd(f2f̂1) = a1,2 and Trd(f3f̂4) = Trd(f4f̂3) = a3,4, which are not divisible by q as we showed
in the proof of Proposition 6.3.2. Hence this expression is identically 0 mod q if and only if q
divides ei for all i, but we chose e such that this does not happen.

This shows that vq(Trd(efi)) = 0 for some i, so that 1
s

∈ Zq, and the elements i′ and j′

output by Algorithm 4.3 of [53] (with this modification) are elements of Õ ⊗ Zq and furnish
an isomorphism of Õ ⊗ Zq → M2(Zq). To get i′ and j′ in Õ rather than in Õ ⊗ Q, replace 1

s
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by an integer m ≡ s−1 (mod qr).

The other maximal orders that we will work with in the Bruhat-Tits tree are of the form
T−1M2(Zq)T , where T is a matrix associated to a matrix path, as described in Definition 5.2.3.
The next lemma shows that T can be replaced with T ′ such that T ≡ T ′ (mod qr+1), where
r > vq(det(T )).

Lemma 6.3.4. Let T =
qa c

0 qb

, with a, b ≥ 0, c ∈ Z/qbZ, and vq(c) = 0 if both a and b

are positive. Let T ′ = T + qeM where M ∈ M2(Zq) and e > a+ b. Then there is x ∈ Q∗
q and

C ∈ GL2(Zq) such that T = xCT ′. In particular, T−1M2(Zq)T = T ′−1M2(Zq)T ′.

Proof. We write T ′ =
qa + dqe c+ fqe

gqe qb + hqe

 with d, f, g, h ∈ Zq.

Multiplying on the left by
 (1 + dqe−a)−1 0

−gqe−a(1 + dqe−a)−1 1

 ∈ GL2(Zq) gives
qa α

0 qbβ

 , where

α = (c+ fqe)(1 + dqe−a)−1 and β = 1 + hqe−a − gqe−a−bα.
For any e > a+ b, we have vq(β) = 0 and vq(α) ≥ 0. We also have c = α+ qb(dqe−a−bα−

fqe−b). Multiply on the left by
1 β−1(dqe−a−bα − fqe−b)

0 β−1

 ∈ GL2(Zq) to arrive at T . All

operations are invertible over Zq provided e > a+ b.

To check that a finite intersection of local maximal orders is contained in End(E) ⊗ Zq,
we will check that the intersection of related maximal orders is contained in End(E). The
following lemma allows us to compute the basis of an intersection of Z-orders in polynomial
time.

Lemma 6.3.5. Let L1, L2 ⊆ Z4 be two Z-lattices of full rank, specified by a possibly dependent
set of generators. A basis for each lattice, a lattice basis for the sum L1 + L2 and for the
intersection L1 ∩ L2 can be computed in polynomial time.

Proof. A basis for each lattice from a set of m generators can be computed by writing the
generators as the columns of a matrix and the compute the Hermite Normal Form (HNF) of
the matrix (see [34, p. 149] for the definition). The HNF of this 4×m matrix can be computed
in time polynomial in m, and the bit length of the matrix entries, see [?,?]. Computing a
basis for the sum of two lattices immediately reduces to the problem of computing a basis of
a lattice from a set of generators. To compute the intersection of two lattices L1, L2 each
specified by a 4 × 4 basis in matrix form B1, B2, we first compute (BT

1 )−1 and (BT
2 )−1. Here

BT
i denotes the transpose of Bi. The matrix (BT

i )−1 is a basis for the dual L̂i of Li [34, p. 19].
By Cramer’s rule, the inverse of this 4 × 4 matrix can be computed efficiently. Since the dual
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of a lattice L consists of all vectors y in L⊗ R whose real inner product ⟨x, y⟩ is an integer
for every x ∈ L, it follows easily that the dual of L1 ∩ L2 is L̂1 + L̂2, i.e. the smallest lattice
containing both L̂1 and L̂2. So a basis for the intersection is obtained by computing a basis
for the lattice L̃ := L̂1 and L̂2 and then computing the dual of L̃. By the above argument,
this can be computed in polynomial time.

Corollary 6.3.6. Let O(i), i = 1, . . . , 3 be orders in Bp,∞ such that (disc(O0))O0 ⊆ O(i). A
basis for ∩O(i) in which each basis vector is given as a Q-linear combination of the basis
vectors for O0 can be computed in polynomial time.

Proof. We can reduce this to matrix computations with 4 × 4 integer matrices and use the
previous lemma. We identify our starting global order O0 with Z4, whose Hermite Normal
Form is just the 4 × 4 identity matrix. Since (disc(O0))O0 ⊆ O(i), we can scale the matrices
representing the orders O(i) by disc O0 and work with integer matrices. See [13, page 73f.]
for generalizing the computation of the HNF to matrices with bounded rational coefficients.
By the previous lemma, ∩O(i) can be computed in polynomial time.

The following is the main result of this section, which shows that we can check local
containment by checking global containment.

Corollary 6.3.7. Let O0 ⊂ End(E). Let Λ be a finite intersection of maximal orders of
M2(Qq), and let r ≤ vq(discrd(O0)) be an integer such that Λ ⊂ ∩Λ′∈Nr(M2(Zq))Λ′. Let Õ be a
q-maximal q-enlargement of O0 and let f be the isomorphism computed in Proposition 6.3.3.
Then there exists a global order O such that f(O ⊗ Zq) = Λ and O ⊂ End(E) if and only if
Λ ⊂ f(End(E) ⊗ Zq). The basis of O can be computed in polynomial time in the size of O0

and log(q), and the basis elements of O have degree polynomial in the size of O0 and qr.

Proof. We will show that O can be computed such that f(O⊗Zq) = Λ and O⊗Zq′ ⊂ O0 ⊗Zq′

for all primes q′ ̸= q.
Suppose that Λ is maximal. Write Λ = T−1M2(Zq)T where T is the matrix associated to

a matrix path of length at most r, written T =
qa c

0 qb

 where a+ b ≤ r.

We construct an element t ∈ Õ such that f(t) ≡ T (mod qr+1). Let i′, j′ ∈ Õ denote the
inverse image of the standard basis elements of M2(Zq) modulo qr+1, as in Proposition 6.3.3.

If q is odd, then with f(i′) ≡

1 0
0 −1

 (mod qr+1) and f(j′) ≡

0 1
1 0

 (mod qr+1), we can

take
t = qa + qb

2 + qa − qb

2 i′ + c

2j
′ + c

2 i
′j′.
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As written, t is an element of Õ ⊗ Q, but we can replace division by 2 with multiplication
by an integer m ≡ 2−1 (mod qr+1) to ensure t ∈ Õ and f(t) ≡ T (mod qr+1). If q = 2, then

with f(i′) ≡

0 1
1 1

 (mod qr+1) and f(j′) ≡

0 1
1 0

 (mod qr+1), we can take

t = (qa + c) + (qb − qa)i′ + (c− qb + qa)j′ + (−c)i′j′.

Let O = 1
qa+b t̂Õt, where ˆ denotes the dual isogeny. At q′ ̸= q, we have O ⊗ Zq′ ⊂

O0 ⊗ Zq′ ⊂ End(E) ⊗ Zq′ . This is because Õ ⊗ Zq′ = O0 ⊗ Zq′ , and t̂Õt ⊂ Õ. At q,
we have f(O ⊗ Zq) = T−1M2(Zq)T ⊃ f(O0 ⊗ Zq). By the local-global principle, we get
f(O ⊗ Zq) ⊂ f(End(E) ⊗ Zq) if and only if O ⊂ End(E).

In the general case, let Λ1,Λ2,Λ3 be maximal orders in M2(Qq) such that Λ = ∩3
i=1Λi. We

can choose three orders Λi for which this is true by Theorem 5.3.2. Let O(i) denote a global
order such that O(i) ⊗Zq′ ⊂ O0 ⊗Zq′ for all q′ ̸= q and f(O(i) ⊗Zq) = Λi, as constructed in
the previous paragraph.

Let O = ∩3
i=1O(i). By construction, qa+bO(i) ⊂ Õ, and by Corollary 6.2.3, we have

qvq(discrd(O0))Õ ⊂ O0. As a + b ≤ r ≤ vq(discrd(O0)), we have q2vq(discrd(O0))O(i) ⊂ O0, and
thus disc(O0)O(i) ⊂ O0. By Corollary 6.3.6, the basis of O can be computed in polynomial
time.

Tensoring by Zq′ for any prime q′ commutes with taking intersections, as Zq′ is a flat
Z-module. Hence O ⊗ Zq′ = ∩3

i=1O(i) ⊗ Zq′ ⊂ O0 ⊗ Zq′ for all q′ ̸= q, and f(O ⊗ Zq) =
∩3
i=1f(O(i) ⊗ Zq) = ∩3

i=1Λi = Λ.
We have that O⊗Zq′ ⊂ O0 ⊗Zq′ ⊂ End(E)⊗Zq′ for all q′ ̸= q, so O ⊂ End(E) if and only

if O ⊗Zq ⊂ End(E) ⊗Zq. As f is an isomorphism, this is equivalent to Λ ⊂ f(End(E) ⊗Zq),
as desired.

6.4 Finding ΛE in the Bruhat-Tits Tree
Let ΛE = f(End(E) ⊗ Zq) and r = d(ΛE,M2(Zq)). Once we have computed r, we know that
ΛE is of the form T−1M2(Zq)T , where T is a matrix associated to a matrix path of length r.
In this section, we show how to recover the matrix path one step at a time, which will allow
us to compute ΛE.

For each matrix path {ci}ki=1 of length at most r, the next two propositions define an
order which is contained in ΛE if and only if the corresponding path begins with {ci}ki=1.

Proposition 6.4.1. Let q > 2. Let γ be the matrix associated to a matrix path {ci}ki=1, where
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1 ≤ k ≤ r. Let

S := Nr(M2(Zq)) ∩ {Λ′ : Λ′ maximal corresponding to a matrix path starting with {ci}ki=1}.

Let Λγ,r := ⋂
Λ∈S Λ and P = {γ−1M2(Zq)γ}. Then:

1. Λγ,r = ⋂
Λ∈Nr−k(P ) Λ.

2. vq(discrd(Λγ,r)) = 3r − 3k.

3. Suppose Λγ,r ⊂ Λ for a maximal order Λ ∈ Nr(M2(Zq)). Then Λ corresponds to a
matrix path starting with {ci}ki=1.

Proof. Any order in S corresponds to a matrix path {c1, . . . , ck, b1, b2, . . . , br−k}. Letting
δ = br−kbr−k−1 · · · b1, the associated matrix is δγ. By Proposition 5.2.8, we have d(γ, δγ) =
r − k. This shows that S ⊂ Nr−k(P ). To show Λγ,r = ⋂

Λ∈Nr−k(P ) Λ, we will choose Λ1Λ2,Λ3

in S which maximize d3 among the orders of Nr−k(P ) and therefore in S. Choose three
distinct matrices δi ∈ Σ such that δick ̸∈ M2(qZq). There are q ≥ 3 possibilities for δi. Let
Λi = (δr−ki γ)−1M2(Zq)δr−ki γ. If i ̸= j, we have d(δr−ki γ, δr−kj γ) = 2r− 2k by Proposition 5.2.8.

As δick ̸∈ M2(qZq), the matrices δr−ki γ correspond to matrix paths of length r starting
with {ci}ki=1, so Λi ∈ S. Therefore, d3({Λ1,Λ2,Λ3}) = 6r − 6k ≤ d3(S).

By Corollary 5.3.6, we have d3(Nr−k(P )) = 6r − 6k, so d3(Λ1,Λ2,Λ3) = d3(Nr−k(P )) =
d3(S). By Theorem 5.3.2, this shows Λγ,r = Λ1 ∩ Λ2 ∩ Λ3 = ∩Λ⊂Nr−k(P )Λ, which gives (1) and
(2).

It follows from (1) and Corollary 5.3.6 that the set of maximal orders containing Λγ,r

is Nr−k(P ). To show (3), we must show that Nr(M2(Zq)) ∩ Nr−k(γ−1M2(Zq)γ) consists of
those orders corresponding to a matrix path of length r starting with {ci}ki=1.

Consider a matrix path {gi}ri=1 and the associated matrix g = grgr−1 · · · g1. The order
g−1M2(Zq)g is in the intersectionNr(M2(Zq))∩Nr−k(γ−1M2(Zq)γ) if and only if d(g, γ) ≤ r−k.
But by Lemma 5.2.8, d(g, γ) ≤ r− k if and only if the sequences agree in the first k matrices,
which are exactly {ci}ki=1. This shows (3).

Proposition 6.4.2. Let q = 2. Let γ be the matrix associated to a matrix path {ci}ki=1, where
1 ≤ k ≤ r. Let

S := Nr(M2(Zq)) ∩ {Λ′ : Λ′ maximal corresponding to a matrix path starting with {ci}ki=1}.

Let Λγ,r := ∩Λ∈SΛ and δ1, δ2 ∈ Σ be such that δ1ck ̸∈ M2(qZq) and δ2ck ̸∈ M2(qZq). Let
P := {(δ1γ)−1M2(Zq)δ1γ, γ

−1M2(Zq)γ, (δ2γ)−1M2(Zq)δ2γ}. Then:
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1. Λγ,r = ⋂
Λ∈Nr−k−1(P ) Λ.

2. vq(discrd(Λγ,r)) = 3r − 3k − 1.

3. Suppose Λγ ⊂ Λ for a maximal order Λ such that d(Λ,M2(Zq)) = r. Then Λ corresponds
to a matrix path starting with {ci}ki=1.

Proof. Any order in S corresponds to a matrix path {c1, . . . , ck, δi, b1, b2, . . . , br−k−1} for one
of i = 1, 2. Letting δ = br−k−1br−k · · · b1, the associated matrix is δδiγ. By Proposition 5.2.8,
d(δiγ, δδiγ) = r − k − 1. This shows S ⊂ Nr−k(P ). To show Λγ,r = ⋂

Λ∈Nr−k(P ) Λ, we will
choose Λ1Λ2,Λ3 in S which maximize d3 among the orders of Nr−k−1(P ) and hence in S.

Let Λ1 = (δr−k1 γ)−1M2(Zq)δr−k1 γ, and Λ2 = (δr−k2 γ)−1M2(Zq)(δr−k2 γ). Choose δ3 ∈ Σ such
that δ3δ1 ̸∈ M2(qZq) and δ3 ̸= δ1. Let Λ3 = (δr−k−1

3 δ1γ)−1M2(Zq)(δr−k−1
3 δ1γ). It is easy to see

that Λi ∈ S for each i, as the corresponding matrix paths have length r and begin with {ci}k=1.
By Proposition 5.2.8, we compute d3({Λ1,Λ2,Λ3}) = 2(r − k) + 2(r − k) + 2(r − k − 1) =
6r − 6k − 2.

By Corollary 5.3.6, d3(Nr−k−1(P )) = 6r − 6k − 2, so d3(Λ1,Λ2,Λ3) = d3(Nr−k−1(P )) =
d3(S). By Theorem 5.3.2, this shows Λγ,r = Λ1 ∩ Λ2 ∩ Λ3 = ∩Λ⊂Nr−k(P )Λ, which gives (1) and
(2).

It follows from (1) and Corollary 5.3.6 that the set of maximal orders containing Λγ,r

is Nr−k−1(P ). To show (3), we must show that Nr(M2(Zq)) ∩ Nr−k−1(P ) consists of those
orders corresponding to a matrix path of length r starting with {ci}ki=1.

Consider a matrix path {gi}ri=1 and the associated matrix g = grgr−1 · · · g1. The order
g−1M2(Zq)g is in the intersection Nr(M2(Zq)) ∩Nr−k−1(P ) if and only if one of d(g, δiγ) ≤
r − k − 1 or d(g, γ) ≤ r − k − 1. Since γ corresponds to a matrix path of length k and
g corresponds to a matrix path of length r, we have d(g, γ) ≥ r − k, so the condition
d(g, γ) ≤ r − k − 1 is impossible in this setup. We also have d(g, δiγ) ≤ r − k − 1 if and only
if gi = ci for all 1 ≤ i ≤ k and ck+1 = δi. Since δ1 and δ2 are the only two choices for the
(k + 1)-th entry in a matrix path starting with {ci}ki=1, we have d(g, P ) ≤ r − k − 1 if and
only if gi = ci for all 1 ≤ i ≤ k. This shows (3).

We obtain the following algorithm to recover the matrix path {di}ri=1 corresponding to ΛE.
For each γc as in Definition 5.2.3, we check if Λγc,r ⊂ ΛE. By Propositions 6.4.1 and 6.4.2,
we have Λγc,r ⊂ ΛE if and only if d1 = γc, so we recover the first matrix in the path in q + 1
checks. Once we have recovered the first k − 1 matrices, we test each of the q possibilities for
dk, continuing until we have recovered the full matrix path.

Algorithm 6.4.3. Computing the path from M2(Zq) to ΛE
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Input: An order O0 ⊂ End(E); a prime q ̸= p; q-maximal q-enlargement Õ of O0; an
isomorphism f : O0 ⊗ Qq → M2(Qq) such that f(Õ ⊗ Zq) = M2(Zq) computed mod qr+1;
r := d(M2(Zq),ΛE)

Output: γ such that ΛE = γ−1M2(Zq)γ

1. Set k := 1, γ′ := Id, d0 := Id.

2. While k ≤ r:

(a) For each γc ∈ Σ as in Definition 5.2.3 such that γcdk−1 ̸∈ qM2(Zq):

i. Set γ := γcγ
′.

ii. Compute a basis Bγ for an order Oγ such that Oγ ⊂ End(E) if and only if
Λγ,r ⊂ ΛE. (See Corollary 6.3.7.)

iii. Apply Proposition 6.1.1 to each b ∈ Bγ to decide if b ∈ End(E).
iv. If for all b ∈ Bγ, we have b ∈ End(E): Set γ′ := γ, dk := γc, k := k + 1, and

return to Step 2.

3. Output γ.

Figure 6.2. Algorithm 6.4.3 Step 2 with q = 2 and d(ΛE , M2(Zq))) = 3. Black edges correspond to
edges of the path to ΛE revealed in previous steps.

Proposition 6.4.4. Algorithm 6.4.3 is correct and requires at most 4(rq + 1) applications of
Proposition 6.1.1. In each application, the input for the algorithm in Proposition 6.1.1 has
n = q3 and β with log(deg(β)) polynomially-sized in log(qr) and the size of O0.

Proof. We know that for some TE = drdr−1 · · · d1, we have ΛE = T−1
E M2(Zq)TE. We show

that TE is the output of the algorithm.
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Let γ = ck · · · c1. By the construction in Corollary 6.3.7, we have Oγ ⊂ End(E) if and
only if Λγ ⊂ ΛE. By Proposition 6.4.1(3) and 6.4.2(3), we have Λck···c2c1 ⊂ ΛE if and only if
ci = di for each i ≤ k. Therefore, Step 2(a)(iv) has b ∈ End(E) for all b ∈ Bγ if and only if
ci = di for each i ≤ k. The output after the k = r step must be γ = drdr−1 · · · d1 = TE, as
desired.

When k = 1, there are q + 1 choices for γc. For 1 < k ≤ r, there are q choices for γc.
Thus, we test Oγ ⊂ End(E) for at most rq + 1 values of γ.

If γ = γcγ
′, then a basis for Oγ can be written as a Z(q)-linear combination of elements

of Oγ′ + O0. The exponent of q in the denominator is at most 3, since vq([Λγ : Λγ′ ]) =
vq discrd(Λγ′) − vq discrd(Λγ)) = 3 by Propositions 6.4.1(2) and 6.4.2(2), and Oγ ⊗ Zq′ ⊂
O0 ⊗ Zq′ when q′ ̸= q by construction. As the previous step verifies that Oγ′ ⊂ End(E),
this shows that elements of Bγ can be expressed as β

n
for β ∈ End(E) and n = q3. By

Corollary 6.3.7, we have that log(deg(β)) is polynomially-sized in log(qr) and the size of
O0.

6.5 Special case: Bass orders
Let Λ0 = f(O0 ⊗ Zq) and ΛE = f(End(E) ⊗ Zq). If Λ0 is Bass, the subgraph of maximal
orders containing Λ0 forms a path which can be recovered efficiently. In this case, we can
give a simpler algorithm which performs a binary search along the path to find ΛE.

Algorithm 6.5.1. Finding ΛE When Λ0 is Bass
Input: An order O0 ⊂ End(E) which is Bass at q; e = vq(discrd(O0))
Output: γ such that ΛE = γ−1M2(Zq)γ

1. Compute a q-maximal q-enlargement Õ ⊃ O0 and an isomorphism f : Õ⊗Qq → M2(Qq)
such that f(Õ ⊗ Zq) = M2(Zq) up to precision qe+1. Set Λ0 := f(O0 ⊗ Zq).

2. Compute a list L of matrices Ti associated to matrix paths such that Λ0 ⊂ T−1
i M2(Zq)Ti.

Index the matrices Ti, starting with i = 1, such that Ti and Ti+1 are adjacent in the
Bruhat-Tits tree.

3. While |L| > 1:

(a) Set m := ⌊ |L|
2 ⌋, Λstart := T−1

1 M2(Zq)T1, and Λmid := T−1
m M2(Zq)Tm.

(b) Compute a basis B for an order O such that f(O ⊗ Zq) = Λstart ∩ Λmid and
O ⊗ Zq′ ⊂ O0 ⊗ Zq′ for all q′ ̸= q. (Corollary 6.3.7)

(c) For each b ∈ B, use Proposition 6.1.1 to determine if b ∈ End(E).
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(d) If b ∈ End(E) for all b, set L := {Ti : 1 ≤ i ≤ m}. Otherwise, set L := {Ti : m <

i ≤ |L|}, and reindex the matrices, by replacing the index i+m with the index i
for 1 ≤ i ≤ |L| −m.

4. Output the single element of L.

Proposition 6.5.2. Algorithm 6.5.1 is correct, requires at most 4 log2(e+ 1) applications of
Proposition 6.1.1, and runs in polynomial time in log(q) and the size of O0.

Proof. Step 1 can be done in polynomial-time by Propositions 6.3.1 and 6.3.3. The list L
has size at most e+ 1, the orders of L form a path, and L can be computed in polynomial
time in log(q) and the size of Λ0 by [21, Algorithm 4.1, Proposition 4.2]. As ΛE contains Λ0,
the order ΛE must be one of the orders in the list L. Each iteration of Step 3 tests which
half of the path contains ΛE and discards the other half. After log2(e + 1) loops, there is
only one order remaining in L, which must be ΛE.

6.6 Computing the Endomorphism Ring
Now we can give the full algorithm to compute the endomorphism ring of End(E) on input
of two noncommuting endomorphisms, α and γ, which generate a subring O0 of End(E). At
every prime q for which O0 is not maximal, we find the path from M2(Zq) to End(E) ⊗Zq in
the Bruhat-Tits tree. We emphasize that the only tool we have to distinguish End(E) ⊗ Zq
from the other orders of the Bruhat-Tits tree is the existence of an algorithm which determines
if a local order Λ is contained in End(E) ⊗ Zq.

Algorithm 6.6.1. Computing the Endomorphism Ring
Input: A supersingular elliptic curve E defined over Fp2 ; a suborder O0 of End(E)

represented by a basis {1, α, γ, αγ}, such that α and γ can be evaluated efficiently on
powersmooth torsion points of E; a factorization of discrd(O0)

Output: A basis for End(E)

1. For each prime q | (discrd(O0)/p):

(a) Test if O0 ⊗ Zq is Bass. If so, use Algorithm 6.5.1 to compute Oq = End(E) ⊗ Zq.

(b) Compute a q-maximal q-enlargement Õ of O0. If q = p, output Õ. Otherwise,
proceed to Step 2. [53, Algorithm 3.12, 7.9, 7.10]

(c) Compute the distance r between Õ ⊗ Zq and End(E) ⊗ Zq, considered as vertices
in the Bruhat-Tits tree. [Algorithm 6.2.5]
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(d) Compute an isomorphism f : Õ ⊗Zq → M2(Zq) given modulo qr+1, which extends
to an isomorphism f : Õ ⊗ Qq → M2(Qq). [Proposition 6.3.3]

(e) Compute the matrix γ such that f(End(E)⊗Zq) = γ−1M2(Zq)γ. [Algorithm 6.4.3]

(f) Compute a basis for a global order Oq such that f(Oq ⊗ Zq) = γ−1M2(Zq)γ and
Oq ⊗ Zq′ ⊂ O0 ⊗ Zq′ for all q′ ̸= q. [Corollary 6.3.7]

2. Return O0 + ∑
q|discrd(O0)/p Oq.

We now prove Theorem 1.3.1.

Proof. The order O0 ⊗ Zq is Bass if and only if O0 ⊗ Zq and the radical idealizer (O0 ⊗ Zq)♭

are Gorenstein [12, Corollary 1.3]. An order is Gorenstein if and only if the associated ternary
quadratic form is primitive [54, Theorem 24.2.10], which can be checked efficiently.

For Steps 1b and 1d, we must compute a multiplication table and reduced norm form Q

for O0. Coefficients are given by the reduced traces of pairwise products of the basis, which
can be evaluated efficiently using a modified Schoof’s Algorithm by computing the trace on
powersmooth torsion points (see [6, Theorem 6.10]).

Each substep of Step 1 has polynomial runtime. In the worst case, Step 1 requires∑m
i=1 4(eiqi + 2) applications of Proposition 6.1.1, where discrd(O0) = ∏m

i=1 q
ei
i .

By construction, q2eOq ⊂ O0, and hence disc(O0)Oq ⊂ O0. By Corollary 6.3.6, a basis for
the sum O0 + ∑

q|discrd(O0)/p Oq can be computed in polynomial-time. By construction, the
output has completion Oq ⊗Zq = End(E) ⊗Zq at every prime q | discrd(O0) and also still at
all other primes. By the local-global principle, the output is End(E).

6.7 Subgraphs specified by intersection
Suppose we are given O0 ⊂ End(E) and, under an isomorphism f : O0 ⊗ Qq → M2(Qq),
we set Λ0 = f(O0 ⊗ Zq). Our paper describes how to find ΛE = f(End(E) ⊗ Zq) without
recovering the tree of orders containing Λ0. However, in the case that the graph of orders
containing Λ0 is a path, we have have seen that ΛE can be recovered more efficiently, as in
Algorithm 6.5.1.

In this section, we describe how our algorithm can be made more efficient if we already
know the subgraph of maximal orders containing Λ0, specified by the intersection of three
maximal orders.
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6.7.1 Possible subgraphs

We can use Tu’s results to describe the subgraph of maximal orders containing any order in
M2(Qq). We summarize the possible subgraphs in the following corollary.

Corollary 6.7.1. Suppose Λ is an order in M2(Qq). Let S = {Λ′ maximal : Λ ⊂ Λ′}. Then
there exists a path Pand an integer ℓ ≥ 0 such that S = Nℓ(P ).

Proof. By Lemma 5.2.9, Λ is contained in only finitely many maximal orders even when Λ is
not a finite intersection of maximal orders. Hence the set S of maximal orders containing Λ
is a finite set. Let Λ′′ = ∩Λ′∈SΛ′. The set of maximal orders containing Λ is precisely the set
of maximal orders containing Λ′′. Thus, it suffices to prove the statement in the case that Λ
is equal to a finite intersection of maximal orders.

For the rest of the proof, assume Λ is a finite intersection of maximal orders. By
Theorem 5.3.2, we can choose Λ1,Λ2,Λ3 ∈ S such that Λ = Λ1 ∩ Λ2 ∩ Λ3. We need
to construct a path P and an integer ℓ ≥ 0 such that for a maximal order Λ′, we have
Λ1 ∩ Λ2 ∩ Λ3 ⊂ Λ′ if and only if Λ′ ∈ Nℓ(P ).

By reindexing if necessary, assume d(Λ1,Λ2) is maximal among d(Λi,Λj). Let P ′ denote
the path from Λ1 to Λ2, and let ℓ = d(Λ3, P

′).
By maximality of d(Λ1,Λ2), the path P ′ has length at least 2ℓ. For i = 1, 2, let Λ′

i denote
the vertex on the path P ′ such that d(Λ′

i,Λi) = ℓ. Let P be the path of vertices from Λ′
1 to

Λ′
2. We will show that S = Nℓ(P ).

First, note that ℓ = d(Λ3, P ). Suppose not. Then the closest vertex v′ of P ′ to Λ3 lies
between Λ′

i and Λi for some i, and v′ ̸= Λ′
i. Then for j ̸= i, j ̸= 3, we have d(Λj,Λi) =

d(Λj,Λ′
i) + d(Λ′

i,Λi) = d(Λj,Λ′
i) + d(Λ′

i, v
′) + d(v′,Λi). Since d(v′,Λi) < ℓ = d(v′,Λ3), we

have d(Λj,Λi) ≤ d(Λj, v
′) + d(v′,Λ3). But d(Λj, v

′) + d(v′,Λ3) = d(Λj,Λ3). This contradicts
maximality of d(Λ1,Λ2).

Let Λ4 be a maximal order, and let m = d(Λ4, P ). We need to show that Λ4 ∈ S if and only
if m ≤ ℓ. By Lemmas 5.3.4 and 5.3.5, this is the same as showing that d3(S) = d3(S ∪ {Λ4})
if and only if m ≤ ℓ.

We have d(Λ1,Λ2) + d(Λ2,Λ4) + d(Λ4,Λ1) = 2d(Λ1,Λ2) + 2m. We will show that d3(S ∪
{Λ4}) = 2d(Λ1,Λ2) + 2 max{ℓ,m}.

If i = 1 or i = 2, let Pi denote the path between Λ3 and Λi, and let ni = d(Λ4, Pi).. We
have d(Λi,Λ4) + d(Λ4,Λ3) + d(Λ3,Λi) = 2d(Λi,Λ3) + 2ni. If ni ≤ m, then this is clearly at
most 2d(Λ1,Λ2) + 2m. Let vi denote the vertex of Pi which is closest to Λ4, so d(Λ4, vi) = ni

If ni > m, the path Pi does not contain the closest vertex v on P to Λ4 and d(v, vi) = ni −m.
In this case, it follows that vi lies on the path P , as otherwise vi = v and ni = m, and
that vi is the closest vertex of P to Λ3. Thus, d(Λ1,Λ2) = d(Λi, vi) + ni − m + d(v,Λj),
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where j ̸= i, 3, 4. We also have d(Λi,Λ3) = d(Λi, vi) + d(vi,Λ3). Thus 2d(Λi,Λ3) + 2ni =
2(d(Λi, vi) + ni −m) + 2m ≤ 2d(Λ1,Λ2) + 2m.

We have shown that d3(S ∪ {Λ4}) = 2d(Λ1,Λ2) + 2 max{ℓ,m}. This is equal to d3(S) if
and only if m ≤ ℓ, and hence Λ4 is in S if and only if Λ4 ∈ Nℓ(P ).

6.7.2 Special case: known subgraph of the Bruhat-Tits tree

In the general case, Algorithm 1.3.1 works by finding the distance between ΛE and M2(Zq)
and then finding the path between them. Finding the path is the most costly step. In the
worst case, if e = vq(discrd(O0)) and e = d(M2(Zq),ΛE), the algorithm tests eq + 1 steps.

If we can describe the set of maximal orders containing Λ0 as Nℓ(P ) for a path P and an
integer ℓ ≥ 0, we can obtain ΛE more efficiently, by replacing M2(Zq) with a closer vertex.
First, we compute the distance r of ΛE from the path P ; next, we compute the order Λ′ in P
which is closest to ΛE; finally, we recover the path from Λ′ to ΛE, one step at a time. This
last step is the most costly, but in the worst case, we only need to recover ℓ steps, where ℓ is
at most discrd(Λ0)/3.

Algorithm 6.7.2. Finding ΛE When the Subgraph is Known
Input: An order O0 ⊂ End(E); e = vq(discrd(O0)); a q-maximal q-enlargement Õ of O0;

an isomorphism f : O0 ⊗Qq → M2(Qq) such that f(Õ⊗Zq) = M2(Zq), given up to precision
qe+1; matrices T ′

1 and T ′
2 corresponding to endpoints of a path P and an integer ℓ ≥ 0 such

that ∩Λ⊃f(O0⊗Zq)Λ = ∩Λ∈Nℓ(P )Λ.
Output: γ such that ΛE = γ−1M2(Zq)γ

1. Compute the least r ≤ ℓ such that ∩Λ∈Nr(P )Λ ⊂ ΛE.

2. Similar to Algorithm 6.5.1, partition P into two disjoint paths P0 and P1 of equal
length, and check if P0 satisfies ΛE ∈ Nr(P0). Set P ′ = P0 if ΛE ∈ Nr(P0) and
P ′ = P1 otherwise. Then replace P by P ′ and continue until P consists of a single order
T−1M2(Zq)T .

3. Similar to Algorithm 6.4.3, recover the matrix path d1, d2, . . . , dr of length r from
T−1M2(Zq)T to ΛE, so that ΛE = (dr · · · d2d1T )−1M2(Zq)dr · · · d2d1T .
Output dr · · · d2d1T .

Proposition 6.7.3. Algorithm 6.7.2 requires at most 4(ℓ+log(card(P ))+ ℓq+1) applications
of Algorithm 6.1.9.

Proof. Step 1 is a generalization of Algorithm 6.2.5, replacing Nk(M2(Zq)) by Nk(P ) and
testing locally rather than globally. Step 2 is a generalization of Algorithm 6.5.1, replacing
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the path from Λstart to Λmid with the r-neighborhood of that path, where r = d(ΛE, P ). Step
3 is a generalization of Algorithm 6.4.3, replacing M2(Zq) by T−1M2(Zq)T .

The extra information about the graph structure allows us to replace M2(Zq) with an
order whose which is close to ΛE, thus minimizing the most costly step (recovering the path
step-by-step). However, we stress that it is not clear how to efficiently obtain Λ1,Λ2, and Λ3

from Λ0.
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