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Abstract

Broadcast encryption allows a user to encrypt a message to N recipients with a ciphertext whose size scales sub-
linearly with N. The natural security notion for broadcast encryption is adaptive security which allows an adversary
to choose the set of recipients after seeing the public parameters. Achieving adaptive security in broadcast encryption
is challenging, and in the plain model, the primary technique is the celebrated dual-systems approach, which can
be implemented over groups with bilinear maps. Unfortunately, it has been challenging to replicate the dual-systems
approach in other settings (e.g., with lattices or witness encryption). Moreover, even if we focus on pairing-based con-
structions, the dual-systems framework critically relies on decisional (and source-group) assumptions. We do not have
constructions of adaptively-secure broadcast encryption from search (or target-group) assumptions in the plain model.

Gentry and Waters (EUROCRYPT 2009) described a compiler that takes any semi-statically-secure broadcast
encryption scheme and transforms it into an adaptively-secure scheme in the random oracle model. While semi-static
security is easier to achieve and constructions are known from witness encryption as well as search (and target-group)
assumptions on pairing groups, the transformed scheme relies on random oracles. In this work, we show that using
publicly-sampleable projective PRGs, we can achieve adaptive security in the plain model. We then show how to build
publicly-sampleable projective PRGs from many standard number-theoretic assumptions (e.g., CDH, LWE, RSA).

Our compiler yields the first adaptively-secure broadcast encryption scheme from search assumptions as well
as the first such scheme from witness encryption in the plain model. We also obtain the first adaptively-secure
pairing-based scheme in the plain model with O, (N)-size public keys and O, (1)-size ciphertexts (where O, (+)
suppresses polynomial factors in the security parameter 1). Previous adaptively-secure pairing-based schemes in
the plain model with O} (1)-size ciphertexts required O, (N?)-size public keys.

1 Introduction

Broadcast encryption [FN93] allows a sender to encrypt a message to an arbitrary set of recipients S C [N] with
the property that any recipient i € S in the broadcast set can decrypt the encrypted message. On the other hand,
even if all users outside S collude, they should not learn anything about the encrypted message. We say such schemes
are fully collusion resistant. Finally, the size of the encrypted broadcast should be much smaller than the number of
recipients |S|. A broadcast encryption scheme has optimal ciphertext size if the length of an encryption of a message
pis |p| + poly(A,log |S]) bits, where A is the security parameter.

In the three decades since the work of Fiat and Naor [FN93], there has been a long line of work studying the fea-
sibility of broadcast encryption. Early works [NP00, NNLO01, DF02, HS02, GST04] provide combinatoric constructions
where the size of the ciphertext scales linearly with either the number of recipients or the complement of the set (i.e.,
the number of revoked users). The first fully collusion-resistant broadcast encryption scheme with short ciphertexts
for all broadcast sets was the pairing-based scheme by Boneh, Gentry, and Waters [BGW05]. Subsequently, there have
been many constructions from pairing-based assumptions [BW06, GW09, Wat09, GKSW10, CGW15, GKW18, Wee21,
KMW23], new (non-standard) lattice assumptions [BV22, Wee22, Wee24, CW24, CHW25, Wee25], combinations of
pairing-based and lattice-based assumptions [GQWW19, AY20, AWY20], multilinear maps [BS03, BW13, BWZ14],
witness encryption [GVW19, FWW23], and indistinguishability obfuscation [BZ14].
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Adaptive security. The natural security notion in broadcast encryption is adaptive security, which requires security
to hold against adversaries that can choose the broadcast set (associated with the challenge ciphertext) after seeing the
scheme parameters. Achieving adaptive security is challenging. The first construction of fully collusion-resistant broad-
cast encryption by Boneh, Gentry, and Waters [BGW05] considered a relaxed notion of selective security where the
adversary is required to declare its challenge set S C [N] at the beginning of the game (before seeing the scheme param-
eters). Many subsequent schemes constructing broadcast encryption from multilinear maps [BWZ14], indistinguisha-
bility obfuscation [BZ14], witness encryption [FWW23], or lattice-based assumptions [BV22, Wee22, Wee24, CW 24,
Wee25] only achieve selective security (or a slight strengthening called “semi-static security” [GW09] which we discuss
below). Unlike identity-based encryption or attribute-based encryption, neither selective nor semi-static security imply
adaptive security via complexity leveraging. This is because the standard approach of having the reduction algorithm
guess the challenge set incurs a 2V -loss in the reduction advantage. Correspondingly, this would inflate the security pa-
rameter by at least a factor of N, in which case, the size of the ciphertext becomes linear in the total number of users N.

The primary approach for constructing adaptively-secure broadcast encryption scheme is Waters’ dual-system
technique [Wat09], which provides a general template for realizing adaptive security for broadcast encryption (and
other advanced encryption notions such as identity-based encryption and attribute-based encryption). In this setting,
the security proof steps through a sequence of hybrid arguments where the challenge ciphertext and the secret keys
for the broadcast encryption scheme are iteratively replaced by “semi-functional” variants. Once all of the secret
keys and the challenge ciphertext are replaced by semi-functional versions, security holds unconditionally. This type
of approach is taken in [Wat09, CGW 15, Wee21, KMW23] to obtain adaptively-secure broadcast encryption from
pairing-based assumptions. An earlier approach for constructing adaptively-secure broadcast encryption scheme
by Boneh and Waters [BW06] showed how to use a traitor tracing scheme to implement a “dual-system-like” proof
structure of switching out decryption keys one-by-one in the security game.

While the dual-system technique has been a successful paradigm for achieving adaptively-secure broadcast
encryption, we have been unable to adapt these techniques to the lattice-based setting (or to constructions using
witness encryption). Even if we consider pairing-based constructions, the schemes that rely on the dual-system
methodology need to make decisional assumptions in the source group. This is needed to replace the ciphertext and
secret keys with their (computationally indistinguishable) semi-functional analogs. In contrast, if we consider earlier
selectively-secure pairing-based broadcast encryption schemes like [BGW05] or semi-statically-secure schemes such
as [GW09], their security can be based on a search assumption’ in the target group. Achieving adaptive security for
broadcast encryption from search or target-group assumptions remains open.

The Genty-Waters approach. The work of Gentry and Waters [GW09] provides an alternative route to adaptive
security. In their work, they first introduce the notion of semi-static security that is an intermediate notion between
selective and adaptive security. In semi-static security, the adversary is required to commit to a superset S* C [N]
at the beginning of the game and it is not allowed to request secret keys for any index i € S*. The adversary can
choose its challenge set S to be any subset S C S* of the committed set. While semi-static security is stronger than
selective security, it is still easier to achieve compared to adaptive security. The construction from [GW09] yields
a semi-statically-secure broadcast encryption scheme from a computational target-group assumption. Similarly,
constructions of broadcast encryption from indistinguishability obfuscation [BZ14] and witness encryption [FWW23]
naturally satisfy semi-static security. The recent work of [CHW25] also shows how to construct a semi-statically-
secure broadcast encryption scheme from succinct LWE in the random oracle model. The work of [GW09] then
describes a generic compiler that takes any semi-statically secure broadcast encryption scheme and transforms
it into an adaptively-secure scheme in the random oracle model. Thus, [GW09] provides a template for building
adaptively-secure broadcast encryption from a broader range of cryptographic assumptions (by starting from a
semi-statically-secure scheme), but has the drawback of needing to rely on random oracles.



Construction |mpk| [sk| |ct|  Assumption

[BW06] VN VN VN  subgroup decision
[Wat09] N N 1 2-Lin

[GKSW10] YN VYN N 2-lin

[GKW18] N? 1 1 k-lin(k>1)

[Wee21] N1/3 N3 N3 bilateral k-Lin (k > 2)
This work + [GW09, §4] N 1 1 decisional g-BDHE-sum
This work + [GW09, §3]* N? 1 1 search g-BDHE

This work + Construction 7.5 N+ 1 1 search g-SC-BDHE

This work + [FWW23] N 1 1 witness encryption + LWE

* The proof from [GWO09] relies on the decisional g-BDHE assumption, but using hard-core predi-
cates [GL89, HLRO07], security can also be reduced to the search version of the same assumption.

Table 1: Comparison to adaptively-secure broadcast encryption schemes in the plain model. We measure the size
of the master public key mpk, secret key sk, and ciphertext ct as a function of the number of users N. We suppress
poly(4,log N) factors in all comparisons, where A is a security parameter. For any constant k € N, the (bilateral)
k-Lin assumption is a static decisional assumption over a prime-order pairing group. The parameter g indicates
a g-type assumption where ¢ = poly(A, N). The g-bilinear Diffie-Hellman exponent (g-BDHE) assumption is a
g-type assumption introduced in [BBG05]. The g-BDHE-sum and q-SC-BDHE refer to the sum variant (c.f., [GW09]
and Assumption C.1) and the set-consistent variants of this assumption (c.f., [GLWW24] and Assumption 7.4),
respectively. The constructions obtained in this work are through applying our compiler (Construction 5.1) to the
listed semi-statically-secure broadcast encryption scheme.

1.1 Owur Results

In this work, we revisit the Gentry-Waters compiler and show how to instantiate it in the plain model. Specifically,
we show that we can replace the random oracle in the [GW09] construction with a (publicly-sampleable) projective
pseudorandom generator (PRG) [ABI*23] and prove adaptive security of the resulting construction in the plain model.
While our construction relies on projective PRGs, our construction has a different syntax (i.e., requires a public-
sampleability property) and relies on a different and incomparable set of security requirements than the application to
computational secret sharing considered in [ABI*23]; we refer to Section 2 for more details. We then show how to adapt
the ideas underlying the projective PRG constructions from [ABI*23] to obtain publicly-sampleable projective PRGs
from a wide array of number-theoretic assumptions: the computational Diffie-Hellman (CDH) assumption (in pairing-
free groups), the computational bilinear Diffie-Hellman (CBDH) assumption, the RSA assumption, as well as the
learning with errors (LWE) assumption. Combining our new compiler with existing constructions of semi-statically-
secure broadcast encryption, we immediately obtain several new adaptively-secure broadcast encryption schemes:

« Security based on search assumptions. Applying our compiler to the scheme from [GW09, §3], we obtain
an adaptively-secure pairing-based broadcast encryption scheme from search assumptions in the plain model.
All previous pairing-based approaches either needed decisional assumptions or random oracles.

« A lattice-based instantiation via witness encryption. Applying our compiler to the scheme from [FWW23,
§4], we obtain an adaptively-secure broadcast encryption scheme from witness encryption together with
the learning with errors (LWE) assumption. Previous schemes only achieved semi-static security. Combined
with the witness encryption schemes from lattices [Tsa22, VWW22], we obtain the first adaptively-secure
broadcast encryption from lattice assumptions in the plain model (specifically, the private-coin evasive LWE
assumption [Wee22, Tsa22]).

Technically, both [BGW05, GW09] prove security of their scheme using a decisional assumption in the target group, but we can replace these
with the corresponding search assumption using hard-core predicates [GL89, HLRO07].



lcrs|  |pk| |sk|] |ct|]  Security  Assumption

[WQZD10], [KMW?23,8A] N N? 1 1 selective  search g-BDHE*

[FWW23, §7] + [ZZGQ23] N? N 1 1 selective  k-Lin (k > 1)7

[CW24] N2 N 1 1 selective  g-succinct LWE

[BZ14] - 1 1 1 semi-static  iO + one-way functions
[FWW23, §4] 1 1 1 1  semi-static witness encryption + LWE
[KMW23, §5] N N 1 1  semi-static search g-BDHE*

[KMW?23, §6] N? N 1 1 adaptive  k-Lin (k > 1)

This work + [KMW23,85] N N 1 1 adaptive  search g-BDHE

This work + [FWW23] N 1 1 1 adaptive  witness encryption + LWE

* While the analysis in [KMW23, §5, §A] proves security from the decisional g-bilinear Diffie-Hellman exponent (BDHE)
assumption, it is straightforward to modify the scheme to obtain security from the search version of the assumption (via
hard-core predicates [GL89, HLR07]).

"The work of [FWW23] show a generic transformation from any registered attribute-based encryption (ABE)
scheme [HLWW?23] to a distributed broadcast encryption scheme. Here, we consider the instantiation using a pairing-based
registered ABE scheme from the k-Lin assumption [ZZGQ23] (or alternatively, [AT24]). With g-type assumptions, we can
reduce the public parameter size to N*°(1) by applying the [FWW23] compiler to the registered ABE scheme from [GLWW24].

Table 2: Comparison to distributed broadcast encryption schemes in the plain model. We measure the size of the
common reference string crs, the size of an individual user’s public key pk, and the size of the secret key sk as a function
of the number of users N. We suppress poly(4,log N) factors in all comparisons, where A is a security parameter.
The parameter q indicates a g-type assumption where g = poly(4, N). The constructions obtained in this work are
through applying our compiler (Construction A.2) to the listed semi-statically-secure broadcast encryption scheme.

« Schemes with sub-quadratic public keys. Applying our compiler to the scheme from [GW09, §4], we obtain
a pairing-based broadcast encryption scheme in the plain model for N users where the public key contains
O(N) group elements, and the secret keys and ciphertext contain O(1) group elements. Previous schemes with
constant size ciphertexts [GKW18] had a quadratic-size public key (i.e., |mpk| = O(N?)). Our construction
with linear-size public keys relies on a decisional assumption. In this work, we also give a new construction of
a semi-statically-secure broadcast encryption scheme with a public key of nearly linear size (i.e., N'*°())) and
constant-size secret keys and ciphertexts where security is based on search assumptions. Coupled with our
compiler, this yields an adaptively-secure broadcast encryption with the same efficiency (and security based on
search assumptions).

We refer to Table 1 for a comparison of our new constructions with existing adaptively-secure broadcast encryption
schemes in the plain model.

Application to distributed broadcast encryption. Distributed broadcast encryption [WQZD10, BZ14] is a trust-
less variant of broadcast encryption where instead of a central authority generating decryption keys for individual
users, users instead sample their own public/secret key. In this model, there is a one-time setup procedure that
outputs a common reference string (CRS) that users reference when generating their keys. Anyone can encrypt to
an arbitrary set of public keys, and the resulting ciphertext must satisfy the usual succinctness requirement. The
work of [KMW23] shows that the Gentry-Waters compiler can also be used to transform a semi-statically-secure
distributed broadcast encryption scheme into an adaptively secure scheme in the random oracle model.

In this work, we show that our approach based on publicly-sampleable projective PRGs can also be used to
upgrade any semi-statically-secure distributed broadcast encryption scheme into an adaptively-secure scheme. If
we apply our construction to the recent pairing-based semi-statically-secure distributed broadcast encryption scheme
from [KMW23], we obtain the first adaptively-secure construction with linear-size public parameters (and also
the first scheme whose security only relies on search assumptions). Previous adaptively-secure schemes (in the



plain model) required quadratic-size public parameters. Applying our compiler to [FWW23], we obtain the first
adaptively-secure distributed broadcast encryption scheme from lattice assumptions.? We provide a comparison to
previous constructions in Table 2.

2 Technical Overview

We first recall the syntax of a broadcast encryption scheme [FN93, BGW05]. Let N be the number of users in the
system. Each user has a distinct index i € [N]. Then, a broadcast encryption consists of the following algorithms:

« Setup: The setup algorithm generates the master public key mpk together with a master secret key msk (used
to generate user secret keys).

+ Key generation: The key-generation algorithm takes the master secret key msk and an index i € [N] and
outputs the secret key sk; for user i.

« Encryption: The encryption algorithm takes the master public key mpk, a set of users S € [N], and a message
1, and outputs a ciphertext ct.

« Decryption: The decryption algorithm takes as input a ciphertext ct, the associated broadcast set S € [N],
and a secret key sk; for some index i € S, and outputs a message p.

The correctness requirement says that if ct is an encryption of p to a set S, then decrypting ct using any key sk; for
an index i € S should recover the message. The succinctness requirement says that the size of the ciphertext ct output
by the encryption algorithm should be sublinear in the size of the broadcast set |S|.

Security for broadcast encryption. The starting point is the Gentry-Waters compiler [GW09] that generically
transforms any semi-statically-secure broadcast encryption scheme into an adaptively-secure scheme in the random
oracle model. We recall the definitions of adaptive security and semi-static security for broadcast encryption. We
define two experiments, parameterized by a bit b € {0, 1}.

« Setup phase: The challenger runs the setup algorithm to obtain the master public key mpk and the master
secret key msk for the encryption scheme. The challenger gives mpk to the adversary.

« Query phase: The adversary can now (adaptively) request secret keys for users i € [N]. On each query, the
challenger responds with the secret key sk; for user i.

« Challenge phase: Once the adversary is done making key-generation queries, it specifies a challenge set
S C [N] and a pair of challenge messages jo, j11. The requirement is that S does not contain any index i € [N]
for which the adversary made a key-generation query. The adversary also specifies a pair of challenge messages
Ho, 1. The challenger responds with an encryption of y;, (where b € {0, 1}) to the set S.

+ Output phase: The adversary then output a guess b’ € {0, 1}, which is the output of the experiment.

A broadcast encryption scheme is adaptively-secure if the output of the experiment when b = 0 is computationally
indistinguishable from the output when b = 1. Next, semi-static security corresponds to the following relaxation
on adaptive security:

« Setup phase: At the beginning of the setup phase (before seeing mpk), the adversary commits to a set S* C [N].
+ Query phase: The adversary is no longer allowed to issue key-generation queries for any i € S*.

« Challenge phase: The challenge set S must be a subset of the committed set $* (i.e., S € S¥).

2A concurrent work [CHW25] shows how to construct a semi-static distributed broadcast encryption scheme from the succinct LWE assumption
in the random oracle model. They then apply the Gentry-Waters compiler [GW09] to obtain an adaptively-secure scheme in the random oracle
model. This work gives a construction in the plain model by applying our compiler to the [FWW23] distributed broadcast encryption scheme
based on witness encryption (and LWE).



In other words, in semi-static security, the adversary must commit to a superset of its eventual challenge set and it
is not allowed to query for any keys in the committed set. The difference between semi-static security and selective
security is the adversary does not have to commit to its exact challenge set S during the setup phase.

The Gentry-Waters compiler. We now recall the Gentry-Waters [GW09] compiler that transforms any semi-
statically-secure broadcast encryption scheme into an adaptively-secure scheme in the random oracle model. We
start by describing a simplified version of their approach that does not use random oracles, but has long ciphertexts:

« Setup: To construct an adaptively-secure secure scheme with N users, [GW09] instantiates the semi-statically-
secure scheme with 2N users. We index the 2N users for the semi-statically-secure scheme by a pair (i, b)
where i € [N] and b € {0, 1}. The master public key is the master public key for the underlying semi-statically
secure scheme. Let sk;) , denote the secret keys for user (i, b) for the underlying semi-statically-secure scheme.

+ Key-generation: To generate a key for user i, the key-generation algorithm samples a bit s; <~ {0, 1}. The key
for user i is the pair sk; = (s;, skj ).

« Encryption: To encrypt a message y with respect to a set S C [N], the encryption oracle samples t; <~ {0,1}
for each i € S. The encryption algorithm encrypts p with respect to the set S = {(i,#;) : i € S} as well as
§" ={(i,1-t;) : i € S} using the underlying semi-statically-secure scheme and obtains ciphertext ct/, ct]. The
ciphertext is the triple ct = ({(i, ;) }es, ct}, ct}).

« Decryption: If i € S, then (i,s;) € S or (i,s;) € S, so user i can use sk; = (s;, skj,) to decrypt either ct{ or ct]
and correctness follows.

To argue security, the work of [GW09] first leverages semi-static security to switch ct; from an encryption of y to
an encryption of y;. Then, by an analogous argument, they switch ct] from an encryption of i to an encryption
of y;. This suffices to argue that an encryption of g is computationally indistinguishable from an encryption of ;.
Here, we sketch the argument for switching ct,. Let A be an adversary for the adaptive security game.

« Setup phase: At the start of the game, the reduction algorithm (playing the semi-static security game) samples
s; ¢ {0,1} for all i € [N] and commits to the set S* = {(i,1—s;) : i € [N]}. The reduction algorithm forwards
the master public key for the semi-statically-secure scheme to A.

+ Key-generation phase: Whenever algorithm A makes a key-generation query for an index i € [N], the
reduction algorithm makes a key-generation query (i, s;) to the semi-static challenger and receives a key sk;s,.
By construction (i, s;) ¢ S, so this is allowed. The reduction algorithm replies to A with sk; = (s;, skis,).

+ Challenge phase: When algorithm A makes a challenge query for a set S € [N] and messages y, i1, the
reduction algorithm makes a challenge query on the set S = {(i,1 —s;) : i € S} € S* and messages pig, 1 to its
challenger and receives a ciphertext ct;. Finally, the reduction defines ; := 1 —s; for all i € S and constructs ct]
as in the real scheme (as an encryption of yq for set {(i,1 —¢;) : i € S}). The reduction algorithm replies with
the ciphertext ct = ({(i, ;) }ses, ctj, ct}).

By construction, the reduction algorithm is a valid semi-static adversary. Moreover, since it samples s; & {0, 1}, the
secret keys are also perfectly distributed. It suffices to consider the distribution of the random string ¢. Recall that
in the adaptive security game, the adversary cannot ask for the key for any index i € S appearing in the challenge
set. This means the value of t; = 1 —s; is perfectly hidden from the view of the adversary, and so the distribution
of t; is independent and uniform, as required. We now highlight two important properties of this reduction:

« Two-key approach. Every user has two possible secret keys, but the key-generation algorithm only gives out
the secret key for one of them (chosen at random). In the security analysis, the reduction algorithm knows one
of the two keys for each user, which allows it to answer key-generation queries for every user. At the same
time, the challenge ciphertext is encrypted to the set of keys the reduction algorithm does not know, which is
essential for being able to invoke semi-static security.



« Challenge ciphertext hides unused bits. In the real scheme, the bit s; € {0, 1} associated with each secret
key sk; is uniform and independent. The same is true for the bits ¢; € {0, 1} in the challenge ciphertext. In the
security analysis, the reduction algorithm samples a single string s <~ {0, 1} and uses s; for the key-generation
queries and sets t; = 1—s; in the challenge ciphertext. At first glance, this may appear to violate the independence
of s; and t;. The key is that the reduction only gives out s; fori ¢ Sand¢; = 1 —s; for i € S (because the
adversary cannot request keys for users in the challenge set). Since the adversary sees at most one of s; or
t; = 1 —s; for each i € [N], the view of the adversary is correctly simulated. Thus, the reduction critically relies
on the fact that the simulated challenge ciphertext hidess; for all i ¢ S. This was trivial to argue for the above
construction with long ciphertexts, but will be important in our construction.

As described, the transformation yields a scheme with long ciphertexts (linear in the size of the broadcast set) because
the string ¢ in the ciphertext is |S| bits long. The work of [GW09] leverages the random oracle to compress t. Namely,
the ciphertext contains a (short) seed o < {0, 1}, and each bit ¢; is obtained by computing t; < H (o, i) where H
is modeled as a random oracle (i.e., ct = (o, ctj, ct})). In the security analysis, the reduction algorithm “programs”
the random oracle to output t; = H(o, i) := 1 —s;. Importantly, the values of H (o, i) for i ¢ S are not programmed
(they are uniform and independent of s;). This ensures that the challenge ciphertext hides the value of s; for i ¢ S.
This yields a construction with short ciphertexts.

Replacing the random oracle with a PRG. The Gentry-Waters compiler relies on the random oracle to compress
an |S|-bit random string into a A-bit string. If we want to avoid the random oracle, a natural approach is to replace
it with a pseudorandom generator (PRG). For example, instead of computing t; < H(r, i), the encryption algorithm
could instead sample a seed o € {0,1}" for a PRG, compute t = PRG(0) € {0,1}", and then encrypt according to
the bits of ¢ (corresponding to indices i € S). This approach preserves correctness, so the question is security.
Consider the adaptation of the previous Gentry-Waters argument where the reduction algorithm samples
o & {0, 1} in the setup phase and then sets s = PRG(c). In the challenge phase, the reduction algorithm sets o to be
the random seed in the challenge ciphertext (i.e., ct = (o, cty, ct})). Since o is a random seed, the marginal distribution
of the challenge ciphertext is correctly simulated. However, this approach does not satisfy the second requirement
described above; the challenge ciphertext no longer hides the value of s; for i ¢ S. Indeed, the string ¢ in the challenge
ciphertext completely reveals s;, and as a result, there is a clear correlation between the key-generation queries and
the challenge ciphertext (that would not exist in the real scheme). Thus, the naive reduction strategy is not sufficient.

Projective PRGs. To implement the Gentry-Waters proof strategy, we need a way to take the PRG seed o (that
determines the string s = PRG(0)) and constrain it to a new seed os such that PRG(os) agrees with S on all indices
i € S, and moreover, the bits s; for i ¢ S look random even given os. This is precisely the property satisfied by
a projective PRG [ABI"23], a notion recently introduced in the study of succinct computational secret sharing.
Importantly for our application to broadcast encryption, the length of the constrained seed 6 must be sublinear in
the size of S.> Formally, a projective PRG with output length N consists of three algorithms:

« Setup(1*,1N) — (pp, 0): The setup algorithm takes as input the security parameter A and the PRG output
length N and outputs the set of public parameters pp along with a PRG seed o.

« Project(pp, 0,S) — &s: The project algorithm takes the public parameters pp, the seed o and a set S C [N]
and outputs a projected seed &s. We require that the size of the projected seed 65 to be sublinear in |S]|.

« Eval(pp, 6s,S,i) — t;: The evaluation algorithm takes the public parameters pp, a projected seed &g, the
associated set S C [N], and an index i € S, and outputs the bit #; € {0, 1} at index i.

For a seed o, we define the PRG output to be the string s = PRG(0) € {0,1}" where s; = Eval(pp, G(N), [N],1) and
6[N] < Project(pp, o, [N]) is the seed projected onto the full output space [N]. Then, we require the projective PRG
to satisfy the following properties:

3Constrained pseudorandom functions (PRFs) [BW13] are an analog of projective PRGs for the setting of PRFs. Unlike projective PRGs, these
do not have a succinctness requirement.



« Correctness: If we project a seed o onto a set S, the projected seed should evaluate to the same value as
PRG(0) on all inputs i € S. Namely, if 65 « Project(pp, 0,S), then Eval(ds, S, i) = Eval(é(n}, [N], i) for all
i€S.

« Adaptive pseudorandomness: Given a projected seed 65 for some set S, the bits s; for i ¢ S remain
pseudorandom where s = PRG (o). For our application to adaptively-secure broadcast encryption, we require
pseudorandomness to hold against an adaptive adversary that can choose the set S after seeing arbitrary bits of
s (so long as the challenge set S excludes such bits).

Suppose we now substitute a projective PRG for the random oracle in the Gentry-Waters construction. In the proof,
the reduction algorithm would sample a PRG seed o & {0, 1}* and derive the string s < PRG(c). The challenge
ciphertext would in turn contain a seed 65 projected to the set S. This ensures that Eval(pp, s, S, i) agrees with s;
oni € S and that s; is pseudorandom even given &s. This satisfies the two key requirements needed to carry out the
Gentry-Waters proof strategy without random oracles.

Publicly-sampleable projective PRGs. Substituting a projective PRG introduces a new wrinkle into our con-
struction. Namely, each ciphertext in the (transformed) broadcast encryption scheme contains a seed for a projective
PRG (constrained to S). In our current abstraction, projective PRGs are defined with respect to a set of (long) public
parameters pp, and the seed o is tied to the choice of public parameters (this is necessary to support projection).
In these constructions, we cannot resample a seed independently of the public parameters, and since the public
parameters are long, we also cannot include a fresh set of public parameters as part of the ciphertext. Of course, we
also cannot give out the seed for the projective PRG as part of the public parameters either. Thus, it is unclear how
to support public encryption (which needs the ability to sample a constrained seed for the projective PRG). To resolve
this problem, we augment the projective PRG with an additional public sampling algorithm:

« Samp(pp,S) — 6&s: The sampling algorithm takes as input the public parameters pp and a set S and outputs
a “simulated” seed &5.

Next, we require the projective PRG to satisfy a sampling indistinguishability property:

« Sampling indistinguishability: For all sets S C [N], the simulated seed output by the public sampling
algorithm Samp(pp, S) be computationally indistinguishable from the projected seed output by Project(pp, o, S).
In the formal distinguishing experiment, the adversary sees the public parameters pp and either a simulated
seed or a projected seed. Notably, it does not observe any output bits of the PRG.

In the construction, the (honest) encryption algorithm samples a seed using Samp(pp, S) while the reduction con-
structs it using the projection algorithm. This allows us to implement the Gentry-Waters proof strategy without
random oracles. We provide the formal definition of publicly-sampleable projective PRGs in Section 4 and our
adaptation of the Gentry-Waters compiler in Section 5. An analogous compiler can also be used to upgrade any
semi-statically-secure distributed broadcast encryption scheme [WQZD10, BZ14] into an adaptively secure distributed
broadcast encryption scheme. We describe this compiler in Appendix A.

2.1 Constructing Publicly-Sampleable Projective PRGs.

The work of [ABI"23] shows how to construct projective PRGs with different efficiency properties from the deci-
sional Diffie-Hellman (DDH), decisional bilinear Diffie-Hellman (DBDH), RSA, and the learning with errors (LWE)
assumptions. The existing constructions do not provide an explicit public sampling algorithm nor do they satisfy
the new security notions we consider in this work (adaptive pseudorandomness and sampling indistinguishability).
However, it is possible to extend the existing constructions to satisfy our functionality and security requirements.
We start with a quick summary of our main constructions:

« Computational Diffie-Hellman: We start by showing how to construct a publicly-sampleable projective
PRG from the computational Diffie-Hellman assumption in a pairing-free group. The scheme has quadratic-size
public parameters (measured as a function of the output length). Our construction is a direct adaptation of the



DDH-based construction from [ABI*23, §3.4.1], except we introduce a secret shift to support public sampling
and also show that using hard-core predicates, we can base security on a search assumption rather than a
decisional assumption. The latter distinction is important for achieving the first adaptively-secure broadcast
encryption schemes from search assumptions.

« Computational bilinear Diffie-Hellman: Next, we show how a technique by Boyen and Waters [BW10] can
be used to reduce the public parameter size of the CDH construction from quadratic to linear when working
over a pairing group. This yields the first projective PRG from bilinear maps with linear-size public parameters;
the pairing-based construction from [ABI*23, §3.4.2] still requires quadratic-size public parameters.

« Learning with errors: We show how to adapt the LWE-based projective PRG from [ABI*23, Appendix A]
to obtain a publicly-sampleable projective PRG with linear-size public parameters. The main difference is
again introducing a secret shift to achieve the public sampling property. This scheme has linear-size public
parameters.

+ RSA: Finally, we show that the RSA-based projective PRG from [ABI*23, §3.2] is also publicly-sampleable and
yields a publicly-sampleable projective PRG with linear-size public parameters (and can plausibly be made
constant-size; see Remark B.9).

To summarize, publicly-sampleable projective PRGs can be realized from most standard number-theoretic assumptions.
Combined with our new compiler, this means building a semi-statically-secure broadcast encryption from any of
these assumptions immediately implies an adaptively-secure broadcast encryption scheme. We now provide a more
detailed overview of our constructions.

A construction from CDH. Our first construction is from the computational Diffie-Hellman problem where the
public parameters are quadratic in the output length of the PRG. Our construction is an adaptation of the projective
PRG scheme based on DDH from [ABI*23, §3.4.1]. One of the objectives in this work is to realize adaptive broadcast
encryption from search assumptions, which is the reason we focus on CDH rather than DDH. Note that the [ABI"23]
construction from DDH can easily be adapted to a construction from CDH (but the scheme does not support public
sampling). We work over a group G of prime order p. Throughout, we use implicit notation to represent group
elements [EHK"13]: namely, for x € Z,, we write [x]g = g*.

« Setup: The setup algorithm first samples random exponents a;, s; <~ Z,, for all i € [N] along with a blinding
factor @ ¢ Z,. The public parameters consist of the group elements [a;]g, [si] for all i € [N] along with the
cross-terms [a;s;]g for all j # i. The seed consists of the exponents o = (@, s1, ..., SN).

« Evaluation: For each i € [N], we define the i bit ¢; of the PRG output to be a hard-core predicate hc applied
to a shifted diagonal term [a;(a + s;)]g: namely, t; = hc([a;i(a + si)]a).

+ Projection: The projected seed &5 for a set S is 65 := a + ;g 5i € Zp. In combination with the terms [a;]g
and [a;sj]c for j # i in the public parameters, this suffices to compute the output bit t; = hc([a;(a + s;)]c):

gs-lado— Y. lasjlo=laalo+ [sala+ Y lasjlo— Y lasjle = lai(a+s)]s.

jeS\{i} jes\{i} jes\{i}

« Public sampling: The simulated key for any set S is a uniform random field element &5 - Z,.
We now check that this satisfies our security requirements:

« Adaptive pseudorandomness: Under CDH, it is easy to show that [a;s;]g is computationally unpredictable
given the public parameters [a;]g, [si]g, and [a;sj]c for i # j and the projected seed 6; = a + X jcss;. In
particular, the reduction algorithm gets [a;]g and [s;]g from the CDH challenge and picks all other exponents
itself. Importantly, we only require unpredictability when i ¢ S, which allows the reduction to simulate . Since
[aisi]g is computationally unpredictable, the same holds for [a;(« + s;)] . Finally, pseudorandomness follows
from the security of the hard-core predicate [GL89, HLR07] (see Theorem 3.2).



- Sampling indistinguishability: Observe that the public parameters pp are independent of . Thus, over the
randomness of a ¢~ Z,, for any set S, the distribution of a projected seed & is a uniform random field element.
This is the same distribution as the 65 output by the public sampling procedure.

The difference between our construction from the DDH-based construction from [ABI*23, §3.4.1] is the extra offset
a we introduce to support public sampling (and sampling indistinguishability) as well as the use of the hard-core
predicate to base security on CDH rather than DDH. Without the blinding factor «, one can use the public parameters
to test whether a projected seed is consistent with the public parameters or not. Namely, to check if a projected seed
os for a set S is a valid projected seed, one simply takes an index j ¢ S and checks whether [a;]c - 05 = X;c5 [a)si]G,
which holds whenever os = }};c5 s; is a valid projected seed. We provide the full details in Section 6.1.

Reducing the public parameter size using pairings. A disadvantage of the above CDH construction is the size of
the public parameters is quadratic in the output length. In the context of broadcast encryption, the PRG output length
corresponds to the number of users in the system, so using our CDH-based projective PRG to boost a semi-statically-
secure scheme to an adaptively-secure scheme would lead to a scheme with quadratic-size public parameters. A natural
question then is whether we can reduce this overhead. Here, we show that the approach of Boyen and Waters [BW10]
can be directly applied to obtain a publicly-sampleable projective PRG with a linear-size public parameters. This gives
the first projective PRG with linear-size public parameters from standard pairing assumptions. Previously, the work
of [ABI*23] showed how to use pairings to obtain a “reusable” projective PRG, but still with quadratic-size public
parameters. Our application does not rely on reusability, and thus, we are able to achieve significant compression.
Let e: G X G — Gr be an efficiently-computable, non-degenerate (symmetric) bilinear map, where G and Gr are
groups of prime order p. We represent elements of G and Gr implicitly as [x]g and [x]g,, respectively. Boyen and Wa-
ters [BW10] show how to use a bilinear map to compress [a;s;]c, foralli # j with O(N) elements in G, while simulta-
neously ensuring that the non-cross-terms [a;s;]c, are hidden.* Very briefly, the Boyen-Waters approach is as follows:

« The public parameters contain encodings [a;]g, [sila, [ai(yi + 8)]a, [si(yi + 8)]g foralli € [N], where y,§ &
Z, are random blinding factors.

+ Observe now that the public parameters allow one to compute [ya;s;j]g, for all i # j, but not terms of the form
[yaisilg,- To see this, first observe

laile - [s;(yi +)]a = [sjle - [ai(yi + 8)]a = [yais;(j = D]e;-

When i # j, the user can recover [ya;sjla, = [yaisj(j —i)]a, - (j —i)~'. However, when i = j, then the above
expression yields the identity element, and the user is unable to compute [ya;s;]c,-

We obtain a publicly-sampleable projective PRG with linear-size public parameters by using the above technique
to compress the public parameters from our basic CDH construction described above (where the evaluations now
happen in the target group Gr). Hardness in turn relies on the computational bilinear Diffie-Hellman assumption (i.e.,
given random elements [u]g, [v]g, [W]g, it is hard to compute [uvw]g, ). We provide the full details in Section 6.2.
As noted above, our construction gives a pairing-based projective PRG with linear-size public parameters, which
improves upon the construction from [ABI*23] which needed quadratic-size public parameters. Note though that
the construction from [ABI*23] satisfies an additional reusability property that is important for their applications,
which our construction does not satisfy; our application to broadcast encryption does not need reusability.

A construction from LWE. We can also build a publicly-sampleable projective PRG from the learning with errors
(LWE) assumption [Reg05]. This construction can be viewed as a direct translation of the construction from CDH,
and follows the analogous lattice-based instantiation proposed in [ABI*23]. Essentially, we replace the exponents
[a;]c and [s;]g in the public parameters with random vector a;, s; < Zg. The cross terms [a;s;]c then consist of
LWE samples s’a; + e; j, where e; ; is a small noise term. Under the plain LWE assumption, given ay,...,ay and
sja; + e; j, the value of the (noise-free) non-cross-terms s;a; are hidden. To support public sampling and sampling

41f we did not require the non-cross-terms to be hidden, then we could simply publish encodings of [a;]g and [s;]g for all i € [N], and use
the pairing to compute [a;sj]g, = [ailg * [sj]g- The challenge is to reveal the cross-terms while hiding the non-cross-terms.
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indistinguishability, we again introduce a random shift to the projected key: 65 := r+}};cs s;, and define the evaluation
at i to be [ (r+s;)"a;|, where | -] denotes the rounding operation (i.e., | x] outputs 0 if [x| < ¢q/4 and 1 otherwise).
This yields a construction with quadratic-size public parameters.

To obtain a scheme with linear-size public parameters, we can rely on the same technique from [ABI"23] based
on key-homomorphic puncturable PRFs. Namely, instead of giving our s; a; +e;; for all j # i, the [ABI*23] shows
that we can instead give out a “punctured key” §; which can be used to compute s;ai +e;jonalli # j. This approach
can be concretely instantiated using the Brakerski-Vaikuntanathan [BV15] key-homomorphic constrained PRF. We
provide the formal details in Section 6.3.

A construction from RSA. Finally, in Appendix B, we also show that the projective PRG scheme based on
RSA from [ABI*23] satisfies our public-sampleability properties essentially with only a few syntactic modifications.
However, because the security properties we need in our work do not follow as a black-box from existing definitions,
we include a formal proof of our security requirements in Appendix B.

2.2 Semi-Statically-Secure Broadcast Encryption with Short Public Parameters

As a final contribution of this work, we also show how to construct a semi-statically-secure broadcast encryption
with nearly-linear-size public parameters (i.e., public parameters of size N'+*°(1)) and constant-size secret keys and
ciphertext from search assumptions. Previous pairing-based constructions of semi-statically-secure broadcast encryp-
tion with constant-size secret keys either needed quadratic-size public parameters [GW09, §3] or relied on decisional
assumptions [GW09, §4].° The starting point of our construction is the construction from [GW09, Section 3], which
has an O(N?)-sized public key. Our construction proceeds as follows:

« Security from search assumption: The original construction [GW09, §3] relies on the decisional g-bilinear
Diffie-Hellman exponent (g-BDHE) assumption. This is a target group assumption that essentially asserts
the pseudorandomness of an element Z € Gr in the target group. In the construction, Z is used to blind the
message. Instead of relying on the pseudorandomness of Z, we could alternatively rely on the unpredictability
of Z and blind the message using a hard-core predicate on Z (e.g., apply the Goldreich-Levin extractor to Z to
derive a pseudorandom pad [GL89, HLR07]). This in turn allows us to base security on a search assumption
rather than a decisional assumption. Note that a similar approach of replacing a decisional assumption with
a search assumption does not seem applicable to adaptively-secure constructions based on the dual-systems
methodology [Wat09, CGW15, Wee21, KMW23]. A dual-systems proof operates by changing the distribution
of the challenge ciphertext and the secret keys in the security proof, and these changes rely on decisional
assumptions in a more fundamental manner.

« Reducing the CRS size: The quadratic-size public key in [GW09, §3] is due to the fact that the master public
key contains cross terms h:j foralli # j € [N]. These cross terms are needed to ensure decryption. In this
setting, we are not able to rely on the earlier cross-term compression approach of [BW10], because correctness
requires that the cross terms be given out in the base group rather than the target group. However, we are
able to apply the combinatoric approaches based on progression-free sets [ET36] from [Lip12, GLWW24].
This allows us to reduce the CRS size from quadratic to nearly linear (N'+°(1)). Specifically, the key insight in
the [GLWW?24] approach (in the context of reducing the CRS size in registered ABE schemes) is to choose the
values h; and r; in a correlated manner such there are many pairs of indices (i, j) # (k,¢) that share a common
cross-term (i.e., h? = h;"). We show in Section 7 that a similar technique can be applied to the Gentry-Waters
broadcast encryption scheme to obtain a scheme with a nearly-linear-size public key.

Combining this semi-statically-secure broadcast encryption scheme with our publicly-sampleable projective PRG from
the computational bilinear Diffie-Hellman assumption, we obtain the first adaptively-secure broadcast encryption

STechnically, [GW09, §4] constructs an adaptively-secure identity-based broadcast encryption scheme in the random oracle model, but they note
that a variant of their construction gives a semi-statically-secure broadcast encryption scheme with linear-size public keys in the plain model.
For completeness, we provide an explicit description of this scheme in Appendix C. If we apply our compiler to this construction, we obtain
an adaptively-secure broadcast encryption with linear-size public keys in the plain model; see Table 1.
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with a nearly-linear-size public key and constant-size secret keys and ciphertexts from a search g-type assumption
on bilinear groups.

3 Preliminaries

Throughout this work, we write A to denote the security parameter. For a positive integer n € N, we write
[n] == {1,...,n}. For positive integers a,b € N we write [a,b] := {a,a+ 1,...,b}. For a positive integer p € N,
we write Z,, to denote the ring of integers modulo p. We write poly(1) to denote a fixed polynomial in 1. We
write negl(4) to denote a function that is negligible in A (i.e., a function that is 0(17¢) for all ¢ € N). We say an
event occurs with overwhelming probability if the probability of its complement occurring is negligible. We say
an algorithm is efficient if it runs in probabilistic polynomial time in the length of its input. For two ensembles of
distributions D = {D; 1 }1ew and Dy = {D; 1 }1ew indexed by a security parameter, we say they are computationally
indistinguishable if for all efficient adversaries A, there exists a negligible function negl(-) such that for all A € N,

|Pr[A(1Y %) = 1:x « D3] = Pr[A(1Y,x) = 1: x — Dy,]| = negl (D).

We say they are statistically indistinguishable if there exists a negligible function negl(-) such that for all A € N, the
statistical distance between them is negl(1).

Goldreich-Levin hardcore bit. In this work, we rely on the classic Goldreich-Levin hardcore bit [GL89] to achieve
security under search assumptions. Here, we state a formulation from [HLR07] that applies to any computationally
unpredictable random variable.

Definition 3.1 (Computational Unpredictablility). Let (X,Y) = {(X},Y1)}1en be an ensemble of joint distribu-
tions over pairs of values. We say that X is computationally unpredictable given Y if for all efficient (and possibly
non-uniform) adversaries A, there exist a negligible function negl(-) such that for all A € N,

Prl A1 y) = x: (x,y) — (X3, Y2)] = negl(}).

Theorem 3.2 (Goldreich-Levin [GL89, HLR07], adapted). Let (X,Y) = {(X}, Ya) }1en be an ensemble of joint distri-
butions over pairs of values, where the support of X, is {0, 132 Let he(x, r) := (x,r) be the Goldreich-Levin extractor.
Suppose that X is computationally unpredictable given Y. Then, for all efficient (and possibly non-uniform) adversaries
A, there exists a negligible function negl(-) such that for all A € N,

(xy) « (X3, V)
r & {0, 1@

,Y) — (X3, Y,
r &({xo,yl)}p(/l)(’ bA&AiO, 3 ” = negl(2).

Pr [ﬂ(lA, r,y,he(x,r)) =1: —Pr [7{(11, ry,b)=1:

3.1 Broadcast Encryption
We now recall the formal definition of a broadcast encryption scheme [FN93].

Definition 3.3 (Broadcast Encryption). A broadcast encryption scheme is a tuple of efficient algorithms ITgg = (Setup,
KeyGen, Enc, Dec) with the following syntax:

« Setup(14,1V) — (mpk, msk): On input the security parameter A and the number of users N, the setup algorithm
outputs a master public key mpk and a master secret key msk.

+ KeyGen(msk, i) — sk;: On input the master secret key msk and an index i € [ N], the key-generation algorithm
outputs a secret key sk;.

« Enc(mpk, S, z) — ct: On input the master public key mpk, a set S € [N], and a message p € {0,1}, the
encryption algorithm outputs a ciphertext ct.

« Dec(mpk, S, sk;, ct) — p: On input the master public key mpk, a set of recipients S C [N], a secret key sk;,
and a ciphertext ct, the decryption algorithm outputs a message p € {0, 1}.
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We require that Igg satisfy the following properties:

« Correctness: For all , N € N, all sets S C [N], all indices i € S, all messages p € {0, 1}, all (mpk, msk) in the
support of Setup(14, 1V), and all secret keys sk; in the support of KeyGen(msk, i), we have

Pr[Dec(mpk, S, sk;, Enc(mpk, S, 1)) = p] = 1.

- Adaptive security: For a security parameter A, an adversary A, and a bit § € {0, 1}, we define the adaptive-
security experiment EXPéﬁE) (14, A):

— Setup: On input the security parameter 1%, the adversary A outputs the number of users 1V. The
challenger computes (mpk, msk) « Setup(1%, 1V) and gives mpk to A.

— Key-generation queries: Algorithm A can now make (adaptive) key-generation queries. On each query,
algorithm A specifies an index i € [N] and the challenger responds with sk; < KeyGen(msk, ).

— Challenge query: After A finishes making evaluation queries, it outputs a set S € [N] \ I, where
I € [N] is the set of indices on which algorithm A made a key-generation query. The challenger
computes ctg < Enc(mpk, S, f) and replies to algorithm A with ctg.

— Output: At the end of the game, algorithm A outputs abit b € {0, 1}, which is the output of the experiment.

We say that ITgg satisfies adaptive security if for all efficient adversaries (A, there exists a negligible function
negl(-) such that for all 1 € N,

Pr[EXPYY (14, A) = 1] — Pr[EXPSY (11, A) = 1]| = negl(A).

« Succinctness: For all A, N € N, all key pairs (mpk, msk) in the support of Setup(l’l, 1V), all sets S € [N], all
bits u € {0, 1}, and all ciphertexts ct in the support of Enc(pp, ct, ), it holds that |ct| < o(]S]) - poly(A,log N).

Semi-static security. Next, we recall the notion of semi-static security for broadcast encryption introduced by
Gentry and Waters [GW09]. At a high-level, in the semi-static security game, the adversary has to pre-commit to
aset S* C [N] of users. During the security game, the adversary is not allowed to make key-generation queries on
any index i € S*. When the adversary makes its challenge query, it can specify any set S € S*. The main difference
between semi-static and selective security is that in selective security, the challenge query is on the committed set
S* whereas in semi-static security, the challenge ciphertext can be encrypted to any subset of the committed set S*.
Gentry and Waters showed how to generically compile any semi-statically-secure broadcast encryption scheme into
an adaptively secure scheme in the random oracle model. On the contrary, we do not know of any generic compiler
from a selectively-secure broadcast encryption scheme into an adaptively-secure one. We recall the definition below:

Definition 3.4 (Semi-Static Security for Broadcast Encryption [GW09]). Let IIgg = (Setup, KeyGen, Enc, Dec) be
a broadcast encryption scheme. For a security parameter A, an adversary (A, and a bit § € {0, 1}, we define the
semi-static security experiment EXP{£). (14, A) as follows:

« Setup: On input the security parameter 1%, the adversary A outputs the number of users 1V together with
aset $* C [N]. The challenger computes (mpk, msk) « Setup(1%, 1V) and gives mpk to A.

« Key-generation queries: Algorithm A can now make (adaptive) key-generation queries. On each query,
algorithm A specifies an index i € [N] \ S* and the challenger responds with sk; < KeyGen(msk, i).

+ Challenge query: After A finishes making evaluation queries, it outputs a set S C S*. The challenger computes
ctg < Enc(mpk, S, B) and replies to algorithm A with ctg.

+ Output: At the end of the game, algorithm A outputs a bit b € {0, 1}, which is the output of the experiment.

We say that [T satisfies semi-static security if for all efficient adversaries A, there exists a negligible function negl(-)
such that for all A € N,

Pr[EXP{%L; (11, A) = 1] — Pr[EXP{LL: (14, A) = 1]| = negl(A).
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4 Publicly-Sampleable Projective PRGs

In this section, we introduce the notion of a publicly-sampleable projective pseudorandom generator. While our notion
shares a similar syntax as the notion of a projective PRG from [ABI*23], we require a different and incomparable
set of security requirements. A projective PRG provides a way to take a PRG seed o and project it to a new seed o
such that the output PRG(0) and PRG(os) agree on all indices i € S while ensuring pseudorandomness for the bits
of PRG(0) at indices i ¢ S. Moreover, the projected seed os should be succinct (i.e., have size poly(A, log ¢), where
¢ is the output length of the PRG). Importantly, for our applications, we require the projective seed to be publicly
sampleable. Namely, there is an efficient sampler Samp that does not take in the original seed while still outputting a
simulated projective seed that is indistinguishable to the honest projective seed. We give the formal definition below,
and provide a more detailed comparison with the notion from [ABI*23] in Remark 4.2.

Definition 4.1 (Publicly-Sampleable Projective PRG). A publicly-sampleable projective PRG is a tuple of efficient
algorithms IT,prg = (Setup, Samp, Project, Eval) with the following syntax:

« Setup(14,1°) — (pp, 0): On input the security parameter A and the output length ¢ € N, the setup algorithm
outputs the public parameters pp and a seed o.

« Samp(pp,S) — os: On input the public parameters pp and a set S C [¢], the public sampling algorithm outputs
a (simulated) projected seed os.

« Project(pp,0,S) — os: On input the public parameters pp, the seed o, and a set S C [£], the projection
algorithm outputs a projected seed 5.

« Eval(pp, s, S, i) — y;: On input the public parameters pp, a projected seed os, a set S C [£], and an index i € S,
the evaluation algorithm outputs a bit y; € {0, 1}. This algorithm is deterministic.

The publicly-sampleable projective PRG should satisfy the following properties:

« Correctness: For all A,¢ € N, all non-empty sets S C [£], and all indices i € S,
(pp, o) « Setup(1%, 1%)

Pr |Eval(pp, o[, [€], 1) = Eval(pp, 0s,S,i) : oy, < Project(pp,o,[f]) | =1.
os « Project(pp, 0, S)

« Succinctness: There exists a polynomial poly(-) such that for all A,¢ € N, all (pp, o) in the support of
Setup(1%,1%), all sets S C [¢], and all o5 in the support of Samp(pp, ), it holds that |os| < poly(A, log ¢).

« Sampling indistinguishability. For a security parameter A, an adversary A, and a bit § € {0, 1}, we define
the sampling-indistinguishability experiment EXP{A) (14, A):

samp
— Setup: On input the security parameter 1%, the adversary A outputs the length parameter 1¢. The
challenger computes (pp, o) < Setup(1%,1¢) and gives pp to A.

- Challenge query: Algorithm A specifies a set S C [¢]. The challenger constructs the projected key os
as follows:

» If =0, the challenger computes os < Samp(pp, S).
« If f = 1, the challenger computes os < Project(pp, o, S).
The challenger gives os to A.
— Output: At the end of the game, algorithm A outputs abit b € {0, 1}, which is the output of the experiment.

We say that IT,prg satisfies sampling indistinguishability if for all efficient adversaries A, there exists a negligible
function negl(-) such that for all A € N,

|Pr(EXP) (14, A) = 1] - Pr[EXPL) (1%, A) = 1]| = negl(}). (4.1)

samp samp

We say that II,prc satisfies statistical sampling indistinguishability if Eq. (4.1) holds for all adversaries A, and
that it satisfies perfect sampling indistinguishability if the negligible function in Eq. (4.1) is the identically-zero
function.
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« Adaptive pseudorandomness: For a security parameter A, an adversary A, and a bit § € {0, 1}, we define
the pseudorandomness experiment EXPffg) (14, A):

— Setup: On input the security parameter 1%, the adversary A outputs the length parameter 1¢. The chal-
lenger runs (pp, o) « Setup(1%,1°), orr] < Project(pp, o, [¢]), and samples u <~ {0, 1}*. The challenger
gives pp to A.

- Evaluation queries: Algorithm A can now make (adaptive) evaluation queries to the challenger. On
each evaluation query, algorithm A specifies an index i € [£]. The challenger responds as follows:

« If f = 0, the challenger responds with y; = Eval(pp, o[}, [£], i).
» If p = 1, the challenger responds with y; = u;.

— Challenge query: After A finishes making evaluation queries, the challenger computes the projected
seed o5 « Project(pp, o, [£] \ I), where I C [/] is the set of indices on which algorithm A made an
evaluation query. The challenger then gives o to A.

— Output: Algorithm A outputs a bit b € {0, 1} which is the output of the experiment.

The publicly-sampleable projective PRG satisfies adaptive pseudorandomness if for all efficient adversaries
A, there exists a negligible function negl(-) such that for all A € N,
| Pr[EXP() (1%, A) = 1] — Pr[EXP{) (11, A) = 1]| = negl(A).
Remark 4.2 (Comparison with [ABI*23]). The basic syntax of Definition 4.1 as well as the correctness and succinct-
ness properties are the same as those from [ABI*23, Definition 3.1]. The key differences between our notion and
the previous ones are the following:

« Public sampleability: In a projective PRG, the public parameters pp and the seed o are sampled jointly. For our
applications, we also require a public way to sample a projected seed (i.e., the Samp algorithm), and moreover,
that the publicly-sampled seed be computationally indistinguishable from the actual projected seed (even given
the public parameters). In our application to the Gentry-Waters compiler, the encryption algorithm uses the
public sampling algorithm to sample a seed when encrypting. Conversely, the reduction algorithm will prepare
the challenge ciphertext using a projected seed, and as such, it is important that the publicly-sampled seed
appears indistinguishable from a projected seed. This is a new property to this work and with the exception
of the construction from RSA, the projective PRGs in [ABI*23] from number-theoretic assumptions do not
support this property. Namely, in the number-theoretic constructions (i.e., based on groups, pairings, or LWE)
from [ABI"23], there is an efficient way to check consistency between a projected seed and the public parameters.

« Adaptive pseudorandomness: For our applications to adaptively-secure broadcast encryption, we require
our projective PRGs to satisfy an adaptive pseudorandomness notion. Namely, the adversary in the pseudoran-
domness game is allowed to make evaluation queries before it sees the projected key. In [ABI*23], the adversary
simply declares a challenge set S and is then given the projected seed os onto S together and its goal is to
distinguish the PRG values at indices i ¢ S from random. The ability to adaptively choose the set S after making
evaluation queries is essential when using projective PRGs to realize adaptive security for broadcast encryption.

At the same time, the work of [ABI*23] consider additional properties such as robustness, reusability, and sublinear-
size public parameters. These security notions are useful for their application to succinct computational secret sharing,
but are not relevant in our applications to broadcast encryption.

5 Semi-Static Security to Adaptive Security via Projective PRGs

In this section, we show how to use projective PRGs to generically upgrade any semi-statically-secure broadcast
encryption scheme into an adaptively-secure scheme. Our compiler follows the Gentry-Waters [GW09] strategy,
except we show that the random oracle can be instantiated with a publicly-sampleable projective PRG (Definition 4.1).
In Appendix A, we show how the same techniques can also be used to lift a semi-statically-secure distributed broadcast
encryption scheme into an adaptively-secure scheme.
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Construction 5.1 (Adaptively-Secure Broadcast Encryption). Let IIss = (SS.Setup, SS.KeyGen, SS.Enc, SS.Dec) be a
semi-statically-secure broadcast encryption scheme, ITpprg = (pPRG.Setup, pPRG.Samp, pPRG.Project, pPRG.Eval)
be a publicly-sampleable projective PRG. We construct an adaptively-secure broadcast encryption ITgg = (Setup,
KeyGen, Enc, Dec) as follows:

Setup (14, 1V): On input the security parameter A and the number of users N, the setup algorithm proceeds
as follows:
1. Sample a random string s < {0, 1} and (pp, o) « pPRG.Setup(1%, 1V).

2. Sample (SS.mpk, SS.msk) « SS.Setup(1%,12N). For ease of exposition, we index the set [2N] using a
pair (i,b) € [N] x {0, 1}.

3. Output mpk = (SS.mpk, pp) and msk = (SS.msk, s).

KeyGen(msk, i): On input the master secret key msk = (SS.msk, s), the key-generation algorithm samples
SS.skis, < SS.KeyGen(SS.msk, (i, s;)). It outputs the secret key sk; = (i, s;, SS.sk;,).

Enc(mpk, S, z): On input the master public key mpk = (SS.mpk, pp), a set of users S C [N], and a message
u € {0, 1}, the encryption algorithm proceeds as follows:

1. Sample o5 < pPRG.Samp(pp, S).
2. For each i € S, compute t; = pPRG.Eval(pp, 0s, S, i). Let So = {(i, ;) }ies and S; = {(i, 1 — t;) }ies-

3. Compute ciphertexts SS.cty «— SS.Enc(SS.mpk, So, p£) and SS.ct; « SS.Enc(SS.mpk, Sy, z). Output the
ciphertext ct = (SS.cto, SS.cty, 05).

« Dec(mpk, sk, S, ct): On input the master public key mpk = (SS.mpk, pp), the secret key sk = (j, b, SS.sk), a set
S € [N], and a ciphertext ct = (SS.ctg, SS.cty, o), the decryption algorithm proceeds as follows:

1. If j ¢ S, then output 0.
2. Foreachi € S, compute t; = pPRG.Eval(pp, 0, S, i). Let So = {(i, t;) }ies and Sy = {(i, 1 — t;) }ies-
3. Finally, compute and output SS.Dec(SS.mpk, SS.sk, Sbot;» SS.ctbeBtj).

Theorem 5.2 (Correctness). IfIlgs is correct, then Construction 5.1 is correct.

Proof. Take any A, N € N. Take any set S C [N] and index i € S, any message y € {0,1}. Let (mpk, msk) «
Setup (14, 1V), sk; « KeyGen(msk, i), and ct « Enc(mpk, S, ;). By construction, the following hold:

« First, mpk = (SS.mpk, pp) and msk = (SS.msk, s) where (SS.mpk, $S.msk) « SS.Setup(14, 12N), (pp, o) «
pPRG.Setup (14, 1V) and s & {0, 1}V.

+ Next sk; = (i, s;, SS.sk;s,) where SS.sk; s, < SS.KeyGen(SS.msk, (i, ;).

« Finally, ct = (SS.cto, SS.cty, 0s) where SS.cty <« SS.Enc(SS.mpk, So, 1), SS.ct; « SS.Enc(SS.mpk, Sy, p1),
os « pPRG.Samp(pp,S), So = {(i, ;) }ies, S1 = {(i, 1 — t;) }ies, and t; = pPRG.Eval(pp, 0s, S, i) for all i € S.

Consider now the value of Dec(mpk, sk, S, ct). By construction, if s; = ¢;, then (i, s;) € So. Conversely, if s; = 1 — t;,
then (i,s;) € S1. This means (i, s;) € Ss,e¢,- By correctness of Ilss, this means that

SS.Dec(SS.mpk, SS.skis,, Ss;et;» SS-Ctsmz;) = M
and correctness follows. O

Theorem 5.3 (Adaptive Security). Suppose Ilss satisfies semi-static security and Il prg satisfies correctness, sampling
indistinguishability, and adaptive pseudorandomness. Then Construction 5.1 is adaptively secure.

Proof. Let A be an efficient adversary for the adaptive broadcast security game. We begin by defining a sequence
of hybrid experiments:
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+ Hyb,: This is experiment EXPYY from Definition 3.3:

- Setup: On input the security parameter 1%, A outputs 1V. The challenger responds by computing
(mpk, msk) « Setup (1%, 1V) and gives mpk = (SS.mpk, pp) to A. Specifically, the challenger samples
s & {0,1}N, (pp, 0) « pPRG.Setup(14, 1V), (SS.mpk, SS.msk) « SS.Setup(14, 12V).

- Key-generation queries: On each key-generation query i € [N], the challenger responds with
sk; <« KeyGen(msk, i). In particular, sk; = (i, s;, SS.sk;,) where SS.sk; s, <— SS.KeyGen(SS.msk, (i, s;)).

— Challenge query: After A outputs a set S € [N] \ I where I C [N] is the set of indices on which
A made a key-generation query. The challenger responds with ct < Enc(mpk, S, 0). Specifically,
ct = (SS.ctp, SS.cty, 0s) where SS.cty « SS.Enc(SS.mpk, Sp, 0), SS.ct; « SS.Enc(SS.mpk, 51,0), s «—
pPRG.Samp(pp, S), So = {(i, ;) }ies, S1 = {(i, 1 — t;) }ies, and t; = pPRG.Eval(pp, o5, S, i) for all i € S.

— Output: At the end of the game, algorithm A outputs abit b € {0, 1}, which is the output of the experiment.

» Hyb;: Same as Hyb, except when constructing the challenge ciphertext, the challenger now computes
os < pPRG.Project(pp, o, S).

+ Hyb,: Same as Hyb,, except during setup, the challenger computes o[x| < pPRG.Project(pp, o, [N]). Then,
it sets s; = pPRG.Eval(pp, ojn1, [N]. ) for all i € [N].

+ Hyb,: Same as Hyb, except the challenger switches SS.ct; to be an encryption of 1. Namely, the challenger
now computes SS.ct; < SS.Enc(SS.mpk, Sy, 1).

« Hyb,: Same as Hyb,, except the challenger now samples s <~ {0, 1}"¥ during setup.

+ Hyb: Same as Hyb,, except during setup, the challenger first computes o|y| < pPRG.Project(pp, o, [N]).
Then, it sets s; = 1 — pPRG.Eval(pp, oyn, [N], i) for all i € [N].

+ Hyb,: Same as Hyb,, except the challenger switches SS.ct, to be an encryption of 1. Namely, the challenger
now computes SS.cty «— SS.Enc(SS.mpk, S, 1).

« Hyb,: Same as Hyb, except the challenger now samples s <~ {0, 1}"¥ during setup.

» Hybg: Same as Hyb, except when constructing the challenge ciphertext, the challenger samples o5 <«
pPRG.Samp(pp, S). This is experiment EXPSY from Definition 3.3.

We write Hyb, (A) to denote the random variable corresponding to the output of an execution of hybrid Hyb; with
adversary A (and an implicit security parameter 1). We now show that the output distributions of each adjacent
pair of hybrid experiments is computationally indistinguishable.

Lemma 5.4. Suppose Il prg satisfies sampling indistinguishability. Then, there exists a negligible function negl(-) such
that for all A € N, | Pr[Hyb,(A) = 1] — Pr[Hyb,(A) = 1]| = negl(4).

Proof. Suppose |Pr[Hyb,(A) = 1] — Pr[Hyb, (A) = 1]| > (1) for some non-negligible e. We use A to construct
an efficient adversary 8 for the sampling indistinguishability game:

1. On input the security parameter 1%, algorithm B starts running algorithm A(1%). Algorithm A outputs a length
parameter 1V which algorithm B forwards to its challenger. The sampling indistinguishability challenger
replies with pp.

2. Algorithm B now sampless < {0, 1}" and (SS.mpk, SS.msk) « SS.Setup(1%, 12V). It gives mpk = (SS.mpk, pp)
to A.

3. When algorithm A makes a key-generation query on an index i € [N], algorithm B computes SS.sk; s, «
SS.KeyGen(SS.msk, (i, s;)) and replies with sk; = (i, s;, SS.ski,).

4. When algorithm A makes a challenge query for the set S C [N] \ I, algorithm $ forwards S to its challenger
and receives og.
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5. For each i € S, algorithm B computes t; = pPRG.Eval(pp, s, S,i). It then defines Sy = {(i,t;) }ies, S1 =
{(i,1—1;) }ies, SS.cty «— SS.Enc(SS.mpk, So, 0), SS.ct; « SS.Enc(SS.mpk, Sy, 0). The challenger responds with
ct = (SS.cty, SS.cty, 05).

6. At the end of the game, algorithm A outputs a bit b € {0, 1} which algorithm B also outputs.

We now analyze the distribution of EXP{?). (1%, B) for 8 € {0,1}:

samp

« Suppose f = 0. This means (pp, 0) < pPRG.Setup(1%,1V) and a5 < pPRG.Samp(pp, S). This is the distribu-
tion in Hyb,, so algorithm 8 outputs 1 with probability Pr[Hyb,(A) = 1].

- Suppose § = 1. This means (pp, o) < pPRG.Setup(1%,1V) and o5 < pPRG.Project(pp, o, S). This is the
distribution in Hyb, so algorithm 8 outputs 1 with probability Pr[Hyb, (A) = 1].

We conclude that algorithm 8 breaks mode indistinguishability with non-negligible advantage e. O

Lemma 5.5. Suppose Il prg satisfies adaptive pseudorandomness. Then, there exists a negligible function negl(-) such
that for all A € N, | Pr[Hyb, (A) = 1] = Pr[Hyb,(A) = 1]| = negl(4).

Proof. Suppose |Pr[Hyb,(A) = 1] — Pr[Hyb,(A) = 1]| > (1) for some non-negligible e. We use A to construct
an efficient adversary 8 for the adaptive pseudorandomness game:

1. On input the security parameter 14, algorithm 8 starts running algorithm A (1*). Algorithm A outputs a length
parameter 1V which algorithm 8B forwards to its challenger. The sampling indistinguishability challenger
replies with pp.

2. Algorithm B samples (SS.mpk, SS.msk) « SS.Setup (1%, 12V) and gives mpk = (SS.mpk, pp) to A.

3. When algorithm A makes a key-generation query on an index i € [N], algorithm B makes an evaluation
query to its challenger on i and receives s;. It then computes SS.sk; 5, < SS.KeyGen(SS.msk, (i, s;)) and replies
with sk; = (i, s;, SS.skis, ).

4. When algorithm A makes a challenge query for the set S C [N] \ I, algorithm $ makes an evaluation query
on all indices [N] \ S. It then makes a challenge query and receives os.

5. For each i € S, algorithm B computes t; = pPRG.Eval(pp, os, S, i). It defines So = {(i, ;) }ies, S1 = {(i,1 -
ti))}ies, SS.ctg < SS.Enc(SS.mpk, Sy, 0), SS.ct; « SS.Enc(SS.mpk,S;,0). The challenger responds with
ct = (SS.cty, SS.cty, 03).

6. At the end of the game, algorithm A outputs a bit b € {0, 1} which algorithm B also outputs.

We now analyze the distribution EXP’(fg) (1%, B). First, let I C [N] be the indices algorithm A makes to the key-
generation oracle, and let Ig be the indices algorithm B makes to its evaluation oracle. From the requirements of
the broadcast security definition, we have that S € [N] \ I, or equivalently, that I C [N] \ S. By construction of 8B,
we have that Ig =T U ([N]\ S) = [N] \ S. Correspondingly, [N] \ Iz = S. We now consider the distribution of of
EXPF()@(IA, B) for each f € {0, 1}:

« Suppose f = 0. In this case, the challenger samples (pp, 0) « pPRG.Setup(1*,1V) and computes O[N]
pPRG.Project(pp, o, [N]). It responds to each evaluation query on i € [N] with s; = pPRG.Eval(pp, o, [N], ).
Since [N] \ Ig = S, the challenger responds with os «— pPRG.Project(pp, 0, S) in the challenge phase. This is
precisely the behavior in Hyb, (:A), so in this case, algorithm B outputs 1 with probability Pr[Hyb,(A) = 1].

- Suppose B = 0. In this case, the challenger samples (pp, o) < pPRG.Setup(1*, 1V) andu & {0, 1}V, It responds
to each evaluation query on i € [N] with s; = u;. In the challenge phase, the challenger again responds with
os < pPRG.Project(pp, 0, S). This is precisely the behavior in Hyb, (A), so in this case, algorithm 8 outputs
1 with probability Pr[Hyb, (A) = 1].

We conclude that algorithm B breaks adaptive pseudorandomness with non-negligible advantage . O
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Lemma 5.6. Suppose Ilss satisfies semi-static security and Il,prg is correct. Then, there exists a negligible function
negl(-) such that for all A € N, | Pr[Hyb,(A) = 1] — Pr[Hyb,(A) = 1]| = negl(1).

Proof. Suppose |Pr[Hyb,(A) = 1] = Pr[Hyb;(A) = 1]| > (1) for some non-negligible e. We use A to construct
an efficient adversary 8B for the semi-static security game:

1. On input the security parameter 1%, algorithm 8 starts running algorithm A(1%). Algorithm A outputs a
length parameter 1V.

2. Algorithm B samples (pp, o) < pPRG.Setup(1%,1V) and computes o] < pPRG.Project(pp, o, [N]). Then,
for each i € [N], it computes s; = pPRG.Eval(pp, orn1, [N], §).

3. Algorithm 8 constructs the set S* = {(i, 1 —s;) }ie[n]. It forwards 12N together with the set S* to the semi-static
security challenger. The challenger replies with SS.mpk. Algorithm 8 gives mpk = (SS.mpk, pp) to A.

4. When algorithm A makes a key-generation query on an index i € [N], algorithm $ makes a key-generation
query to its challenger on (i,s;) € [2N] \ S* to get a key SS.sk;,. It replies to A with sk; = (i, s;, SS.ski, ).

5. When algorithm A makes a challenge query for a set S C [N], algorithm 8B starts by computing a pro-
jected seed os «— pPRG.Project(pp, 0, S). Then it sets So = {(i,s;) }ies and S; = {(i, 1 — s;) }ses. It computes
SS.cty « SS.Enc(SS.mpk, Sy, 0) and forwards S; to the semi-static security challenger. The challenger replies
with a ciphertext SS.ct;. Algorithm B replies to A with ct = (SS.ct, SS.cty, 05).

6. At the end of the game, algorithm A outputs a bit b € {0, 1} which algorithm B also outputs.

By construction, algorithm 8 is a valid adversary for the semi-static security game. Namely, algorithm $B only makes
key-generation queries on indices (i,s;) € [2N] \ S* and moreover, the challenge set S; C S*. We now analyze the
distributions of EXP{£} (14, B). We consider each component separately.

« The semi-static security challenger samples (SS.mpk, SS.msk) « SS.Setup(1%, 12V), which coincides with the
distribution of SS.mpk in Hyb, and Hyb,.

+ Next, the semi-static security challenger responds to key-generation queries by computing SS.sk;;, <«
$S.KeyGen(SS.msk, (i, s;)), which again coincides with the distribution in Hyb, and Hyb,.

« Next, consider the sets Sy and S;. In the reduction, algorithm B sets Sp = {(i,s;) }ies and S; = {(i, 1 — s;) }ies,
where s; = pPRG.Eval(pp, o], [N], i). Since o5 < pPRG.Project(pp, o, S), correctness of IT,prg means that
si = pPRG.Eval(pp, o5, S, i) for all i € S. Thus, the sets Sy and S; are constructed exactly as in Hyb, and Hyb,.
Thus, SS.cty is distributed exactly according to the distribution in Hyb, and Hyb,.

« It suffices to consider the distribution of SS.ct;. When f = 0, SS.ct; < SS.Enc(SS.mpk, S1,0) and when
B =1, SS.ct; « SS.Enc(SS.mpk, Sy, 1). The former corresponds to the distribution in Hyb, while the latter
corresponds to the distribution in Hyb,.

We conclude that algorithm B breaks semi-static security with non-negligible advantage e. O

Lemma 5.7. Suppose Il prg satisfies adaptive pseudorandomness. Then, there exists a negligible function negl(-) such
that for all A € N, | Pr[Hyb,;(A) = 1] — Pr[Hyb,(A) = 1]| = negl(4).

Proof. Follows by an analogous argument as the proof of Lemma 5.5. O

Lemma 5.8. Suppose Il prg satisfies adaptive pseudorandomness. Then, there exists a negligible function negl(-) such
that for all A € N, | Pr[Hyb,(A) = 1] — Pr[Hyb;(A) = 1]| = negl(1).

Proof. Follows by an analogous argument as the proof of Lemma 5.5. O
Lemma 5.9. Suppose Ilss satisfies semi-static security and Il,prg is correct. Then, there exists a negligible function

negl(-) such that for all A € N, | Pr[Hyb.(A) = 1] — Pr[Hyb,(A) = 1]| = negl(1).
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Proof. Follows by an analogous argument as the proof of Lemma 5.6. O

Lemma 5.10. Suppose Il prg satisfies adaptive pseudorandomness. Then, there exists a negligible function negl(-) such
that for all A € N, | Pr[Hyb,(A) = 1] — Pr[Hyb,(A) = 1]| = negl(4).

Proof. Follows by an analogous argument as the proof of Lemma 5.5. O

Lemma 5.11. Suppose Ipprg satisfies sampling indistinguishability. Then, there exists a negligible function negl(-)
such that for all A € N, | Pr[Hyb,(A) = 1] — Pr[Hybg(A) = 1]| = negl(A).

Proof. Follows by an analogous argument as the proof of Lemma 5.4. O
Adaptive security now follows by combining Lemmas 5.4 to 5.11. O
Theorem 5.12 (Succinctness). Suppose IIss and I prc are succinct. Then Construction 5.1 is succinct.

Proof. In Construction 5.1, a ciphertext for a set S C [N] consists of two ciphertexts for the semi-static broadcast
encryption scheme IIss as well as a projected seed o for IT,prg. By succinctness of the underlying primitives, the size
of the ciphertext is 2 - 0(]S]) - poly(4,log N) + poly(4,log N), which satisfies the required succinctness properties. O

Application to distributed broadcast encryption. As discussed in Section 2, we can adapt Construction 5.1
to upgrade any semi-statically-secure distributed broadcast encryption scheme into an adaptively secure one using
a projective PRG. We give the full details in Appendix A. Our compiler yields the first constructions of distributed
broadcast encryption in the plain model (see Table 2) from search assumptions over groups with bilinear maps as
well as from witness encryption (together with function-binding hash functions).

6 Constructing Publicly-Sampleable Projective PRGs

In the following sections, we give a variety of constructions of projective PRGs from standard number theoretic
assumptions: (1) the computational Diffie-Hellman (CDH) assumption in pairing-free groups; (2) the computational
bilinear Diffie-Hellman (CBDH) assumption in pairing groups; and (3) the learning with errors (LWE) assumption.
Our constructions follow a similar template as the number-theoretic constructions from [ABI*23], though we will
need to introduce additional randomization to support the additional public-sampleability requirement we require. We
refer to Remark 4.2 for further discussion of the definitional differences between our notion of a publicly-sampleable
projective PRG and the notion from [ABI*23]. Finally, in Appendix B, we also give a construction from RSA; this
construction is nearly identical to the RSA-based construction from [ABI*23].

6.1 Publicly-Sampleable Projective PRGs from CDH

In this section, we show how to construct a projective PRG from the Computational Diffie-Hellman (CDH) assumption
in pairing-free groups. Our construction is an adaptation of the projective PRG scheme from [ABI*23, §3.4.1]. Impor-
tantly, the original construction from [ABI*23] does not satisfy sampling indistinguishability since the adversary can
use the components of the public parameters to determine whether a given seed is the output of Project or the output of
Samp. Our construction introduces additional randomization (specifically, the random exponent « in Construction 6.3)
to ensure sampling indistinguishability. Additionally, we use the Goldreich-Levin hardcore extractor to reduce the
assumption required for adaptive pseudorandomness from DDH to CDH. We begin by recalling the CDH assumption.

Definition 6.1 (Prime-Order Group Generator). A prime-order group generator PrimeGroupGen is an efficient
algorithm that takes as input the security parameter 1* and outputs a description G = (G, p, g) of a group G with
prime-order p = 2°) and generator g. We require that the group operation in G be efficiently-computable, and that
each element of G can be represented by a bit-string of length at most p = p(A).
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Notation. We will use implicit notation to represent group elements [EHK"13]. Specifically, let G = (G, p,g) be a
prime-order group. For a matrix A € Z*™, we write [A]g to denote the matrix of group elements g” (where exponen-
tiation is defined component-wise). For matrices A, B of identical dimension and a scalar ¢, we write ¢ - [A]g = [cAlc
and [A]g + [B]g = [A + B]g. We now define the CDH problem.

Assumption 6.2 (Computational Diffie-Hellman). Let PrimeGroupGen be a prime-order group generator. The com-
putational Diffie-Hellman (CDH) assumption holds with respect to PrimeGroupGen if for all efficient (and possibly
non-uniform) adversaries A, there exists a negligible function negl(-) such that for all A € N,

G = (G, p, 9) < PrimeGroupGen(1%)

Pr | A G, [o]s, [w]e) = [ow]c : oy = negl(2).

Construction 6.3 (Publicly-Sampleable Projective PRG from CDH). Let A be a security parameter. Let PrimeGroupGen
be a prime-order group generator and let p = p(4) be a bound on the bit-length of the group elements associated
with PrimeGroupGen. Let hc: {0,1}” x {0,1}¥ — {0, 1} be the Goldreich-Levin extractor. We construct a publicly-
sampleable projective PRG IIpprg = (Setup, Samp, Project, Eval) as follows:

« Setup(14, 1°): On input the security parameter A and the output length ¢ € N, the setup algorithm starts by
sampling G = (G, p,g) « PrimeGroupGen(1%). It then samples a ¢ Z,, and a, s < Zi,. Tt computes M € Z;*
where M; ; = s;a; forall i # j and M;; = 0 for all i € [¢]. Finally, it samples the extractor seed r <~ {0, 1}” and
outputs the public parameters pp = (G, [a]g, [M]g, r) and the seed o = (a, 5).

« Samp(pp, S): On input the public parameters pp = ((G, p, g9), [a]g, [M]g, r) and the target set S C [¢], the
sampling algorithm samples x <~ Z, and outputs o5 = x.

« Project(pp, 0, S): On input the public parameters pp = ((G, p, 9), [a]g, [M]g, 1), the 0 = (@, s), and a target set
S C [¢], the projection algorithm outputs the projected seed o5 = @ + X ;c5 Si-

« Eval(pp, g5, S, i): On input the public parameters pp = ((G, p, g), [a] s, [M]g, 1), a projected seed o5 € Z,, the
associated set of indices S C [¢], and an index i € S, the evaluation algorithm computes

[yilec = 05 - [ailg — Z [M; ]G,
jes\{i}
and outputs hc([yi]g, r).
Theorem 6.4 (Correctness). Construction 6.3 is correct.

Proof. Take any security parameter A € N, output length ¢ € N, set of indices S C [¢], and any index i € S. Let
(pp, o) « Setup(1%,1%) and a5 « Project(pp, o, S). By construction, pp = (G, [alg, [M]g. 1) and o5 = & + ;e i
Consider the value of [y;]g computed by Eval(pp, o5, S, i). By definition,

Y =0s-a; — Z Mj,i = (OC+ZSJ') a; — Z Sjai = (a+s,~)ai.
jes\{i} Jjes jes\{i}

Next, let oj,) < Project(pp, o, [£]). Then o) = a+2;c[¢) Si- A similar calculation now show that Eval(pp, oy}, [£],1) =
Eval(pp, 0s, S, i). O

Theorem 6.5 (Succinctness). Construction 6.11 is succinct.

Proof. Take any (pp, o) in the support of Setup(1%, 1°). For all sets S, the projected key [os]c output by Project(pp, o, S)
consists of a single element of Z,,, which has size ©(A). In particular, the size of the projected seed is independent
of the size of the associated set S. O

Theorem 6.6 (Sampling Indistinguishability). Construction 6.3 satisfies perfect sampling indistinguishability.
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Proof. Let A be an adversary for the sampling indistinguishability game. We first recall the experiments in the
sampling indistinguishability security definition:

« EXP{Y (14, A): This experiment proceeds as follows:

samp
1. On input the security parameter 1%, algorithm A outputs the input length 1¢.

2. The challenger samples (pp, 0) « Setup(1%,1¢). Concretely, the challenger samples G = (G, p, g) «—
PrimeGroupGen(1%), a & Zp, a,s & Zf,, and r & {0,1}”. It computes M € ZZX[ where M; ; = s;a; for
alli # jand M;; = 0 for all i € [£]. The challenger gives pp = (G, [a]g, [M]g, ) to A.

3. Algorithm A outputs a set S C [#] and the challenger replies with o5 < Samp(pp, S). Specifically, the
challenger samples o5 < Z,,.

4. Algorithm A outputs a bit b € {0, 1}, which is the output of the experiment.

« EXPL) (14, A): Same as EXP(?) | except the challenger sets o5 = o + 3,5 s:.

samp samp?

The only difference between EXPSEgr)np(l’l, A) and EXPSr)np(ll, A) is the distribution of os. In EXPgr)np, the challenger
samples a - Z, and the only element in the experiment that depends on a is o5 = & + ;5 si. Thus, we conclude
that the distribution of o5 is uniform over Z, and independent of all other quantities. This is the distribution in

EXng,)np. Since the two experiments are identically distributed, the theorem holds. O

Theorem 6.7 (Adaptive Pseudorandomness). If the CDH assumption holds with respect to PrimeGroupGen, then
Construction 6.3 satisfies adaptive pseudorandomness.

Proof. Before proving the theorem, we first state the following corollary of the CDH assumption (Assumption 6.2)
and Theorem 3.2. This will be useful in our security analysis.

Lemma 6.8. Suppose the CDH assumption holds with respect to PrimeGroupGen and let hc: {0,1}” x {0,1}” — {0, 1}
be the Goldreich-Levin extractor. Then, for all efficient (and possibly non-uniform) adversaries A, there exists a negligible
function negl(-) such that for all A € N:

Pr [ﬂ(ﬂ, 1. (G . [0] e [w]o), he([(a +v)wls, 1)) = 1] —Pr [ﬂ(ﬂ, 1. (G. o [v]c [wla). b) = 1” = negl(}),

where G = (G, p, g) < PrimeGroupGen(1%), a, 0, w & Zp,r < {0,1}*, and b < {0, 1}.
Proof. We start by defining a joint distribution (X, Y) = {(X}, Y1)} 1en as follows:

- Sample G = (G, p, g) < PrimeGroupGen(1%) and exponents a,v, w € Z,,.

o Letx = [(@+v)w]g and y = (G, @, [v]g, [w]g). Output the pair (x, y).

Next, under the CDH assumption, X is computationally unpredictable given Y. To see this, suppose there exists an
efficient algorithm A that can predict x given y when (x,y) « (X}, Y)) with non-negligible probability . We use
A to construct an efficient algorithm 8 for the CDH problem:

« On input the CDH challenge (14, G, [v]c, [w]g), where G = (G, p, 9), algorithm B samples o & Z, and sets
y=(G.a vl [wle).

« Algorithm 8 gives 1* and y to algorithm A to obtain an output x = [z]g.
« Algorithm B outputs [z]g — « - [w]G-

By assumption, the CDH challenger samples G « PrimeGroupGen(1%) and v, w & Z,. Algorithm B then samples
a & Z,, so algorithm B perfectly simulates the distribution of y in (x,y) < X; X Y3, where the associated value of x
is x = [(a + v)w]g. Thus, with probability ¢, algorithm A outputs [z]g = [(a + v)w]g. In this case, z — aw = vw and
algorithm B successfully solves the CDH problem with the same non-negligible advantage ¢. We conclude that under
CDH, the distribution of X is computationally unpredictable given Y. Lemma 6.8 now follows from Theorem 3.2. O
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Proof of Theorem 6.7. We now return to the proof of Theorem 6.7. For each index i € {0} UN, we define an
experiment Hyb; as follows:

+ Hyb;: This is a variant of the adaptive pseudorandomness experiment:

— On input the security parameter 1%, algorithm A outputs the length parameter 1¢. The challenger runs
(pp, o) « Setup(1%,1°). Specifically, the challenger samples G = (G, p,g) < PrimeGroupGen(1%),
a & Zp,a,s & Zf,, r & {0,1}” and constructs M € Zf,” where M; j = s;a; for i # j and M;; = 0 for all
i € [£]. It sets pp = (G, [a]g, [M]g, 1) and o = (a, s). The challenger gives pp to A.

- The challenger also samples o7,] < Project(pp, o, [¢]) and u < {0, 1}*. In particular o[, = a + Zjele] Si-

- When A makes an evaluation query on j € [f], the challenger replies with Eval(pp, o), [£], ) if j > i
and with u; if j < i. In particular, when j > i, the challenger computes

[yile=op - lajla— D> [Mijlo = [(a+s)a]o
keleI\{j}
and responds with hc([y;]g, 1).

— After A finishes making evaluation queries, the challenger computes the seed os < Project(pp, o, [£] \ I)
where I C [f] is the set of indices on which algorithm A made an evaluation query. In particular,
0s = a+ X jere1\1 Sj- The challenger gives os to A.

— At the end of the game, algorithm A outputs a bit b € {0, 1}, which is the output of the experiment.
We write Hyb, (A) to denote the random variable corresponding to the output of an execution of hybrid Hyb,; with

adversary A (and an implicit security parameter 1). By construction, observe that EXP,()?é(l’l, A) = Hyb,(A) and

EXP'()%(IA, A) = Hyb,(A). For an index i € {0} UN, define p; := Pr[Hyb,;(A) = 1]. For each experiment, we define

E; to be the event that algorithm A makes an evaluation query on index i. Then, for all i € {0} UN, we can write
pi = Pr[Hyb;(A) = 1] = Pr[Hyb,(A) = 1 A E;] + Pr[Hyb,;(A) = 1 A =E;].

By construction, the only difference between experiments Hyb,_; and Hyb, is how the challenger responds to an
evaluation query on index i. If the adversary does not make an evaluation query on index i, then its view in the two
experiments is identically distributed. Thus, we have

Pr[Hyb;_;(A) = 1 A =E;] = Pr[Hyb,(A) =1 A =E;].

Hence, we conclude

Pi—Ppi-1= Pr[Hybl(Jﬂ) =1A El] - Pr[Hybl_l(ﬂ) =1A El] (61)
Suppose now that
| Pr[EXP() (11, A) = 1] = Pr[EXP() (14, A) = 1]| > £(1) (6.2)

for some non-negligible ¢. We use A to construct an efficient adversary 8 for the distinguishing problem from
Lemma 6.8:

1. On input the challenge (1%, 1, (G, @, [v]G, [W]c), b) where G = (G, p, g), algorithm B runs A on input 1% to
obtain the output length 1¢. Algorithm B samples an index i < [£].

2. Forall j € [£] \ {i}, algorithm B samples aj, s; <~ Z, and u; < {0,1}. It sets [a;]g = [w]g. Next, for all j # k,
algorithm 8 constructs [M; ] as follows:

[sjar]le  jk#i
Mkl =qlolg-axr j=ik#i
sj-[wle k=ij#i

Algorithm 8 sets pp = (G, [a]c, [M]g, r) and gives pp to A.
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3. When algorithm A makes an evaluation query on an index j € [¢], the challenger responds as follow.

« If j < i, the challenger responds with u;.
« If j = i, the challenger responds with b.
o If j > i, the challenger responds with hc([(a + s;)a;]c,1).
4. After A finishes making evaluation queries, let I C [#] be the set of indices on which algorithm A made an

evaluation query. If i ¢ I, then algorithm 8 outputs 0. Otherwise algorithm 8 responds with o5 = a+ 3 jc[¢]\s $;-
Since i € I, this means i ¢ [¢] \ I, so algorithm B knows all of the exponents s; needed to construct os.

5. At the end of the game, algorithm A outputs a bit b’ € {0, 1} which algorithm 8 also outputs.

Since A is efficient, algorithm 8 is efficient, so it suffices to analyze its advantage.

Analyzing the advantage of 8. Let W, be the event that B outputs 1 when the challenger sets b = hc([(a + v)w]g, 1)
and W, be the event that B outputs 1 when the challenger samples b <~ {0, 1}. Suppose algorithm B samples i = i*

in the above reduction. By construction, the challenger for the experiment in Lemma 6.8 samples a, v, w <~ Zyp. Thus,
algorithm B perfectly simulates the public parameters (where v plays the role of s;+ and w plays the role of a;<) and

the evaluation queries on indices j # i* for A. We consider the distribution of the challenge bit b.

« Suppose b = he([(a +v)w]g, 1) = hc([a + si-ai+ g, T). In this case, the responses to the evaluation queries are
distributed according to the specification in Hyb,._,. We consider the probability that algorithm 8 outputs 1 in
this case. First, if algorithm A does not make an evaluation query on index i*, then algorithm 8 always outputs
0. If algorithm A does make an evaluation query on index i*, then algorithm B perfectly simulates the challenge
according to the distribution in Hyb,._;, and thus, outputs 1 with probability Pr[Hyb,._,(A) =1 | E+]. Thus,
in this case, algorithm 8B outputs 1 with probability

Pr[B outputs 1 | i = i*] =Pr[Hyb,._;(A) =1| E;<] - Pr[E;+] = Pr[Hyb,._,(A) =1 A E;+].

« Suppose b < {0,1}. In this case, the responses to the evaluation queries are distributed according to the
specification in Hyb,.. By a similar reasoning as in the previous case, we conclude that in this case

Pr[8B outputs 1 | i = i*] = Pr[Hyb,.(A) = 1| E;+] - Pr[E;+] = Pr[Hyb,.(A) =1 A E;+].

Finally, algorithm B samples i <~ [¢]. Thus

Pr[Wy = 1] = % > PrlHyb,_,(A) = 1 AE],

ielf]
1
Pr[W; =1] = - Z Pr[Hyb,(A) =1 A E;].
¢ i€[¢]
Since EXPg?é(l)L, A) = Hyby(A) and EXP&%(IA, A) = Hyb,(A), we appeal to Egs. (6.1) and (6.2) and conclude that
1
|PrWo = 1] - Pe{W; = 1] = |Zi€m Pr[Hyb,_,(A) = 1 A E;] - Pr[Hyb, (A) = 1 A E,]

1
¢ |Zi€[{’] pi = Pi-1

1 1 £
= Zlpo = pel = E|Pr[EXP,§?{_§(1A, A) =1] - Pr[EXP{D (14, A) = 1]| > >
which is non-negligible since A is efficient which means ¢ = poly(4). O
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6.2 Publicly-Sampleable Projective PRGs from Computational Bilinear Diffie-Hellman

A limitation of Construction 6.3 is the size of the public parameters scales quadratically with the output length of the
projective PRG. This is because the public parameters consist of a matrix of group elements [s;a;]c forall i # j € [¢].
In this section, we show how we can use bilinear maps to compress the public parameters in this construction to
be linear in ¢. Note that the naive approach of simply giving out [s;]g and [a;]g for all i, j € [¢] in the public
parameters and using the pairing to compute the pairwise products [s;a;]c, = [silc - [aj]¢ does not work because
this would also reveal the non-cross-terms [s;a;]g,. Instead, we adopt the approach from [BW10] who show how
to use bilinear maps to encode [s;a;]g, for all i # j € [£] using just a linear number of group elements, while
simultaneously ensuring that the non-cross-terms [s;a;]g, remain (computationally) hidden. We note that this also
gives the first projective PRG scheme from bilinear maps with a linear-size public parameters; the scheme based on
bilinear maps from [ABI*23] also had quadratic-size public parameters. We begin by recalling the computational
bilinear Diffie-Hellman assumption over (symmetric) pairing groups.

Definition 6.9 (Prime-Order Bilinear Group Generator). A (symmetric) prime-order bilinear group generator
PrimeBGroupGen is an efficient algorithm that takes as input the security parameter 14 and outputs a description
G = (G,Gr,p,g.e) of cyclic groups G, Gr with prime-order p = 29M), a generator g of G, and an efficiently-
computable non-degenerate bilinear map e: GXG — Gr. We require that the group operation in both G and Gr to be
efficiently-computable, and that each element of G and G can be represented by a bit-string of length at most p = p(A).

Notation. We also use implicit notation to represent group elements. For a symmetric-pairing group G =
(G,Gr, p, g, ), we write [A]g to denote g* and [A]g, to denote e(g,g)*. For matrices A, B with suitable di-
mensions and a scalar ¢ € Z,, we write ¢ - [A]lg = [cA]g, ¢ - [Alg, = [cAlg;, [Alg + [B]le = [A+B]g,
[Alg; + [Blg; = [A+B]g,, and [A]g - [B]g := [AB]g,.

Assumption 6.10 (Computational Bilinear Diffie-Hellman Assumption). Let PrimeBGroupGen be a prime-order
bilinear group generator. The computational bilinear Diffie-Hellman (CBDH) assumption holds with respect to
PrimeGroupGen if for all efficient (and possibly non-uniform) adversaries A, there exists a negligible function negl(-)
such that for all 1 € N,

G = (G,Gr, p, g, e) < PrimeBGroupGen(1%)

Pr (AN G, [ulc, [v]a, [We) = [uow]a, : o, w & Z,.

= negl(4).

Construction 6.11 (Publicly-Sampleable Projective PRG from CBDH). Let A be a security parameter. Next, let
PrimeBGroupGen be a prime-order bilinear group generator and let p = p(4) be a bound on the bit-length of the
group elements associated with PrimeBGroupGen. Let hc: {0, 1}” x {0, 1} — {0, 1} be the Goldreich-Levin extractor.
We construct a publicly-sampleable projective PRG IIpprg = (Setup, Samp, Project, Eval) as follows:

« Setup(1%,1%): On input the security parameter A and the output length ¢ € N, the setup algorithm starts
by sampling G = (G,Gr,p,g,e) «— PrimeBGroupGen(1%). It then samples a,y,§ < Z, and a,s & Z,. 1t
computes vector ¢, d € Zf, such that ¢; = (yi + 8)a;, and d; = (yi + §)s; Finally, it samples the extractor seed
r < {0, 1}” and outputs the public parameters pp = (G, [y]c, [alc. [s]a; [c]g, [d]c, r) and the seed o = (a, s).

« Samp(pp, S): On input the public parameters pp = ((G, Gr, p, g, e), [y]e, [a]c, [s]a, [c]g, [d]c, r) and the target
set S C [£], the sampling algorithm samples x ¢ Z, and outputs [os]c = x - [y]c.

« Project(pp, 0,S): On input the public parameters pp = ((G,Gr,p, g, ¢€), [v]lc, [ala, [S]e, [clG, [d]g, T), the
seed 0 = (a,s), and a target set S C [¢], the projection algorithm outputs the projected seed [os]c =
(o + Zjessi) - [vle.

« Eval(pp, [0s]G, S, i): On input the public parameters pp = ((G, Gr, p, g, €), [v]c, [ala, [s]c, [c]a, [d]g, 1), a seed
[os]c € G, the associated set of indices S C [£], and an index i € S, the evaluation algorithm first computes
the cross terms [M; ;]G

(Mjile, = (i— )" ([sjle - [eile - [aile - [djle),
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for each j € S\ {i}. Then, it computes
lyile, = [aile - [os]le - Z (Mj.ilrs
jes\{i}
and outputs hc([y;]g,, T).
Theorem 6.12 (Correctness). Construction 6.11 is correct.

Proof. Take any security parameter A € N, output length ¢ € N, set of indices S C [¢], and index i € S. Take any
(pp. o) in the support of Setup (1%, 1¢). Let [os]c < Project(pp, o, S). By construction,

ieS

pp = (G, [vle. [ala, [s]e, [c]a, [d]g. 1) and  [os]e = (a + Zsi) -[vle-

Consider the value of M; ; and y; computed by Eval(pp, [os]g, S, i). By construction, for all i € [¢], the Setup algorithm
sets ¢; = (yi + 8)a; and d; = (yi + )s;. By definition, for all j € S\ {i}, we now have

Mj; = (i— )" (sjei — aidj) = (i — j) " ((yi+ &)sjai — (vj + Saisj) = ys;a.

Next, o5 = y(a + ZjeS sj). Hence, for alli € S,

Y; =0s - a;j — Z Mj,iz(a+Zsj)yai— Z ysjai = y(a +s;)a;.

jes\{i} Jjes jes\{i}

In particular, the value of y; for i € S is independent of the choice of set S. We conclude that Eval(pp, [of,]]a, [£], 1) =
Eval(pp, [os]a. S, i), where [o[,]]G < Project(pp, o, [£]) and correctness holds.

Theorem 6.13 (Succinctness). Construction 6.11 is succinct.

Proof. Take any (pp, o) in the support of Setup(1%, 1¢). For all sets S, the projected key [os]c output by Project(pp, o, S)
consists of a single element of G, which has size p(1) = poly(4). In particular, the size of the projected seed is
independent of the size of the associated set S. O

Theorem 6.14 (Sampling Indistinguishability). Construction 6.11 satisfies perfect sampling indistinguishability.

Proof. Let A be an adversary for the sampling indistinguishability game. We first recall the experiments in the
sampling indistinguishability security definition:

. EXng%p(ll, A): This experiment proceeds as follows:

1. On input the security parameter 1%, algorithm A outputs the input length 1°.

2. The challenger samples (pp, o) < Setup(1%, 1). Concretely, the challenger samples G = (G, Gr, p, g, €) «
PrimeBGroquen(lA),a, Y, 0 & Zy, 2,8 & Zf,, andr & {0,1}. It computes ¢, d € Zf, such that
¢i = (yi+9d)ai, d;i = (yi + 6)s;. The challenger gives pp = (G, [v]a. [als, [s]e, [¢]G, [d]g, r) to A.

3. Algorithm A outputs a set S C [#] and the challenger replies with [os]g < Samp(pp, S). Specifically,
the challenger samples x ¢ Z,, and sets [os]c = x - [y]c.

4. Algorithm A outputs a bit b € {0, 1}, which is the output of the experiment.

. EXPg;r)np(l)L,ﬂ): Same as EXP(%) except the challenger sets [os]c = (@ + 2jes i) - [v]a-

samp?

The only difference between EXPs(gr)np(l/l, A) and EXPg;%p(l’l, A) is the distribution of [o5]g. In EXPg,)np, the chal-
lenger samples a <~ Z,, and the only element in the experiment that depends on a is [os]c = (a+ X5 8i) - [y]a. Thus,
the distribution of the multiplicative term (e + };cs s;) is uniform over Z, and independent of all other quantities.

This is the distribution of x in EX nggnp. Since the two experiments are identically distributed, the theorem holds. O
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Theorem 6.15 (Adaptive Pseudorandomness). If the CBDH assumption holds with respect to PrimeBGroupGen, then
Construction 6.11 satisfies adaptive pseudorandomness.

Proof. The proof structure is very similar to the proof of Theorem 6.7. We first state the following corollary of the
CBDH assumption (Assumption 6.10) and Theorem 3.2.

Lemma 6.16. Suppose the CBDH assumption holds with respect to PrimeBGroupGen and let hc: {0,1}* x {0,1}¥ —
{0, 1} be the Goldreich-Levin extractor. Then, for all efficient (and possibly non-uniform) adversaries A, there exists a
negligible function negl(-) such that for all A € N:

|Pr [‘?{(1’1, r, chal, he([(a + w)ow]g,. 1)) = 1] - Pr [.?{(1’1, r,chal, b) = 1]| = negl(1),

where G = (G,Gr,p,g,e) < PrimeBGroupGen(1%), a,u,0,w & Zp, T & {0,1}*, b & {0,1}, and chal =
(G, a, [ulG, [v]e, [W]G)

Proof. We start by defining a joint distribution (X, Y) = {(X}, Y1) }aen as follows:
« Sample G = (G, Gr,p,g,e) «— PrimeBGroquen(lA) and exponents a, u, v, w < Zp.
o Letx = [(@ +uw)ow]g, and y = (G, @, [u]e, [v]c, [W]g). Output the pair (x, y).

Next, under the CBDH assumption, X is computationally unpredictable given Y. To see this, suppose there exists
an efficient algorithm A that can predict x given y when (x,y) < (X}, Y3) with non-negligible probability ¢. We
use A to construct an efficient algorithm 8 for the CBDH problem:

« On input the CBDH challenge (1’1, G, [u]c, [v]G, [w]g), where G = (G, Gr,p,g,e), algorithm B samples
a & Z, and sets y = (G, a, [u]g, [v]e, [W]c).

« Algorithm B gives 1* and y to algorithm A to obtain an output x = [z]g,.
« Algorithm 8B outputs [z]g, — - [v]g - [w]G.

By assumption, the CBDH challenger samples G < PrimeBGroupGen(1%) and u,v, w & Zp. Algorithm 8 then
samples a € Z,, so algorithm B perfectly simulates the distribution of y in (x,y) < X, X Y;, where the associated
value of x is x = [(a + u)ow]g,. Thus, with probability ¢, algorithm A outputs [z]g, = [(a + u)ow]g,. In this case,
z — avw = uow and algorithm 8 successfully solves the CBDH problem with the same non-negligible advantage
¢. We conclude that under CBDH, the distribution of X is computationally unpredictable given Y. Lemma 6.8 now
follows from Theorem 3.2. O

Proof of Theorem 6.15. We now return to the proof of Theorem 6.15. For each index i € {0} UN, we define an
experiment Hyb; as follows:

+ Hyb;: This is a variant of the adaptive pseudorandomness experiment:

- On input the security parameter 1%, algorithm A outputs the length parameter 1°. The challenger
runs (pp,o) « Setup(l’l, 19). Specifically, it samples G = (G,Gr,p,g,e) «— PrimeBGroquen(lA),
a,y,8 & Zy, as & Zf,, r & {0,1}” and computes c,d € Zf, such that ¢; = (yi + 8)a;, d; = (yi + 8)s;. It
sets pp = (G, [vle, [ala, [S]a, [€]le, [d]G, 1) and o = (@, s). The challenger gives pp to A.

— The challenger also samples [o7,1]c < Project(pp, o, [¢]) and t < {0,1}'. In particular [o;)]c =
(a+2jerersi) - vle.

- When A makes an evaluation query on j € [£], the challenger replies with Eval(pp, [o¢]a, [£], j) if j > i
and with t; if j < i. In particular, when j > i, the challenger computes y; = y(a + s;)a; and responds
with he([yjle,, 1).

- After A finishes making evaluation queries, the challenger computes the seed [os]g < Project(pp, o, [£]\
I) where I C [/] is the set of indices on which algorithm A made an evaluation query. In particular,
[os]lc = (@ + 2 jcre\r8)) - [v]lc. The challenger gives [os]g to A.
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— At the end of the game, algorithm A outputs a bit b € {0, 1}, which is the output of the experiment.

We again write Hyb; (A) to denote the random variable corresponding to the output of an execution of hybrid Hyb;,
with adversary A. Following the same argument in the proof of Theorem 6.7, we again have EXP}S?; (1%, A) = Hyb, (A)
and EXPgig(l’l, A) = Hyb,(A), and that for all indices i € {0} UN,

Pr[Hyb,(A) =1 A E;] = Pr[Hyb,_,(A) = 1 A E;] = Pr[Hyb,(A) = 1] — Pr[Hyb,_,(A) = 1], (6.3)

where E; is the event that algorithm A makes an evaluation query on index i. Suppose now that

| Pr[EXP() (11, A) = 1] = Pr[EXP{) (11, A) = 1]| > £(1) (6.4)

for some non-negligible . We use A to construct an efficient adversary 8 for the distinguishing problem from
Lemma 6.16:

1. On input the challenge (11, r,(G, a, [ulg, [v]c, [W]g), b) where G = (G, Gr, p, g, €), algorithm B runs A on
input 17 to obtain the output length 1¢. Algorithm B samples an index i & [£].

2. Forall j € [¢]\ {i}, algorithm B samples a;, s; <~ Z, and t; < {0, 1}. It sets [s;]c = [u]a, [ailg = [0]a, [Y]e =
[w]. It also samples §* - Z, and (implicitly) sets & := 8" — yi. It then computes vector [c]g, [d]c as follows

o If j # i, it sets
[ejle = [§"ajle+ (=) - a; - [wa,
[dile = [6"sjla + (j— 1) - sj - [wla.
o If j =i, itsets [ci]g = 0" - [v]g and [di]g = 5" - [u]c.
Algorithm 8 sets pp = (G, [y]e. [a]a, [s]a, [c]e. [d]e, 1) and gives pp to A.
3. When algorithm A makes an evaluation query on an index j € [£], the challenger responds as follow.

« If j < i, the challenger responds with ¢;.
« If j = i, the challenger responds with b.
« If j > i, the challenger responds with hc((a +s5)a; - [1]g - [w]z, 1).
4. After A finishes making evaluation queries, let I C [£] be the set of indices on which algorithm A made an evalu-

ation query. If i ¢ I, then algorithm 8 outputs 0. Otherwise algorithm 8 responds with [os]c = (a+X jer)\157)"
[vlg. Since i € I, this means i ¢ [¢] \ I, so algorithm B knows all of the exponents s; needed to construct [os]c.

5. At the end of the game, algorithm A outputs a bit b’ € {0, 1} which algorithm 8 also outputs.

Since A is efficient, algorithm 8 is efficient, so it suffices to analyze its advantage.

Analyzing the advantage of 8. Let W, be the event that 8 outputs 1 when b = hc([(a + u)ow]g,,r) and W,
be the event that B outputs 1 when b < {0, 1}. Suppose algorithm B samples i = i* in the above reduction. By
construction, the challenger for the experiment in Lemma 6.16 samples a, u, v, w & Z,. First, we argue that algorithm
8 perfectly simulates the public parameters (where u plays the role of s;:, v plays the role of a;, and w plays the
role of y) and the evaluation queries on indices j # i* for A:

« Since the challenger samples u, v, w & Zp, the distributions of s;- = u, a; = v, and y = w are distributed exactly

as in Hyb,._; and Hyb,.. We conclude that the distribution of G, [y]g, [a]a, [s]g, I in the public parameters
are distributed exactly as in Hyb,._; and Hyb;..
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« Consider now the distribution of ¢ and d. Let § = §* — yi. Since algorithm B samples §* ¢~ Z,, the distribution
of § is uniform over Z,,. Now, for j # i, we have

cj=08%a;+ (j—i)ajw=58%a; + (j—i)ajy = 8a; +yja; = (y; + 8)aj,
dj =8sj+(j—i)sjw=78s;+ (j—i)sjy = Isj +yjs; = (y; + 9)s;,
which matches the specification in Hyb,._; and Hyb,.. Similarly, for ¢; and d;, we have

¢;=0"v=056 = (yi+6)aj,
di=8u=768s = (yi+9)s;,
which again matches the specification in Hyb,._; and Hyb,..

+ Finally, the evaluation queries on indices j # i* are answered exactly according to the specification of Hyb,._,
and Hyb,.. Specifically, when j > i*, the challenger responds with the hard-core predicate on

(a+sj)aj-[1]g - [wle = [y(a+s))ajlcrs
which is precisely the behavior in Hyb,._; and Hyb,..
We consider the distribution of the challenge bit b.

« Suppose b = hc([(a +u)ow]g,, 1) = he([y(a + si)am]ar, r). In this case, the responses to the evaluation
queries are distributed according to the specification in Hyb,._;. We consider the probability that algorithm
B outputs 1 in this case. First, if algorithm A does not make an evaluation query on index i*, then algo-
rithm 8B always outputs 0. If algorithm A does make an evaluation query on index i*, then algorithm 8B
perfectly simulates the challenge according to the distribution in Hyb,._,, and thus, outputs 1 with probability
Pr[Hyb,._;(A) =1 | E;+]. Thus, in this case, algorithm 8 outputs 1 with probability

Pr[8B outputs 1 | i = i*] = Pr[Hyb;._;(A) = 1| E] - Pr[Ex] = Pr[Hyb,_;(A) =1 A E].

« Suppose b < {0,1}. In this case, the responses to the evaluation queries are distributed according to the
specification in Hyb,.. By a similar reasoning as in the previous case, we conclude that in this case

Pr[B outputs 1 | i = i"] = Pr[Hyb,.(A) =1 | Ex] - Pr[Ex] = Pr[Hyb. (A) = 1 A Ep].
Finally, algorithm B samples i <~ [¢]. Thus

Pr[W, = 1] = % Z Pr[Hyb, ,(A) =1 AE;]

ie[f]

1

Pr[W; =1] = - Z Pr[Hyb;(A) = 1 A E;].

12

ie[f]
Since EXP‘()‘r’é(ll, A) = Hyb,(A) and EXP&%(IA, A) = Hyb,(A), we appeal to Egs. (6.3) and (6.4) and conclude that
1
| Pr[Wy = 1] = Pr[W; = 1]| = |Ziem Pr[Hyb,_,(A) = 1 A E;] - Pr[Hyb,(A) = 1 A E;]

1
Y |Zie[t’] Pi = piny

1 1 €
= S1po = pel = SIP[EXPR (14, A) = 1] - Pr[EXPLLR 14 A) = 1]] 2 -,
which is non-negligible since A is efficient which means ¢ = poly(2). O
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6.3 Publicly-Sampleable Projective PRGs from LWE

In this section, we show how to construct a publicly-sampleable projective PRG from LWE. Our construction is
essentially a translation of our construction from CDH (Section 6.1) to the LWE setting. Our construction has a
similar structure as the projective PRG from LWE in [ABI"23], except we introduce an additional blinding term to
support public sampling and sampling indistinguishability (similar to the modification made in the context of our
CDH construction). We now give the full construction and security analysis.

Lattice preliminaries. We start by recalling some basic facts about lattice-based cryptography. Throughout this
section, we associate elements y € Z, with its integer representative in the interval (-q/2, g/2] N Z. For positive
integers n,q € N, we defineG =1, ® g’ € Z;’X’"' to be the gadget matrix [MP12] where I,, is the identity matrix of

dimensionn, g' = [1,2,..., 2Mlogq1-1] ‘and m’ = nflogq]. When m > m’, we write G € Z;X"’ to denote the “padded
gadget matrix” [I, ® g" | 0™X("~™)] The inverse function G™*: Zg — Z;"' expands each entry x € Z, into a column
of size [log q] corresponding to the bits in the binary representation of x. Similarly, when G € Zg*™ is a padded
gadget matrix with dimension m > m’, we extend the output of G™*: Zg — Zg' by zero-padding each column. By

construction, for all t € Z, it follows that G - G~!(t) = t mod q. For a matrix V we write ||V|| = max; ; |Vl-,j|. For an
element y € Z4, we define the rounding function |y] : Z; — {0, 1} to be

Ly = {0 lyl < q/4

1 otherwise.

For functions f = f(4),g = g(1), we write f < O(g) if there exists a function g’ (1) € O(g(A)) such that for all A € N,
f(1) £ g'(A). We define f > O(g) analogously. We write Dz, , to denote the discrete Gaussian distribution over Z
with width parameter y > 0. Finally, we use the following standard Gaussian tail bound:

Lemma 6.17 (Gaussian Tail Bound [MP12, Lemma 2.6]). Forall y > 0 and all A € N,

Pr[|x| > \ﬁx i x Dz, < 274,
Truncated discrete Gaussian. We use Dz, 5 to denote the truncated discrete Gaussian distribution defined by
the following sampling procedure:
+ Sample x « Dz ,.
« If |x| < B, output x. Otherwise, output 0.
In this work, we will write Dz, to denote DZ,)(,\/IX' By Lemma 6.17, the truncated discrete Gaussian distribution Dz,

is statistically close to the discrete Gaussian distribution Dz,

Homomorphic evaluation. Similar to [ABI*23], our projective PRG will rely on the lattice-based pseudorandom
function (PRF) by Brakerski and Vaikuntanathan [BV15]. We first recall the lattice homomorphic evaluation procedure
from [GSW13, BGG*14]

Theorem 6.18 (Homomorphic Encodings [GSW13, BGG"14]). Let A be a security parameter and n = n(1), ¢ = q(A)
be lattice parameters. Let £ = £(A) be an input length. Take any m > n[logq] and let ¥ = {F)}ren be a family of
functions f: {0,1}¢ — {0,1} that can be computed by a Boolean circuit of depth at most d = d(1). Then, there exists
a pair of efficient and deterministic algorithms (EvalF, EvalFX) with the following properties:

« EvalF(A, f) — Ag: On input a matrix A € Z;*"™ and a function f € F, the input-independent evaluation
algorithm outputs a matrix Ay € Zg™™.

« EvalFX(A, f,x) — Hafx: On input a matrix A € Z*'™, a function f € ¥, and an input x € {0,1}', the
input-dependent evaluation algorithm outputs a matrix Hp 7 x € Zflmxm.
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Moreover, for all security parameters A € N, matrices A € ZZ”’", all functions f € F, and all inputs x € {0, 1}, the
matrices Ay = EvalF(A, f) and Hp s x = EvalFX(A, f, x) satisfy the following properties:

* [Hapxll < (nlogg)®@.
« (A-Xx"®G)- HA,f,x = Af - f(x)-G.

Learning with errors. We now recall the learning with errors (LWE) assumption [Reg05]:

Assumption 6.19 (Learning with Errors [Reg05]). Let A be a security parameter, and n = n(1), m = m(1), g = q(1),
and y = y(4) be lattice parameters. We say the learning with errors problem LWE,, , 4, holds if for all efficient
adversaries A, there exists a negligible function negl(-) such that for all A € N,

A (L anm
q

A ER anm
q
R n m
«— —
S Zq’ e DZ,)(

R m
u<—Zq

H = negl(4).

Pr [ﬂ(A, s'A+e’)=1: ] - Pr [ﬂ(A,uT) =1:

The Brakerski-Vaikuntanathan constrained PRF. We now describe the key-homomorphic constrained PRF
by Brakerski and Vaikuntanathan [BV15] for the special case of puncturing constraints.

Theorem 6.20 (Key-Homomorphic Puncturable PRF [BV15, adapted]). Let A be a security parameter and ¢ be an input
length. Let n,m, q, x, ¥ be parameters (which are functions of A, ) and suppose m > n [log q]. For everyx € {0,1}¢, let
S¢: {0,1}¢ — {0, 1} be the indicator function

1 x=y
5)( =
) {0 X#Yy.

For a (public) matrix A € ZZX[’”, vector d € Zj, and inputs x,y € {0, 1}, define
Ay = EvalF(A,dy) and Hayx = EvalFX(A, dy, x).
Then, the following properties hold:
« Correctness. Forally # x, (A —x" ® G) - HayxG™'(d) = AyG™'(d). In addition, |[Haux|l < mOUog?)

« Punctured pseudorandomness. For a security parameter A € N, an adversary A, and a bit § € {0,1}, we
define the punctured pseudorandomness experiment EXPYke (1%, A) as follows:
— On input the security parameter 1*, the adversary A outputs a point x € {0,1}".
~ The challenger samples the public parameters A &~ Z*"™ and d & Zj, a PRF key s <~ Z}, and error terms
e «— DZ';(, ¢ — Dz y, and setscy =s"(A—x" @ G) + €', to = s'AxG™'(d) + ¢, and t; < Z,. The challenger
gives (A, d, cx, tg) to the adversary.
— The adversary outputs a bit b € {0, 1}, which is the output of the experiment.

Suppose y = A1) . ymOUet) ¢log . Then, under the LWE,, g, assumption with i = poly(n,logq), for all
efficient adversaries A, there exist a negligible function negl(-) such that for all A € N,

PrEXPSoke (14, A)] = PrEXPSHRe (17, A)]| = negl(A).

Construction 6.21 (Publicly-Sampleable Projective PRG from LWE). Let A be a security parameter and ¢ be an output
length parameter. Let n,m, g, y, ¥, B be scheme parameters (which are functions of A and ¢) and suppose m > n [log q|
and g > 4B+2. For each integer i € [£], we associate with it a unique canonical vector u; € {0, 1} where £’ = [log £1;
for example, we can take u; to be the binary representation of i — 1. We now construct a projective PRG as follows:
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« Setup(1%4, 1Y) — (pp, o): On input the security parameter A and the output length ¢ € N, the setup algorithm
sets ' = [log £]. Then, it samples public components A < Z;X‘ﬂm andd & Zg. Next, the algorithm samples
L,Si,...,5 € Zj. Then it defines the set

NRys = Zg \ ([la/4] - B.La/4] + B U [~ lg/4] - B~ La/4] + B]).

The set NR, g contains all elements of Z, that are not contained in a rounding boundary: that is, forally € NRy 5
and all e € Z where |e| < B, it holds that |y + €] = |y]. Note that this set is non-empty as long as ¢ > 4B + 2.
The setup algorithm now samples y; <~ NRyp for all i € [¢]. Finally, for each i € [¢], the setup algorithm
samples e; « Dg’; and ¢; « Dz . It then computes A; = EvalF(A, §,,) and

ci=s;(A-u;®G)+e] and z = (r+s)'AG ' (d)+¢ +y;.

The algorithm outputs
pp = (A,d, {ci,zi}ie[e]) and o= (r,s1,...,5¢).

+ Samp(pp,S) — os: On input the public parameters pp = (A, d, {c;, z; }ic[s]) and a target set S, the sampling
algorithm samples a random vector k <~ Zg and outputs og = k.

« Project(pp, 0,S) — os: On input the public parameters pp = (A, d, {c;, zi}ie[¢]), the seed o = (r,51,...,5,), and
a target set S C [¢], the projection algorithm computes and outputs o5 =+ ;5 s;.

« Eval(pp,0,S,i): On input the public parameters pp = (A, d, {c;, zi }ie[¢]), the projected seed o = k, the as-
sociated set of indices S C [¢], and an index i € S, the evaluation algorithm computes A; = EvalF(A, dy,),
Hp ;i j = EvalFX(A, 6y,,u;), and

yl' =z;+ Z C}HA,i’jG_l(d) — kTAiG_l(d).
jes\{i}
It outputs |_y: -|
Theorem 6.22 (Correctness). Suppose B > VA + VAymCU1°elet) ¢log ¢. Then, Construction 6.21 is correct.

Proof. Take any security parameter 1 € N, output length ¢ € N, any set of indices S C [¢], and index i € S.
Let (pp,o) « Setup(ll, 1) and o5 « Project(pp,o,S). Then pp = (A,d, {c;, Zi}ie[e]), 0 = (1,81,...,8¢) and
0s = I'+ Y;cs Si. By construction, ¢; = sJ(A—u] ® G) + €], z; = (r+s;)’A;G™!(d) + é; + y;, and A; = Eval(A, y,).
Consider y; = Eval(pp, s, S, i). Since e; and ¢; is sampled from the truncated discrete Gaussian distributions DZ’;

and Dz 7, we have ||e;|| < VA and |é;| < VA}. From Theorem 6.20, we have for all j € S \ {i},
¢jHa;;G7(d) = (sj(A - u} ® G) +¢}) - Ha; ;G™'(d) = s]A,G ' (d) +¢],

where
|€;| — |C}HA,i,jG_l(d)| < ”ej” . [/mO(loglogf) < fme(loglogt’)X\/X'

The evaluation algorithm computes

yl’ =z;+ Z C}HAi,jG_l(d) — kTAiG_l(d)
jes\{i}
= (r+s)"AG(d) + 6 +y; + Z ¢Ha /G 71(d) - 'AGTI(d) - Z siA/G™(d)

jes\{i} jes
=y;+ éi + Z e;
jes\{i}
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Next,

é + Z e;| < VA§ +1S| - 'mOUoglog ) 43,

jes\{i}
Taking B > VA + ¢ [log £] mC(1°gl08)\/3 y and using the fact that y; € NRy g, we conclude that I_y: ] = |y;]. Finally,
this holds for all i € S, independent of the choice of S. Correctness holds. O

Theorem 6.23 (Succinctness). Suppose nlog q = poly(A,log¢). Then, Construction 6.21 is succinct.

Proof. The projected key oy is a vector in Zg, which can be described by nlog g bits. O

Theorem 6.24 (Sampling Indistinguishability). Suppose q > €B - 2°V). Then, Construction 6.21 satisfies statistical
sampling indistinguishability.

Proof. Let A be an adversary for the sampling indistinguishability game. We define a sequence of hybrid experiments:

+ Hyb,: This is experiment EXngr)np(lA, A). Namely, after A outputs the input length 1/, the challenger provides
pp = (A, d, {c;, zi}ic[e]) to the adversary, where ¢] = sT(A —u] ® G) + €],z; = (r+5;)"A;G™'(d) + é; + y;,
A; = EvalF(A, &,,), and y; <~ NRyg. Algorithm A then outputs a set S C [¢] and the challenger replies with

o & Zg. Algorithm A outputs a bit b € {0, 1}, which is the output of the experiment.
« Hyb,: Same as Hyb, except the challenger samples y; < Z, for all i € [¢].

« Hyb,: Same as Hyb, except the challenger samples z; < Z,, for all i € [¢]. In this experiment, the distribution
of each z; is independent of r.

+ Hyb,: Same as Hyb, except the challenger sets o5 =1+ ;.5 s;.
+ Hyb,: Same as Hyb, except the challenger samples z; = (r +s;)"a; + é; + y; for all i € [£].

« Hybs: Same as Hyb, except the challenger samples y; <~ NR, s forall i € [¢]. This is experiment EXPLD) (14, A).

samp

We write Hyb, (A) to denote the random variable corresponding to an output of an execution of Hyb; with adversary
A. We now show that each pair of adjacent distributions is statistically indistinguishable.

+ The only difference between Hyb,(A) and Hyb, (A) is the distribution of y;. The statistical distance between
the uniform distribution over Z; and NR g is (4B + 2)/q. Thus, the statistical distance between the tuple
(y1, - .., yr) in the two experiments is at most £(4B + 2) /q = negl(1).

« The only difference between Hyb, (A) and Hyb, (A) is the distribution of z;. In Hyb,, the challenger samples
yi <~ Zg and the only element in the experiment that depends on y; is z;. Thus, we conclude that the distribution
of z; is uniform over Z; and independent of all other quantities. This is identical to the distribution in Hyb,.

+ The only difference between Hyb, (A) and Hyb,(A) is the distribution of os. In Hyb,, the challenger samples
r& Zg, and the only element in the experiment that depends on r is 0. Thus, we conclude that the distribution
of o5 is uniform over Z, and independent of all other quantities. This is the distribution in Hyb,.

+ Hyb,(A) and Hyb,(A) are identically distributed by the same argument used to argue that Hyb, (A) and
Hyb, (A) are identically distributed.

+ Hyb,(A) and Hyb, (A) are statistically close by the same argument used to argue statistical indistinguishability
of Hyb, (A) and Hyb, (A).

Since each pair of adjacent distributions has negligible statistical distance, the theorem holds. O

Theorem 6.25 (Adaptive Pseudorandomness). Suppose nlogq = poly(A,£), x > 29V . ymOUeeloeploge B >

VA7 + VAymPUoglog ) ploo ¢ and g > A°() + 4B. Then, under the LWE,, 3 or m = poly(n,log q). Then, Construc-
X X g q LG, X poly gq

tion 6.21 satisfies adaptive pseudorandomness.
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Proof. The proof follows a similar structure as that of Theorem 6.7. We first state a corollary of the pseudorandomness
property from Theorem 6.20, which is tailored to our construction.

Lemma 6.26. For a security parameter A, an adversary A and a bit § € {0, 1}, we define the following distinguishing
game EXPP) (14, A):

« On input the security parameter 1%, the adversary A chooses an output length 1° and an index i € [¢].

o The challenger computes {’ = [log ¢] and samples a set of public parameters using a similar procedure as that of
the Setup algorithm in Construction 6.21. Specifically, the challenger proceeds as follows:

- Sample A & ng‘ﬂ’" andd & Zj;.
- Sampler,s & 7, e Dg?, ¢ « Dz 3, andy < NRyp.
- Compute A; = EvalF(A,8y,),c=s"(A-u]®G) +e’,andz = (r+s)’A;G(d) +é +y.
Finally, the challenger computes by = | y], b1 & {0,1}, and gives (A,d, 1, ¢, 2, bg) to the adversary.
« The adversary outputs a bit b’ € {0, 1}, which is the output of the experiment.

Suppose j; > AW . ymOUeloetplog ¢ and nlogq = poly(A). Then, under the LWE, g, assumption with i =
poly(n,log q), for all efficient adversaries A, there exist a negligible function negl(-), such that forallA € N,

Pr[EXP) (14, A)] — Pr[EXPY) (14, A)]| < negl(A).

Proof. Let A be an efficient distinguisher for EXP(®) and EXP(!). We define a sequence of hybrid experiments:
« Hyb,: This is experiment EXP(?), where the challenger sets b = | y].

+ Hyb;: Same as Hyb, except the challenger samples e « Dé ;1 and ¢ < Dz ;. In particular, the errors e and é
are sampled from the discrete Gaussian distribution rather than the truncated discrete Gaussian distribution.

« Hyb,: Same as Hyb, except the challenger samples z <~ Z,.

« Hyb,: Same as Hyb, except the challenger samples b <~ {0, 1}.

« Hyb,: Same as Hyb, except the challenger samples z = (r +s)'A;G ' (d) + e + y.

« Hyb,: Same as Hyb, except the challenger samples e « D"’)’(’ and é « Dy ;. Specifically, the errors e and é
are now sampled from the truncated discrete Gaussian distribution. This is experiment EXP(!).

We write Hyb, (A) to denote the random variable corresponding to the output of an execution of hybrid Hyb, with
adversary A (and an implicit security parameter ). We now show that the output distributions of each adjacent
pair of hybrid experiments is indistinguishable.

+ The only difference between Hyb,(A) and Hyb, (A) is the distribution of e and é. By Lemma 6.17, the distribu-
tions Dz, and Dz ; are statistically close to Dz, and Dz ,. Therefore Hyb,(A) and Hyb, (A) are statistically
indistinguishable (since m = poly(nlogq) = poly(4) and ¢ = poly(A) by the efficiency requirement of A).

« We appeal to Theorem 6.20. Specifically, when 7 > 191 . ym©Uogloe®) ¢]og ¢ and the LWE,, /4,4, assumption
holds, the punctured pseudorandomness property of Theorem 6.20 holds. Suppose now that | Pr[Hyb, (A) =
1] = Pr[Hyb,(A) = 1]| > (1) for some non-negligible ¢. We use A to construct an efficient adversary 8 that
breaks the punctured pseudorandomness property from Theorem 6.20.

~ On input the security parameter 1%, algorithm 8B runs A(1*) to obtain 1 and i € [£].

— Algorithm 8 sets £’ = [log £] and gives 1° and u; € {0, 1} to the challenger. The challenger replies with
(A, d,c,t).
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- Algorithm B samples a vector r < Zg and a scalar y & NRgp. It computes A; = EvalF(A, §y,) and
z=1"A;G1(d) +t +y. It send (A,d,1,¢c, 2 t) to A.

— Algorithm A outputs a bit b” € {0, 1}, which algorithm B also outputs.

By construction, the challenger samples A < ZZX[/’", d& Zgand c =s"(A - u; ® G) + €', exactly as in the
punctured pseudorandomness experiment. When ¢ = s"A;G™(d) + ¢, then algorithm B perfectly simulates
Hyb,. On the other hand, when ¢ & Zp, the distribution of z = r'A;G1(d) + t + y also uniformly random
since no other element in the experiment depends on t. Therefore B perfectly simulates Hyb, when t ¢ Z,,.
Hence B breaks the pseudorandomness property of Theorem 6.20 with the same non-negligible probability
¢, which is a contradiction.

« The only difference between Hyb,(A) and Hyb,(A) is the distribution of b. In Hyb,, the challenger sets
b = |y] where y < NR . By construction of NR, g, this means,

1| o)
2 |NRq,B|

Pr[ly] =1:y < NRgg] - = negl(Q),

since [NRgp| > q— (4B+2) = A9 Thus, the marginal distribution of b € {0, 1} in Hyb, is statistically close
to uniform. Finally, the only variable in Hyb, that depends on y is b. We conclude that Hyb, (A) and Hyb,(A)
are statistically indistinguishable.

+ Hyb,(A) and Hyb,(A) are computationally indistinguishable by the same argument used to argue indistin-
guishability of Hyb, (A) and Hyb, (A).

+ Hyb,(A) and Hyb,(A) are statistically indistinguishable by the same argument used to argue indistinguisha-
bility of Hyb,(A) and Hyb, (A). O

Proof of Theorem 6.25. We now return to the proof of Theorem 6.25. The proof follows a similar strategy as the
proof of Theorem 6.7. For each index i € {0} UN, we define an experiment Hyb; as follows:

+ Hyb;: This is a variant of the adaptive pseudorandomness experiment:

— On input the security parameter 14, algorithm A outputs 1¢. The challenger runs (pp, o) < Setup(1%, 1°).
Specifically, the challenger samples A & ZZX‘”’”, d & Zy, 1,851,580 & Z Yy < NRys,
eq,...,ep — Dg’? and é,,...,é « Dz y. Then, it computes ¢] = s](A - u] ® G) +¢], A; = EvalF(A, §y,),
and z; = (r+s;)"A;G7!(d) + é; + y; for all i € [¢]. The challenger gives pp = (A, d, {c;, zi }ie[¢]) to A.

- Next, the challenger computes o[¢) < Project(pp, o, [¢]) and samples t < {0,1}’. In particular o}, =
T+ 2 c[e] Sj-

- When A makes an evaluation query on j € [f], the challenger replies with Eval(pp, o), [£], ) if j > i
and with ¢; if j < i. In particular, when j > i, the challenger computes A; = EvalF(A, ;) and

yi=z;+ > ¢ HajxG(d) - o], A;G(d)
kel[e1\{j}
and responds with [y].

— After A finishes making evaluation queries, the challenger computes the seed os « Project(pp, o, [£] \ I)
where I C [f] is the set of indices on which algorithm A made an evaluation query. In particular,
0s =T+ 2 je[¢\1 ;- The challenger gives os to A.

— At the end of the game, algorithm A outputs a bit b € {0, 1}, which is the output of the experiment.
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We write Hyb, (A) to denote the random variable corresponding to the output of an execution of hybrid Hyb,; with
adversary A. By construction, observe that EXPI()?;(l’l,ﬂ) = Hyb,(A) and EXPS%(I", A) = Hyb,(A). Following
the same argument in the proof of Theorem 6.7, for all indices i € {0} UN,

Pr[Hyb,(A) =1 A E;] = Pr[Hyb,_,(A) = 1 A E;] = Pr[Hyb,(A) = 1] — Pr[Hyb,_,(A) = 1], (6.5)
where E; is the event that algorithm A makes an evaluation query on index i. Suppose now that

| Pr[EXP{) (11, A) = 1] = Pr[EXP() (14, A) = 1]| > £(1) (6.6)

for some non-negligible ¢. We use A to construct an efficient adversary 8 for the distinguishing problem from

Lemma 6.26:

1. On input the security parameter 1%, algorithm B runs A(1%) to obtain the output length 1. Algorithm B
samples a random index i <~ [¢] and send (1%, i) to the challenger to receive (A, d,r,c, z, b).

2. Forall j € [€] \ {i}, algorithm B samples s; <~ Z7, t; <~ {0,1}, y; < NRgp, €; Dg”)’(’, éj « Dz and
computes c} = s}(A - u; ®G) + e}, Aj = EvalF(A,dy;),and z; = (r+ $;)"A;G7(d) +¢; + y;. Algorithm B also
sets ¢; = ¢, z; = z. Algorithm B gives pp = (A,d, {cj, zj} je[s]) to A.

3. When algorithm A makes an evaluation query on an index j € [£], the challenger responds as follow.

« If j < i, the challenger responds with ¢;.
« If j = i, the challenger responds with b.
« If j > i, the challenger responds with |_yj].
4. After A finishes making evaluation queries, let I C [#] be the set of indices on which algorithm A made an

evaluation query. If i ¢ I, then algorithm B outputs 0. Otherwise algorithm 8 responds with o5 = 1+ 2 ;c[¢)\1 S;-
Since i € I, this means i ¢ [#] \ I, so algorithm $B knows all of the s; needed to construct os.

5. At the end of the game, algorithm A outputs a bit b’ € {0, 1} which algorithm $ also outputs.
Since A is efficient, algorithm 8 is efficient, so it suffices to analyze its advantage.
Analyzing the advantage of 8. By construction, ¢ =s"(A-u] ® G) +e’and z = (r+s)"A;G"(d) +é +y. In
the following analysis, let
O =r+s+ Z Sk
kel[e]\{i}

Note that algorithm B does not (and cannot) compute o[,]; however, it will be useful in our analysis below. Let W be
the event that B outputs 1 when the challenger sets b = | y] and W] be the event that 8 outputs 1 when the challenger
samples b & {0, 1}. Suppose algorithm B samples i = i* in the above reduction. Then, the following holds:

« By definition, algorithm B perfectly simulates the public parameters pp for algorithm A as well as the evaluation
queries for all j < i* according to the specification in hybrid Hyb,._; and Hyb,..

+ Consider the evaluation queries for j > i*
« In Hyb;._; and Hyb,., the challenger would first compute A; = EvalF(A, é,,) and
yi=zi+ Y HaxGH(d) - o], A;G(d).
kel[t]\{j}

By the same analysis as in the proof of Theorem 6.22, |_y;.'| = |_yj], and we conclude that algorithm B perfectly
simulates the evaluation queries for j > i* according to the specification of Hyb,._; and Hyb,..
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Next, we consider the distribution of the challenge bit b:

« Suppose b = |y]. By the same argument as in the proof of Theorem 6.22, we have

lyl = |z + Z CLHA,i,kGfl(d)_Ugf]AiGil(d) :
kele]\{i}

In this case, the response to an evaluation query on index i is distributed according to the specification in
Hyb,._;. We consider the probability that algorithm 8 outputs 1 in this case. First, if algorithm A does not
make an evaluation query on index i*, then algorithm 8B always outputs 0. If algorithm A does make an
evaluation query on index i*, then algorithm 8 perfectly simulates an execution of Hyb,._,, and thus, outputs
1 with probability Pr[Hyb,._;(A) = 1| E;+]. Thus, in this case, algorithm $ outputs 1 with probability

Pr[B outputs 1 | i = i*] =Pr[Hyb,._;(A) =1| E;+] - Pr[E;+] = Pr[Hyb,._,(A) =1 AE].

« Suppose b < {0,1}. In this case, the responses to the evaluation queries are distributed according to the
specification in Hyb,.. By a similar reasoning as in the previous case, we conclude that in this case

Pr[B outputs 1 | i = i"] = Pr[Hyb,.(A) =1 | Ex] - Pr[Ex] = Pr[Hyb,.(A) =1 A Ep].
Finally, algorithm B samples i < [¢]. Thus
1
Pr[Wp=1] = - Z Pr[Hyb, ,(A) =1 AE],
¢ ie[¢]

1
Pr[W; =1] = - Z Pr[Hyb;(A) = 1 A E;].
t.
ie[f]
Since EXPE,?%(IA, A) = Hyb,(A) and EXPF(,%(IA, A) = Hyb,(A), we appeal to Eqgs. (6.5) and (6.6) and conclude that
1

| Pr{Wy = 1]~ Pr[W; = 1]| = |Z,~em Pr[Hyb,_,(A) = 1 A E;] — Pr[Hyb,(A) = 1 A E]

1
- ?|Zielilpi_pi‘l

1 1 €
= ~lpo = pel = ;| Pr[EXPLR (1%, A) = 1] = Pr[EXPLL (11, A) = 1] 2 -,
which is non-negligible since A is efficient which means ¢ = poly(4). O

Parameter instantiations. We now show how to instantiate the parameters for Construction 6.21 to satisfy the

requirements in Theorems 6.22 to 6.25. Let A be a security parameter and ¢ be the output length. We instantiate the
lattice parameters as follows:

« We set the latticg dimension to be n= (Alog {’)1/ ¢ for some small constant ¢ € (0, 1). In the following, we will
assume log g = O(Alog ¢), where O(-) suppresses poly(log A, log log ¢) factors. Next, we set m = O(nlogq) =
poly(A,log¢).

« We set y = poly(1). We set g = 24 - ymOUoglogt) plog ¢ = 20(A1og?) e get B = 2VAy = 20(Alog)
« Finally, we setq = 2*-¢B = 20(log#) = p0(n) 54 that the LWE,, i, assumption holds where 12 = poly(n, log q).

This yields a projective PRG from polynomial hardness of LWE with a sub-exponential modulus-to-noise ratio.
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7 Nearly-Linear Semi-Static Broadcast Encryption from Bilinear Maps

In this section, we show how to construct a semi-statically secure broadcast encryption with a nearly-linear-size public
key from a search assumption (in the target group). The construction combines ideas from the semi-static broadcast
encryption scheme from [GW09, §3.1] with the recent cross-term-compression technique from [GLWW24]. Security
relies on the search version of the set-consistent bilinear Diffie-Hellman exponent assumption from [GLWW24,
Assumption 4.2]. We first recall the notion of a progression-free and double-free set as well as the set-consistent
bilinear Diffie Hellman exponent assumption [GLWW24].

Progression-free sets. A progression-free set [ET36] is a set of natural numbers that does not contain any arith-
metic progressions of length 3. Similar to the applications from [GLWW24], we also require the set system to be
double-free, which means the set does not contain any integer which is twice that of another integer. The work
of [GLWW?24] describes a simple way to convert any progression-free set into a progression-free and double-free
set. We provide the formal definitions below:

Definition 7.1 (Progression-Free Set [ET36]). A set D C N is progression-free if for all i, j,k € D where i # j, it
follows that i + j # 2 - k.

Definition 7.2 (Double-Free Set [GLWW24]). A set D C N is double-free if for all i, j € D, it holds that i # 2 - j.

Lemma 7.3 (Progression-Free and Double-Free Sets [Beh46, EIk10, GLWW?24]). There exists a family of progression-
free and double-free sets { Dy} new where |D,| = n and max(D,,) = n**°() . Moreover, there exists an explicit and efficient
algorithm that takes as input 1" and outputs Dy,.

Set-consistent bilinear Diffie-Hellman exponent assumption. We prove security from a search version of
the set-consistent bilinear Diffie-Hellman exponent assumption from [GLWW24]. While [GLW W24, Assumption 4.2]
formulates the assumption as a decisional assumption in the target group, for our applications, it suffices to use the
search version of the assumption. The formulation in [GLWW24] gives out some additional group elements compared
to our formulation. We exclude these additional elements to simplify the statement of the assumption as they are
not needed for our construction. We now give the formal statement of the assumption:

Assumption 7.4 (Search Set-Consistent Bilinear Diffie-Hellman Exponent [GLWW24, Assumption 4.2, adapted]). Let
PrimeBGroupGen be a prime-order bilinear group generator. For a security parameter A and an adversary A, we define
the search computational g-set-consistent bilinear Diffie-Hellman exponent experiment g-SC-BDHE (1%, A) as follow:

« On input the security parameter 1%, the adversary A outputs a parameter 19 and two sets Sp, S; C [2q].

« The challenger samples G = (G, Gr, p, g, e) < PrimeBGroupGen(1%) and random exponents a, t & Zp. The
challenger gives (G, [t]a, {[a’']c}jes, {[t - @']G}jes,, [al]a,) to the adversary.

+ The adversary outputs a group element [Z]g, € Gr. The experiment outputs 1 if [Z]g, = [t - a?]g, and

outputs 0 otherwise.

T

We say an adversary is admissible if it outputs a triple (g, S, S1) where for every sy € So U {0} and s; € S; U {0}, it
holds that sy + s; # g. We say the search g-set-consistent bilinear Diffie-Hellman exponent assumption holds with
respect to PrimeBGroupGen if for every efficient and admissible adversary A, there exist a negligible function negl(-)
such that for all 1 € N,

Pr[q-SC-BDHE(1*, A) = 1] = negl(2).

Semi-static broadcast encryption. We now give our construction of a semi-static broadcast encryption scheme
from the search set-consistent bilinear Diffie-Hellman exponent assumption. As noted before, our construction can
be viewed as a combination of the semi-static broadcast encryption scheme from [GW09, §3.1] with the cross-term
compression techniques based on progression-free sets from [GLWW24]. At a high level, our construction replaces
the cross-terms h;i in the [GW09] construction with h; = [ﬂadf]G and r; = a%, where the exponents d; are drawn
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from a progression free set Dy. This way, there are many pairs of indices (i, j) that share a common cross-term
h;" = [Ba*?] g (e.g., every i, j with a common value of d; + d ; share a cross term). At the same time, the non-cross-

terms terms h}' = [Ba*? ]G remain hidden by the progression-free structure of Dy. We give the construction below:

Construction 7.5 (Semi-Static Broadcast Encryption). Let PrimeBGroupGen be a prime-order bilinear group gen-
erator and let p = p(4) be a bound on the bit-length of the group elements associated with PrimeBGroupGen. Let
he: {0,1}” x {0,1}” — {0, 1} be the Goldreich-Levin hardcore extractor. Let {D}, } ,en be the efficiently-computable
family of progression-free and double-free sets from Lemma 7.3. We construct a broadcast encryption scheme
IIge = (Setup, KeyGen, Enc, Dec) as follows:

« Setup(14,1N): On input the security parameter A and the number of parties N, the setup algorithm sam-
ples a prime-order pairing group G = (G, Gr, p,g,e) < PrimeBGroupGen(1*) and sets D = Dy to be a
progression-free and double-free set of size N. It then computes the set & of all distinct pairwise sums

Sz{di+dj|i,j€ [N]l?ﬁ]}
Let |&| = M and denote the distinct elements of & by ey, ez, ...,epm € E. We define a canonical function
f+ [N] x [N] — [M] where ef(;jy = d; +d; for all i # j. Finally, the setup algorithm samples random
exponents a, ,a,t & Z, and compute vectors u = (adl, ..,a% ), v.= (a%,...,a™). Finally, the algorithm
samples the extractor seed r < {0, 1}” and outputs

mpk = (G, D, [fla, [ule, [Pule, [fV]c. [¢]lc,r) and msk = (G, a, f,u).
« KeyGen(msk, i): On input the master secret key msk = (G, @, f,u) and an index i € [N], the key-generation
algorithm outputs the secret key sk; = (i, [a — fu?]g).
« Enc(mpk, S, p): On input the master public key mpk = (G, D, [le, [u]e, [fulc, [fV]c, [¢lc,. 1), asetS € [N],
and a message y € {0, 1}, the encryption algorithm samples a random ¢ ¢ Z,, and computes
Ci=he(t-[alepr)@p  [Clor = [tle, [Cslo, =t- Z [Builc.
ies
The encryption algorithm outputs the ciphertext ct = (Cy, [C2]a,, [C3)ay)-

+ Dec(mpk, S, sk, ct): On input the master public key mpk = (G, D, [fle, [ulc, [fula, [fV]c, [@]lc,. 1), a set
S C [N], asecretkey sk = (i, [y]g) and a ciphertext ct = (Cy, [C2]q, [C3]c), the decryption algorithm computes

[Z]er = [Cola - [yle + [Gsla - [uile — Z [Cla - [Borijle
jes\{i}
Then it outputs p = C; ® he([Z] G, 1).
Theorem 7.6 (Correctness). Construction 7.5 is correct.

Proof. Take any A, N € N any set S C [N], any index i € S, and any message yu € {0, 1}. Take any (mpk, msk) «
Setup(14, 1V), any secret key sk; < KeyGen(msk, i), and any ct < Enc(mpk, S, ;). By construction,

mpk = (ga Ds [,B]G’ [U]Gs [ﬁu]G, [,BV]Gs [a]GTsr) and msk = (g: a, ﬂs u),

ski = (i, [ylc) where y = & — fu?, and ct = (Cy, [C2] g, [C3]c). By construction of Setup, u; = a% and v; = a%. Since
ef(ij) = d; + d;, this means VF(ij) = aditd; = u;uj. Now, by construction of Setup, KeyGen, and Enc, we can write

Z:Cz-y+C3-u,-— Z cZ'ﬂvf(i,j)

jes\{i}
= t(a - ﬂulz) +tZﬂujui - Z ﬂtvf(i,j)
JES jes\{i}
=ta+ Z tPuiu; — tpul — Z tPuiu;
jeS jeS\{i}

=ta.
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In particular, this means
C1 @ he([Zlop,1) = he([taley 1) @ p @ he([Z]syT) = h
and correctness holds. ]

Theorem 7.7 (Semi-Static Security). Suppose the search set-consistent bilinear Diffie-Hellman exponent assumption
holds with respect to PrimeBGroupGen. Then Construction 7.5 is semi-statically secure (Definition 3.4).

Proof. We first state a corollary of the search set-consistent bilinear Diffie-Hellman exponent assumption (Assump-
tion 7.4) and Theorem 3.2.

Lemma 7.8. Let PrimeBGroupGen be a prime-order bilinear group generator and let hc: {0, 1} x {0,1}¥ — {0,1}
be the Goldreich-Levin extractor. For a security parameter A and an adversary A, define the following distinguishing
game EXPP) (14, A), which can be viewed as a decisional version of the g-SC-BDHE game:

« On input the security parameter 1%, the adversary A outputs a parameter 19 and two sets Sy, S C [2q].

« The challenger samples G = (G, Gr, p,g,€) «— PrimeBGroquen(lA) and random exponents s, a,t < Zy. Addi-
tionally, the challenger samples extractor seedr < {0,1}? and computes bits by = hc([sta?]g,, 1) and by < {0,1}.
The challenger provides (G, s, [t]c, {[a’]c}jesy {[t - @']c}jes,, [a%]c,. T, bp) to the adversary.

o The adversary outputs a bit b’ € {0, 1}, which is the output of the experiment.

Similar to the ¢-SC-BDHE game, we say an adversary is admissible if it outputs a triple (g, So, S1) where for every sy € SoU
{0} ands; € S;U{0}, it holds that sy+s; # q. Suppose the q-SC-BDHE assumption holds with respect to PrimeBGroupGen.
Then, for all efficient and admissible adversaries A, there exist a negligible function negl(-) such that for all A € N,

Pr[EXP (14, A) = 1] - Pr[EXPYV (1%, A) = 1]| = negl(A).
Proof. Suppose there exists an efficient and admissible adversary A such that
| Pr[EXP® (14, A) = 1] — Pr[EXP(V (14, A) = 1]| = £(2)

for some non-negligible ¢. For simplicity, we decompose A into two algorithms A = (A, A;), where A, takes as
input 1* and outputs (19, Sy, ) along with a private state st, and A, takes as input the private state st along with the
challenger’s response and outputs the bit b’. We now define a joint distribution (X, Y) = {(X), Y3)}1en as follows:

« Run ﬂo(l/l) to obtain a triple (19, Sp, S1) and private state st. Then, sample a bilinear group G = (G, Gr, p, g, )
PrimeBGroupGen(1) along with exponents s, a, t & Zp.

« Letx = [sta%]g, and y = (st, G, s, [t]a. {[a’ ]G} jes,, {[F - @']G} jes,). Output the pair (x,y).

We now show that under the g-SC-BDHE assumption, X is computationally unpredictable given Y. Suppose there
exist an efficient algorithm (A’ that can predict x given y with some non-negligible probability ¢’. We use A’ to
construct an efficient algorithm 8 for the g-SC-BDHE problem:

« On input the security parameter 1%, algorithm 8 first runs A, (1%) to obtain a triple (19, Sy, S;) and state st.
It forwards (19, Sy, S1) to the g-SC-BDHE challenger.

« On receiving the ¢-SC-BDHE challenge (G, [t]c, {[a’/]c}jes, {[t - @/]c}jes, [a%]G,), algorithm B samples
N (L Zp and set y= (St’ g> S, [t]G’ {[a]]G}jESO: {[t ° aJ]G}jESp [aq]Gr)'

« Algorithm B runs A’ (1%,y) and obtains an output x = [z]g,.

« Algorithm B outputs s™* - [z]g

T
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By construction, algorithm 8B perfectly simulates the distribution of y in (x, y) « (X}, Y3), where x = [sta?]gr. Thus,
with probability ¢’, algorithm A’ outputs [z]g, = [sta?]g,. In this case, algorithm B outputs s* - [sta?]g, = [ta?]g,
successfully solving the g-SC-BDHE challenge. Finally, B is admissible as long as A is admissible. This contradicts the
q-SC-BDHE assumption. We conclude that under the g-SC-BDHE assumption, X is computationally unpredictable
given Y. The lemma now follows by Theorem 3.2:

« Since X is computationally unpredictable given Y, Theorem 3.2 now states that the distributions (IA, r,hc(x,1),y)
and (14,1, b, y) are computationally indistinguishable when r & {0,1}#, (x,y) « (X3, Y;), and b & {0,1}.

. If algorithm A distinguishes EXP(®) and EXP(!) with advantage ¢, then we can use A; to construct a distin-
guisher for the distributions (1%, r, hc(x, 1), y) and (1%, 1, b, y) as follows:

- On input (14, 1,b,y) where y = (st, G, s, [tlc, {[a’]} jes,» {[t - @/]c} jes,» [a]c;), compute and output
ﬂl(St’ g: S, [t]G’ {[aj]G}jGSo’ {[t ' aJ]G}jGSp [aq]GT: T, b)

When b = hc(x, r), this process perfectly simulates an execution of EXP© for Ay and when b & {0, 1}, this

perfectly simulates an execution of EXPW for Aj. Thus, this algorithm distinguishes between (IA, r,he(x, 1), y)

and (1A, r, b, y) with non-negligible advantage ¢, which is a contradiction. O
Proof of Theorem 7.7. We now return to the proof of Theorem 7.7. We first define a hybrid experiment EXP{&nd),
which is almost identical to EXP{¥)¢, but in the challenge query, after computing ct = (Cy, [Cla, [Cs]g) <
Enc(mpk, S, p1), replace C; with C] <~ {0,1} and output ct’ = (C}, [C2]a, [C3]). Suppose there exist v € {0,1}
and an efficient adversary A where

PrlEXP{LLe (14, A) = 1] — Pr[EXPLAD (14, A) = 1]| = ().

for some non-negligible e. We use A to construct an efficient adversary 8 for the distinguishing problem from Lemma 7.8.
« On input the security parameter 14, run A(1%) to obtain the number of user 1V and a set $* C [N].

+ Let D = Dy be the progression-free and double-free set of size N and let & = {d; +d; | i,j € [N] : i # j}
be the set of pairwise sums. Let f: [N] X [N] — [M] be the canonical function where ey; j) = d; + d; for all
i # j. Let dpaxy = max(D) and set g = 4dmay + 2.

« LetC={2d; —d;j: i€ [N]\S" je€ S} and define

So = [2q] \ (CU{q})
Si={q—c:ceC}U[q+1,2q].

Algorithm B gives (19, Sy, S;) to the challenger and receives (G, s, [t]g, {[a/]c}jes,» {[t - @/]1c}jes,, [a%] ey T, D).
- Algorithm B samples s’ & Z, and implicitly set @ = sa? and f = s’a?" + 3¢ ns+] sa9~%%. It then computes

- lale; =s - [af]eys
= [Blo =5+ [a?]g + Zjernps: s - [a972]g;
- foralli € [N], [ui]e = [a%]c and [Bui]c =& - [a*1*¥ ]G + X e npse 8 - [a777DH ]
- foralli € [M], [foilc =" - [a?*]g + X jeinpse § - [a9724 ]
Algorithm B responds to A with mpk = (G, D, [f]a, [ula, [fule, [Av]a, [a]c;, T).
« For each key-generation query i € [N] \ S* from A, the algorithm B computes
il = —s' - [@@+1%2di] o — Z s - [a-2d2di] (7.1)
JEINT\(S*U{i})

and sends sk; = [y;]g to A.
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« When A makes a challenge query S C S*, algorithm B sets

G=bev, [Cle=Itle [Q]@FZ s [ta?™ ] g + Z s+ [ta?™ 2%k g (7.2)
keS JE[N]\S*

and replies to A with ct = (Cy, [C2]a, [Cs]c)-
« At the end of the game, algorithm A outputs a bit b” € {0, 1} which algorithm 8 also outputs.
We first argue that 8 is an admissible algorithm.
« Since D is double free, 0 ¢ C. Thus, by definition q ¢ Sp, g ¢ Si.

« Furthermore, for all y € S; N [q — 1], y is of the form y = ¢ — ¢ for some ¢ € C. By definition of Sy, ¢ ¢ So.
Hence, there does not exist sy € Sp and s; € S; where g = s + 5.

We conclude that B is admissible. Now we show that B correctly simulates either EXP{&Nd) or EXP{Y) .

« Algorithm B sets @ = sa? and f§ = s’a%"! + 2je[N]\s* sa?724i Since the challenger samples s & Zp and
algorithm B samples s <~ Z,, both  and f are independently uniform in Z, as long as a9, a?*! # 0. Since the
challenger samples a ¢ Z,, with probability at least 1 — (¢ + 1)/p, it will be the case that a? and a7*! are both
non-zero. Finally, g = poly(N) = poly(21), so with overwhelming probability over the choice of a, the values
of @, § are distributed as in EXP{&Y) and EXP{).

« We now consider each component of the master public key and show that they can be constructed from
components in the challenge and that they are correctly distributed. First, by definition max(C) < 2dmax < q/2.
Thus [g/2,q — 1] U [q + 1,2q] € Sp. We now consider each component in the master public key:

— First, we argue that algorithm $ can compute [f]g from the elements in the challenge. First, g — 2d; € Sy
forall i € [N] because d; € N and q — 2d; > q/2. We also have g+ 1 € Sy. Therefore all of the components
[a97%%] 5 and [a?*']g are included in the challenge so algorithm B can successfully construct [f]g.
As argued previously, the distribution of f is uniform over Z, with overwhelming probability because
algorithm B samples s’ & Z,,.

— Consider the elements [u;]g. We first show that d; ¢ C which means d; € Sy. Suppose that d; € C. This
means d; = 2d; — dj for some j # k. We consider a few sub-cases:

« If d; # dj, dy, then d; + di. = 2d;, which contradicts the assumption that O is progression-free.
« If d; = d;, then d; = di which is a contradiction since j # k and the elements of D are distinct.
« If d; = d, then again we have d; = di, which contradicts the requirement j # k.

We conclude that d; ¢ C, which means d; € Sy. Thus, algorithm 8 correctly simulates [u;]g foralli € [N].

- Consider the elements [Su;]g. First, for all j # i, we have ¢ — 2d; + d; > q — 2dmax > q/2. Moreover,
q—2d;+d; # gsince D is double-free. This means g—2d;+d; € S;. We also have g+1+d; € [g+1,2q] C S,.
Thus, algorithm B simulates these terms exactly as in EXP{&Y) and EXP{Y).

— Finally, consider [fv;]g. First, forall j # i, q—2d;+e; > q—2dmax > q/2. Now, we show that g—2d;+e; # q.
By construction e; = d;, + d;, for some distinct iy, i € [N]. We consider several possibilities:

= Suppose j # iy, ip. In this case, if g—2d; +e; = g, then d;, +d;, = 2d;, which contradicts the assumption
that 9 is progression-free.
= Suppose j = iy or j = i. In this case, if ¢ — 2d; + e; = g, then d;, = d;,, which contradicts the fact that
i; and i, are distinct indices.
We conclude that g — 2d; + ¢; > q/2 and g — 2d; + e; # q. In this case, g — 2d; + e; € S, so algorithm B
correctly simulates these terms exactly as in EXP{EIY) and EXP{Y);.
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We conclude that all of the components in the master public key are constructed according to the specification
of EXP{End) and EXP{L.

« Next, consider the key-generation queries. First, we argue that algorithm $ can compute Eq. (7.1) using the terms
from the challenge. Consider Eq. (7.1) for some index i € [N]\S". First, g—2d;+2d; > q—2dmax > q/2. Moreover,
when j # i, we have that ¢—2d; +2d; # g, so this means q—2d; +2d; € Sy. Similarly, g+1+2d; € [q+1,2q] C S,.
Thus, algorithm 8 is able to compute [y;]g from the challenge components. Furthermore, from Eq. (7.1) and
using the fact that i ¢ S*, we can write

yi = _s/aq+1+2di _ Saq—zdj+2di
JEINI\(S*U{i})
=sq9 — Slaq+1+2d,- _ Z Saqudj+2d,-
JEINT\S*

=sa? —|s'a®" + Z sa97% | g = o — Bu?.
JE[NI\S

We conclude that algorithm B simulates the secret keys exactly as in EXP{&RY) and EXPS) .

« Finally, consider the challenge ciphertext. As usual, we start by showing that algorithm 8 can compute
Eq. (7.2) using the terms from the challenge. Observe that for allk € S € S* and all j € [N] \ S*, we have
that 2d; — dy € C by construction. Thus g — 2d; + di € S;. We also have g + 1+ 2d, € [qg+ 1,2q] C 5.
Hence B receives all [ta?~24*%]g and [ta9"*%]g from the challenge and can simulate Cs as described. Since
the challenger samples t <~ Z,, the distribution of C; is exactly as in EXP{@nd) and EXP{). Consider the
distribution of Cs. By definition, we have

G = Z s’ - taTt e 4 Z stad~2dr+de

keS JEIN]\S*

= Z ta% (s’ a9 + Z sad™ %
keS JE[N]\S*

=t p=t ) pu
keS keS

which is exactly the distribution in EXP{&IY) and EXP{{);. Finally, consider the distribution of C;:

- If b = he([sta?] g, r) = he([ta]g,, 1), then C; = b @ v, which is the distribution of C; in EXP§).
- Ifb & {0,1},Ci=bvis uniformly random, which is the distribution in EXPg'Saé‘Ed).

Thus, depending on the distribution of b (and with overwhelming probability over the choice of the challenge), algo-
rithm B either simulates an execution of EXP{{}; or EXP{@Nd) . Thus, we conclude that B succeeds in distinguishing
the distributions in Lemma 7.8 with advantage £(1) — negl(A). As argued above, algorithm 8 is also admissible, which

concludes the proof of semi-static security. O

Instantiations. Instantiating the double-free and progression-free set family in Construction 7.5 with Lemma 7.3,
we obtain a semi-statically-secure broadcast encryption scheme where the public parameters contain N'*°()) group
elements and the secret keys and ciphertexts contain a constant number of group elements. Security follows from
a search assumption. We summarize the instantiation below:

Corollary 7.9 (Semi-Statically-Secure Broadcast Encryption Scheme). Let N be the number of users. Under the search
set-consistent bilinear Diffie-Hellman exponent assumption, there exists a semi-statically-secure broadcast encryption
where the public keys contain N'*°(\) group elements, the secret keys contain one group element, and the ciphertexts
contain two group elements.
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A Distributed Broadcast Encryption

In this section, we give the definition of distributed broadcast encryption along with the semi-static to adaptive
transformation for distributed broadcast encryption schemes. The construction is almost identical to the construction
for centralized broadcast encryption given in Construction 5.1. We start by recalling the definition of distributed
broadcast encryption.

Definition A.1 (Distributed Broadcast Encryption [BZ14, KMW23]). A distributed broadcast encryption scheme
is a tuple of efficient algorithms (Setup, KeyGen, IsValid, Enc, Dec) with the following syntax:

« Setup(14,1NY) — pp: On input the security parameter A and the number of users N, the setup algorithm outputs
the public parameters pp.

« KeyGen(pp,i) — (pk;,sk;): On input the public parameters pp and an index i € [N], the key-generation
algorithm outputs a public key and a secret key (pk;, sk;).
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« IsValid(pp, i, pk;) — b: On input the public parameters pp, an index i € [N], and a public key pk;, the
validity-checking algorithm outputs a bit b € {0, 1}.

« Enc(pp, {(i, pk;) }ies, ) — ct: On input the public parameters pp, a collection of public keys pk; and a message
i € {0, 1}, the encryption algorithm outputs a ciphertext ct.

« Dec(pp, {(i, pk;) }ies, ct, (j, skj)) — p: On input the public parameters pp, a collection of public keys pk;, a
ciphertext ct, and a secret key sk; for an index j, the decryption algorithm outputs a message y € {0, 1}.

We require that (Setup, KeyGen, IsValid, Enc, Dec) satisty the following properties:

« Correctness: Forall A, N € N, i € [N],all S C [N] such that i € S, all pp in the support of Setup(ll, 1), all
(pk;, sk;) in the support of KeyGen(pp, i), all {pk;} jes\(;} such that IsValid(pp, j, pk;) = 1forall j € S\ {i},
and all p € {0, 1}, we have

Pr[Dec(pp. {(J. pki)} jes. ct, (i,ski)) = p : ct « Enc(pp, {(J. pk;) }ies. )] = 1.
« Verifiable keys: For all A, N € N, and all indices i € [N], it holds that

. . L pp « Setup(14,1V) B

Pr |IsValid(pp, i, pk;) = 1: (pk,, ki) — KeyGen(pp, i) | 1.

« Succinctness: There exists a fixed polynomial poly(-) such that for all A, N € N, all subsets S € [N], all
public parameters pp in the support of Setup(1*1V), all key-pairs (pk;, sk;) in the support of KeyGen(pp, i)
for i € S, all messages y € {0, 1}, and all ciphertexts ct in the support of Enc(pp, {pk;}ies, i, S), it holds that
[ct] < o(]S]) - poly(4,log N).

We also define adaptive security and semi-static security as follows:

« Adaptive security: For a security parameter A, an adversary A, and a bit § € {0, 1}, we define the adaptive
security experiment EXPYJ (14, A):

— Setup: On input the security parameter 1%, the adversary outputs the number of users 1. The challenger
samples pp < Setup(1%,1V) and sends pp to A. The challenger also initializes two (initially empty) sets
Q and C to keep track of the set of identities on which A makes a key-generation query and the set of
identities on which A makes a corruption query, respectively.

— Query phase: The adversary A can (adaptively) make the following queries.

» Key generation queries: On input index i € [N], if i € Q, the query is invalid and the challenger
responds with L. Otherwise, the challenger samples (pk;, sk;) < KeyGen(pp, i), sends pk; to A,
and add i to Q.

» Key corruption queries: On input index i € [N], if i ¢ Q\ C, the query is invalid and the challenger
responds with L. Otherwise the challenger responds with sk; and add i to C.

— Challenge query: After A finishes making evaluation queries, it sends a set S € Q \ C to the challenger.
The challenger then computes ctg < Enc(pp, {pk;}ies, f) and sends ctg to A.

— Output: At the end of the game, A outputs b € {0, 1}, which is the output of the experiment.

We say that Ilppe satisfies adaptive security if for all efficient adversaries A, there exists a negligible function
negl(-) such that for all 1 € N,

PrlEXPSYe (11, A) = 1] — PrEXPSYe (14, A) = 1]| = negl(A).

+ Semi-static security: For a security parameter A, an adversary A, and a bit § € {0, 1}, we define the semi-static
security experiment EXP{) s (14, A):
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— Setup: On input the security parameter 14, the adversary outputs the number of users 1V, along with
a set S*. The challenger samples pp < Setup(1*, 1V) and sends pp to A. Next, the challenger samples
(pk;, sk;) < KeyGen(pp, i) for all i € S* and sends {pk;}ies- to A.

— Challenge query: The adversary A sends a set S € S* to the challenger. The challenger computes
ctg < Enc(pp, {pk;}ics, B) and sends ctg to A.

— Output: At the end of the game, A outputs b € {0, 1}, which is the output of the experiment.

We say that IIpgg satisfies semi-static security if for all efficient adversaries A, there exists a negligible function
negl(-) such that for all 1 € N,

Pr[EXP{hge (1%, A) = 1] - Pr[EXP{hg (11, A) = 1] = negl(A).

Semi-static to adaptive security. We now show how to use publicly-sampleable projective PRGs to generically com-
pile any semi-statically-secure distributed broadcast encryption scheme into an adaptively-secure one. Our approach is
an adaptation of Construction 5.1 to the setting of distributed broadcast encryption. Previously, [KMW23] showed how
to apply the Gentry-Waters compiler [GW09] to achieve an analogous transformation in the random oracle model. Our
approach is the plain-model analog where we replace the random oracle with a publicly-sampleable projective PRG.

Construction A.2 (Adaptively-Secure Distributed Broadcast Encryption). LetIIss = (SS.Setup, SS.KeyGen, SS.IsValid,
SS.Enc, SS.Dec) be a semi-statically-secure distributed broadcast encryption scheme. Let II,prc = (pPRG.Setup,
pPRG.Samp, pPRG.Project, pPRG.Eval) be a publicly-sampleable projective PRG. We construct an adaptively-secure
broadcast encryption IIpge = (Setup, KeyGen, IsValid, Enc, Dec) as follows:

« Setup(1%,1V): On input the security parameter A and the number of users ¢, the setup algorithm proceeds as
follows:
1. Samples (pp, o) < pPRG.Setup(1%,1V).
2. Sample SS.pp « SS.Setup(1%,12N). For ease of exposition, we index the set [2N] using a pair (i,b) €
[£] x {0, 1}.
3. Output pp = (SS.pp, pPRG.pp).
« KeyGen(pp, i): On input the public parameters pp = (SS.pp, pPRG.pp), the key-generation algorithm samples
(SS.pky; ), SS.sk(ip)) < SS.KeyGen(SS.pp, (i,0)) and (SS.pk(; ), SS.sk(i1)) < SS.KeyGen(SS.pp, (i,1)). It
then samples a random bit s; < {0, 1} and output key pair pk; = (SS.pk ;) SS-pk;1y)s ski = (i, s, SS.skis;))-

« IsValid(pp, i, pk;): On input the public parameters pp = (SS.pp, pPRG.pp), an index i € [N], and a public key
pk; = (8S.pkg; . SS.pk(; 1)) the validity-checking algorithm output 1 if SS.IsValid(SS.pp, (i,0), SS.pk;4)) =1
and SS.1sValid(SS.pp, (i, 1), SS.pk;;)) = 1. The algorithm outputs 0 otherwise.

« Enc(pp, {i, pk;}ies, #1): On input the public parameters pp = (SS.pp, pPRG.pp), and a set S C [N] of public
keys pk; = (SS.pkg; ), SS.pk; 1)), and a message p € {0, 1}, the encryption algorithm proceeds as follows:

1. Sample o5 < pPRG.Samp(pp, S).

2. For eachi € S, compute t; = pPRG.Eval(pPRG.pp, 05, S, i).

3. Compute ciphertexts
SS.cty «— SS.Enc(SS.mpk, {(i, ;). SS.pk; ) ties: 1),
SS.cty « SS.Enc(SS.mpk, {(i, 1 —#;), SS.pk(;1_¢,) }ies, b)-

Output the ciphertext ct = (SS.cto, SS.cty, 05).

+ Dec(pp, {i, pk;}ies, ct, (j, sk;)): On input the public parameters pp = (SS.pp, pPRG.pp), a set S C [N] of
public keys pk; = (SS.pk; ), SS.pk; ), the secret key sk; = (s, SS.sk(;;)) for some j € S, and a ciphertext
ct = (SS.cty, SS.cty, 0), the decryption algorithm proceeds as follows:
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1. For each i € S, compute ¢; = pPRG.Eval(pPRG.pp, 0, S,i). Let b = t; @ s;.
2. Finally, compute and output SS.Dec(SS.pp, {(i, t; ® b), SS-Pk(l-,ti@b)}ies, SS.sk(jysj), SS.cty).

Theorem A.3 (Correctness). IfIlsg is correct, then Construction A.2 is correct.

Proof. Take any A, N € N. Take any set S C [N] and index i € S, any message p € {0,1}. Let (mpk, msk) «
Setup(l’l, 1), sk; « KeyGen(msk, i), and ct < Enc(mpk, S, pr). By construction, the following hold:

« First, pp = (SS.mpk, pPRG.pp), where SS.pp « SS.Setup(1%,12N) and (pPRG.pp, o) « pPRG.Setup (14, 1V).
« Next, pk; = (SS.pk(LO), SS.pk(i,l)),sk,- = (i,s;,5S.sk(;s,)) where s; & 10,1} and

(SS.pk ;) SS-sk(i0)) < SS.KeyGen(SS.pp, (i,0))
(SS.pk; 1), SS.sk(i1)) < SS.KeyGen(SS.pp, (i, 1)).

« Finally, ct = (SS.cto, SS.cty, 0s), where

os < pPRG.Samp(pPRG.pp, S)
Vi e S:t; = pPRG.Eval(pPRG.pp, 0s, S, i)
SS.cty « SS.Enc(SS.mpk, {(i, ti)SS.pk(i’ti)}ies, n)
SS.cty «— SS.Enc(SS.mpk, {(i, 1 = 1;), SS.pk; _4,) ties, p)-

Consider now the value of Dec(pp, {i, pk;}ies, ct, (J, sk;)). By construction, (j,t; ® b) = (j,t; ® (t; @ s;)) = (j,s)).
Hence by the correctness of IIgg, this means that with probability 1,

u = SS.Dec(SS.pp, {(i, t; ® D), SS.pk(i’tie;b)},-es, SS.sk(j,Sj), SS.cty),
and correctness follows. O
Theorem A.4 (Verifiable Keys). IfIlss has verifiable keys, then so does Construction A.2.

Proof. By construction, the public key in IIpgg consists of two public keys of IIss. The property now follows by the
verifiable keys property of the underlying scheme:

pp < Setup(14,1V)

Pr |IsValid(pp, i, pk;) = 1: (pk,,ski) — KeyGen(pp, )

SS.pp « SS.Setup(1%,12N)
(SS.pki,O, SS.skio) < SSKeyGen(SS.pp, (i,0)) | =1.
(SS.pk; 1, SS.skio) < SSKeyGen(SS.pp, (i,1))

SS.IsValid(SS.pp, (i, 0), SS.pk(i’O)) =1

= Pr| and sS.1sValid(SS.pp, (i, 1), $S.pk(;p) = 1

The claim follows. m]

Theorem A.5 (Adaptive Security). Suppose Iss satisfies semi-static security and Ipprg satisfies correctness, sampling
indistinguishability, and adaptive pseudorandomness. Then Construction A.2 is adaptively secure.

Proof. Let A be an efficient adversary for the adaptive broadcast security game. We begin by defining a sequence
of hybrid experiments:

« Hyb,: This is the adaptive experiment EXP{; from Definition A.1:

— Setup: On input the security parameter 14, algorithm A outputs the number of slots 1V. The challenger
responds by computing pp « Setup(1%, 1V) and gives pp = (SS.pp, pPRG.pp) to A. Specifically, the
challenger samples (pPRG.pp, 6) < pPRG.Setup(1%,1V), SS.pp « SS.Setup(1%,1%N). The challenger
also initializes sets Q and C to keep track of key-generation queries and corruption queries, respectively.
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— Query phase: The challenger handles queries as follows:

» Key-generation queries: On input index i € [N], the challenger sends L to A if i € Q. Otherwise,
the challenger samples (pk;, sk;) < KeyGen(pp, i), sends pk; to A, and adds i to Q. In particular,
pk; = (8S.pk(;g)> SS-pk(; 1)), ski = (i, 5;, SS.5k(i,)) where s; & 40,1} and

(SS.pk(; ), SS-sk(ip)) < SS.KeyGen(SS.pp, (i, 0))
(SS.pk; 1), SS.sk(i,1)) < SS.KeyGen(SS.pp, (i, 1)).
+ Key-corruption queries: On input index i € [N], the challenger sends L to Aifi ¢ Q \ C.

Otherwise the challenger sends sk; to A and add i to C.

- Challenge query: After A outputs S C Q \ C, the challenger responds with ct < Enc(pp, {i, pk;}ics, 0).
Specifically, the challenger first computes t; = pPRG.Eval(pPRG.pp, 0s, S, i) for all i € S and set ciphertext
ct = (SS.cty, SS.cty, o5) where

SS.cty «— SS.Enc(SS.mpk, {(i, t,-)SS.pk(i’ti)},-eg, 0)
SS.ct; < SS.Enc(SS.mpk, {(i, 1 = #;), SS.pk(;;_,) ties, 0).

— Output: At the end of the game, algorithm A outputs abit b € {0, 1}, which is the output of the experiment.

Hyb, ; Same as Hyb, except the challenger samples s = (s;,...,sy) ¢~ {0,1}" in the setup phase. Furthermore,
it delays the computation of sk; to the key-corruption queries. In particular, when responding to key-generation
queries, the challenger samples the key pairs (SS.pk; ), SS.ski0)), (SS.pk; 1), SS.sk(i1)) exactly as in Hyb;, and
replies with pk; = (SS.pk ;). SS.pk(; ;). It also stores (SS.sk(; ), SS.sk(i)). If A later makes a key-corruption
query on index i, then the challenger samples s; <~ {0, 1} and replies with sk; = (i, s, SS.sk(;,)) Note that in
this hybrid, the challenger’s behavior in a key-generation query does not depend on the bit s;.

Hyb,: Same as Hyb; except when constructing the challenge ciphertext, the challenger now computes
gs < pPRG.Project(pPRG.pp, o, S).

Hyb,: Same as Hyb,, except during setup, the challenger computes 0| < pPRG.Project(pp, o, [N]), and on

each key-corruption query, the challenger sets s; = pPRG.Eval(pp, oy, [N], 0).

Hyb,: Same as Hyb, except the challenger switches SS.ct; to be an encryption of 1. Namely, the challenger
now computes SS.ct; < SS.Enc(SS.mpk, Sy, 1).

Hybs: Same as Hyb,, except on every key-corruption query, the challenger samples s; <~ {0, 1}.

Hyb,: Same as Hyb;, except during setup, the challenger first computes o[ < pPRG.Project(pp, o, [N]), and
on every key-corruption query, the challenger sets s; = 1 — pPRG.Eval(pp, on, [N], 7).

Hyb,: Same as Hyb,, except the challenger switches SS.cty to be an encryption of 1. Namely, the challenger
now computes SS.cty <— SS.Enc(SS.mpk, So, 1).

Hybg: Same as Hyb, except the challenger now samples s <~ {0, 1}V during the setup phase.

Hyby: Same as Hyb; except when constructing the challenge ciphertext, the challenger samples o5 «
pPRG.Samp(pp, S).

Hyb,,: Same as Hyb, except the challenger now samples s; in key-generation queries. In particular, when
responding to a key-generation query, the challenger samples (SS.pk; ), SS.sk(ip)), (SS.pk(; 1), SS.sk(i 1)) as
in Hyb,y. Then, it samples s; & 10,1} and sets pk; = (SS.pk(i’O),SS.pk(m)), sk; = (i,5:, SS.sk(is,)). This is
experiment EXP{J; from Definition A.1.
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We write Hyb, (A) to denote the random variable corresponding to the output of an execution of hybrid Hyb,; with
adversary A (and an implicit security parameter 1). We now show that the output distributions of each adjacent
pair of hybrid experiments is computationally indistinguishable.

Lemma A.6. Forall A € N, Pr[Hyb,(A) = 1] =Pr[Hyb,(A) =1].

Proof. Note that in Hyb,, the bit s; is never revealed to the adversary A unless it makes a key corruption query on
index i. Therefore the view of A is identical in both hybrids and the lemma follows. O

Lemma A.7. Suppose Il,prg satisfies sampling indistinguishability. Then, there exists a negligible function negl(-) such
that for all A € N, | Pr[Hyb, (A) = 1] — Pr[Hyb,(A) = 1]| = negl(4).

Proof. Suppose |Pr[Hyb,(A) = 1] — Pr[Hyb,(A) = 1]| > (1) for some non-negligible e. We use A to construct
an efficient adversary 8 for the sampling indistinguishability game:

1. On input the security parameter 14, algorithm B starts running algorithm A (1%). Algorithm A outputs a length
parameter 1V which algorithm B forwards to its challenger. The sampling indistinguishability challenger
replies with pPRG.pp.

2. Algorithm B samples s < {0,1}N, SS.pp « SS.Setup(1%,12N) and gives pp = (SS.pp, pPRG.pp) to A.

3. Algorithm 8B implements all of the key-generation and key-corruption queries from A using the challenger
specification of Hyb,.

4. When algorithm A makes a challenge query for the set S C Q \ C, algorithm B forwards S to its challenger
and receives og.

5. For each i € S, algorithm 8B computes t; = pPRG.Eval(pPRG.pp, o5, S, i). It then sets
SS.cty «— SS.Enc(SS.mpk, {(i, tl-),SS.pk(i’ti)},-es, 0)
SS.cty «— SS.Enc(SS.mpk, {(i, 1 = 1;), SS.pk(; ;_,) ties. 0).
The challenger responds with ct = (SS.cty, SS.cty, 0s).
6. At the end of the game, algorithm A outputs a bit b € {0, 1} which algorithm 8B also outputs.
We now analyze the distribution of EXngr)np(l’l, B) for p € {0,1}:

- Suppose f = 0. This means (pp, &) < pPRG.Setup(1%,1V) and o5 < pPRG.Samp(pp, S). This is the distribu-
tion in Hyb, so algorithm 8 outputs 1 with probability Pr[Hyb, (A) = 1].

« Suppose f§ = 1. This means (pp, o) < pPRG.Setup(1%,1V) and o5 < pPRG.Project(pp, 5, S). This is the
distribution in Hyb,, so algorithm 8 outputs 1 with probability Pr[Hyb,(A) = 1].

We conclude that algorithm 8 breaks mode indistinguishability with non-negligible advantage e. O

Lemma A.8. Suppose Il prg satisfies adaptive pseudorandomness. Then, there exists a negligible function negl(-) such
that for all A € N, | Pr[Hyb,(A) = 1] — Pr[Hyb,(A) = 1]| = negl(4).

Proof. Suppose |Pr[Hyb,(A) = 1] — Pr[Hyb,(A) = 1]| > (1) for some non-negligible e. We use A to construct
an efficient adversary 8 for the adaptive pseudorandomness game:

1. On input the security parameter 14, algorithm B starts running algorithm A (1%). Algorithm A outputs a length
parameter 1V which algorithm B forwards to its challenger. The sampling indistinguishability challenger
replies with pPRG.pp.

2. Algorithm 8B samples SS.pp « SS.Setup(1%, 12V) and gives pp = (SS.mpk, pPRG.pp) to A.
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3. When algorithm A makes a key-corruption query on an index i € Q \ C, algorithm B makes an evaluation
query to its challenger on i and receives s;. It then returns sk; = (i, s;, SS.sk(;s,)). Algorithm 8 implements
all key-generation queries using the challenger specification of Hyb,.

4. When algorithm A makes a challenge query for the set S C Q \ S, algorithm 8 makes an evaluation query
on all indices [N] \ S. It then makes a challenge query and receives os.

5. For each i € S, algorithm B computes t; = pPRG.Eval(pp, os, S, i). It then sets

SS.cto <= SS.Enc(SS.mpk, {(i, t;), SS.pk; ) }ies, 0)
SS.cty <= SS.Enc(SS.mpk, {(i,1 = t;),SS.pk; ;s }ies, 0).

The challenger responds with ct = (SS.ct, SS.cty, 0s).
6. At the end of the game, algorithm A outputs a bit b € {0, 1} which algorithm B also outputs.

We now analyze the distribution EXPr(,'fg) (14, B). First, let I C [N] be the indices algorithm B makes to its evaluation
oracle. First, from the requirements of the distributed broadcast security definition, we have that S C Q \ C. This
means C € Q \ S C [N]\ S. Then by construction of B, we have that I = C U ([N] \ S) = [N] \ S. Correspondingly,

[N]\I=S. We now consider the distribution of of EXPg/fg) (14, B) for each 8 € {0,1}:

« Suppose 8 = 0. In this case, the challenger samples (pPRG.pp, 0) « pPRG.Setup(1%, 1V) and computes O[N] <
pPRG.Project(pp, o, [N]). It responds to each evaluation query on i € [N] with s; = pPRG.Eval(pp, o, [N], ).
Since [N] \ Ig = S, the challenger responds with os «— pPRG.Project(pp, 0, S) in the challenge phase. This is
precisely the behavior in Hyb,(A), so in this case, algorithm 8B outputs 1 with probability Pr[Hybs(A) = 1].

« Suppose S8 = 1. In this case, the challenger samples (pPRG.pp, o) < pPRG.Setup(1*,1V) and u & {0, 1}V. It
responds to each evaluation query on i € [N] with s; = u;. In the challenge phase, the challenger again responds
with os < pPRG.Project(pp, 0,5). This is precisely the behavior in Hyb,(A), so in this case, algorithm B
outputs 1 with probability Pr[Hyb, (A) = 1].

We conclude that algorithm B breaks adaptive pseudorandomness with non-negligible advantage e. O

Lemma A.9. Suppose Ilss satisfies semi-static security and Il prg is correct. Then, there exists a negligible function
negl(-) such that for all A € N, | Pr[Hyb,(A) = 1] — Pr[Hyb,(A) = 1]| = negl().

Proof. Suppose |Pr[Hyb,(A) = 1] = Pr[Hyb,(A) = 1]| > (1) for some non-negligible e. We use A to construct
an efficient adversary 8B for the semi-static security game:

1. On input the security parameter 1%, algorithm B starts running algorithm A(1%). Algorithm A outputs a
length parameter 1V. Algorithm B then initializes two (empty) sets Q and C.

2. Algorithm B samples (pPRG.pp,o) « pPRG.Setup(1*,1V) and o|n] < pPRG.Project(pPRG.pp, o, [N]).
Then, for each i € [N], it computes s; = pPRG.Eval(pp, oyn7, [N], i).

3. Algorithm B constructs the set S* = {(i,1—s;) }ic[n]. It forwards 12V together with the set S* to the semi-static
security challenger. The challenger replies with SS.pp and a collection of public keys {SS.pk; ;_,)}ie[n]-
Algorithm 8 gives pp = (SS.pp, pPRG.pp) to A.

4. When algorithm A makes a key-generation query on an index i € [N], algorithm 8B replies with L ifi € Q.
Otherwise, it samples
(SS.pk; ., SS.skis,) « KeyGen(SS.pp, (i,s;))

i,s;°

and replies with pk; = (SS.pk;, SS.pk; ;). Algorithm B then adds i to Q.

5. When algorithm A makes a key-corruption query on an index i € [N], algorithm B replies with L ifi ¢ Q \ C.
Otherwise, it replies with sk; = (i, s;, SS.sk;,) and adds i to C.
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6. When algorithm A makes a challenge query for a set S € [N], algorithm B starts by computing a pro-
jected seed os < pPRG.Project(pp, 0,S). Then it sets So = {(i,s;) }ies and S; = {(i, 1 — s;) }ses- It computes
SS.cty « SS.Enc(SS.pp, (i, ), Ss'pkissi(is-)es()’ 0) and forwards S; to the semi-static security challenger. The

challenger replies with a ciphertext SS.ct;. Algorithm B replies to A with ct = (SS.cto, SS.cty, 05).
7. At the end of the game, algorithm A outputs a bit b € {0, 1} which algorithm $ also outputs.

By construction, algorithm 8 is a valid adversary for the semi-static security game. Specifically, the challenge set S;
always satisfies S; C S*. We now analyze the distributions of EXP{£): (14, B). We consider each component separately.

« The semi-static security challenger samples SS.pp « SS.Setup(1%, 12N), which coincides with the distribution
of SS.pp in Hyb, and Hyb,. In addition, the challenger samples the public keys as (SS.pk SS.skii—s;)
SS.KeyGen(SS.pp, (i, s;)). This also coincides with the distribution in Hyb, and Hyb,.

i,1-s;°

« Next, consider the sets Sp and S;. In the reduction, algorithm B uses public key sets {pk(i’si) }ies for SS.cty and
{Pk(i,l—s,-)}ies for SS.ct;, where s; = pPRG.Eval(pp, on7, [N], ). Since s < pPRG.Project(pp, 0, S), correct-
ness of II,prc means that s; = pPRG.Eval(pp, os, S, i) for all i € S. Thus, the public key sets are constructed
exactly as in Hyb; and Hyb,. Thus, SS.ct, is distributed exactly according to the distribution in Hyb, and Hyb,.

« It suffices to consider the distribution of SS.ct;. When f = 0, SS.ct; < SS.Enc(SS.pp, {pk(i,1—s,«)}i65» 0) and
when f = 1, SS.ct; « SS.Enc(SS.pp, {pk;_s,) }ies, 1). The former corresponds to the distribution in Hyb,
while the latter corresponds to the distribution in Hyb,.

We conclude that algorithm B breaks semi-static security with non-negligible advantage e. O

Lemma A.10. Suppose Il,prg satisfies adaptive pseudorandomness. Then, there exists a negligible function negl(-) such
that for all A € N, | Pr[Hyb,(A) = 1] — Pr[Hyb.(A) = 1]| = negl(4).

Proof. Follows by an analogous argument as the proof of Lemma A.8. O

Lemma A.11. Suppose Il,prg satisfies adaptive pseudorandomness. Then, there exists a negligible function negl(-) such
that for all A € N, | Pr[Hybs(A) = 1] — Pr[Hyb,(A) = 1]| = negl(4).

Proof. Follows by an analogous argument as the proof of Lemma A.8. O

Lemma A.12. SupposeIlss satisfies semi-static security and Ipprg is correct. Then, there exists a negligible function
negl(-) such that for all A € N, | Pr[Hyb,(A) = 1] — Pr[Hyb,(A) = 1]| = negl().

Proof. Follows by an analogous argument as the proof of Lemma A.9. O

Lemma A.13. Suppose Il prg satisfies adaptive pseudorandomness. Then, there exists a negligible function negl(-) such
that for all A € N, | Pr[Hyb,(A) = 1] — Pr[Hybg(A) = 1]| = negl(1).

Proof. Follows by an analogous argument as the proof of Lemma A.8. O

Lemma A.14. Suppose Il prc satisfies sampling indistinguishability. Then, there exists a negligible function negl(-)
such that for all A € N, | Pr[Hybg(A) = 1] — Pr[Hyb,(A) = 1]| = negl(4).

Proof. Follows by an analogous argument as the proof of Lemma A.7. O
Lemma A.15. Forall A € N, | Pr[Hyb,(A) = 1] — Pr[Hyb,,(A) = 1]| = 0.

Proof. Follows by an analogous argument as the proof of Lemma A.6. O
Adaptive security now follows by combining Lemmas A.6 to A.15. O

Theorem A.16 (Succinctness). Suppose Ilss and Il prc are succinct. Then Construction A.2 is succinct.
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Proof. In Construction A.2, a ciphertext for a set S € [N] consists of two ciphertexts for the semi-static distributed
broadcast encryption scheme Ilss as well as a projected seed os for Il prg. By succinctness of the underlying prim-
itives, the size of the ciphertext is 2 - 0(|S]) - poly(4,log N) + poly(A, log N), which satisfies the required succinctness
properties. m}

B Publicly-Sampleable Projective PRGs from RSA

In this section, we recall the projective PRG scheme from [ABI*23, §3.2] based on the RSA assumption [RSA78].
In the following, we write Primes; C N to denote the set of A-bit primes. Similar to [ABI"23], we state the RSA
assumption with respect to prime exponents (as opposed to random exponents over ZZJ (N) ). Since the density of primes
is ©(1/log N), the standard RSA assumption implies the variant with prime exponents. We define this as follows:
Definition B.1 (Composite Modulus Sampler). Let A be a security parameter. A composite-modulus sampler is an
efficient algorithm SampleN that takes as input the security parameter 1* and outputs (N, p, ) where N = pq and
P, q € Primes are distinct A-bit primes.

Assumption B.2 (RSA with Prime Exponents). Let SampleN be a composite-modulus sampler. We say the RSA
assumption with prime exponents holds with respect to SampleN if for all efficient adversaries A, there exists a
negligible function negl(-) such that for all A € N,

(N,p,q) « SampIeN(l)‘)

Pr|A(1",N,e,u* mod N) = u : A, . R s
e — Z(p(N) N Primes;, u < Z)

= negl(4).

Publicly-sampleable projective PRG from RSA. We now show how to construct a publicly-sampleable projec-
tive PRGs from the RSA assumption. The construction is nearly identical with the one from [ABI*23, §3.2], except we
introduce an explicit public sampling algorithm. We then prove that the construction satisfies the security properties
from Definition 4.1. As discussed in Definition 4.1, our security properties do not follow as a consequence of the
security properties considered in [ABI"23] which is why we include the full analysis here.

Construction B.3 (Projective PRG from RSA). Let SampleN be a composite-modulus sampler. Let hc: {0, 1}?* x
{0,1}** — {0,1} be the Goldreich-Levin extractor. We construct a publicly-sampleable projective PRG pprg =
(Setup, Samp, Project, Eval) as follows:

« Setup(1%4,1°) — (pp, o): On input the security parameter A and the output length ¢ € N, the setup algorithm
starts by sampling (N, p,q) < SampleN(1%). It then samples x & Z3,, extractor randomness r ¢~ {0, 1324,
and primes ey, ..., e & Z(*p( N Primes;. It outputs the public parameters pp = (N, ey, ..., e, 1) and the seed

a = (x,¢(N)).

« Samp(pp,S) — os: On input the parameter pp = (N, ey,...,¢e,1) and a target set S C [£], the sampling
algorithm samples a random element y <~ Z3, and output the simulated projected seed o5 = y.

N)

« Project(pp, 0,S) — os: On input the public parameters pp = (N, ey,. .., e, 1), the key 0 = (x, 9(N)), and a tar-
getset S C [£], the projection algorithm computes xs = xIlictens ¢ mod N. It outputs the projected seed o5 = xs.

« Eval(pp, o, S, i): On input the public parameters pp = (N, ey, ..., e, 1), a projected seed o = xs, the associated
set of indices S C [£], and an index i € S, the evaluation algorithm computes x; = xllies\ti ¢ mod N and
outputs hc(x;, r).

Theorem B.4 (Correctness). Construction B.3 is correct.

Proof. Take any security parameter A € N, output length ¢ € N, set of indices S C [f], and index i € S. Let
(pp.o) « Setup(1%,1°) and o5 < Project(pp,o,S). By construction, this means pp = (N, ey,...,e.,r) and
c=x€ Z}‘\,. Now, observe that og = x5 = xllietns ¢ mod N, therefore in Eval(pp, 0s, S, i),

x; = x;_[jes\(i} €j — xHjE[(’]\{i} Ej,

which is a fixed value independent of the choice of S. Therefore, Eval(pp, os, S, i) = Eval(pp, oy¢1, [€], i). ]
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Theorem B.5 (Succinctness). Construction B.3 is succinct.
Proof. A projected seed is a single element of Zy, which can be described by at most 22 bits. O
Theorem B.6 (Sampling Indistinguishability). Construction B.3 satisfies perfect sampling indistinguishability.

Proof. Since e; € Z;(N), for all sets S C [f], the mapping x — xs = x[licle1s¢ is a permutation over Zy;- There-
fore, for all S, the distribution of o5 = x5 for random sampled x & Zj‘v is identical to a random y & Z;]. Hence

EXP(®) = EXP{!) and that Construction B.3 satisfies perfect sampling indistinguishability. O

samp samp

Theorem B.7 (Adaptive Pseudorandomness). If the RSA assumption with prime exponents hold, then Construction B.3
satisfies adaptive pseudorandomness.

Proof. Before proving the theorem, we first state the following corollary of the RSA assumption (Assumption B.2)
and Theorem 3.2. This will be useful in our security analysis.

Lemma B.8. Let hc: {0,1}** x {0,1}** — {0, 1} be the Goldreich-Levin extractor. For a security parameter A and an
adversary A, define the following distinguishing game EXPP) (14, A):

« On input the security parameter 1, the adversary outputs a length parameter 1° and an index i € [£].

« The challenger samples (N, p,q) « SampleN(l’l), u & 7%, extractor randomness r & {0,1}21, and ran-

N’
dom primesey, ..., e & Primes,. Additionally, the challenger computes bits by = hc(unf*i ¢ mod N, r) and
by & {0,1}. The challenger gives (N,u®, ey, ..., e, bg) to the adversary.

o The adversary outputs a bit b’ € {0, 1}, which is the output of the experiment.

Suppose the RSA assumption holds. Then, for all efficient adversaries A, there exist a negligible function negl(-) such
that forall A € N,

Pr[EXP (14, A) = 1] - Pr[EXPYV (1, A) = 1]| = negl(1).
Proof. Suppose there exists some efficient adversary A where
| Pr[EXP® (14, A) = 1] — Pr[EXPV (14, A) = 1]| = £(2)

for some non-negligible ¢. For simplicity, we split A into two algorithm A = (A, A;), where A, takes as input
1* and outputs a pair (1, i) along with a private state st, and A, takes as input the private state st along with the
challenger’s response and outputs the bit b’. We now define a joint distribution (X, Y) = {(X), Y3)}1en as follows:

« Run Ay (1%) to receive a pair (1, i) and private state st. Sample (N, p, q) < SampleN(1%),u & Z% r & {0,1}*,
and ey, ..., e, < Primes;.

e Let x = ulli# ¢ and y=(st,i, N,u%, eq,...,er). Output the pair (x,y).

We now show that under the RSA assumption, X is computationally unpredictable given Y. Suppose there exist an
efficient algorithm (A’ that can predict x given y with some non-negligible probability ¢’. We construct an efficient
algorithm B for the RSA problem:

« On input (1%, N, e,0), where (N, p,q) < SampleN(1%), e & Z* N Primesy, v = u® mod N, and u & Zy»

@(N)
algorithm B starts running Ay (1%) to receive a pair (1¢,i) and state st. For each i € [¢] \ {i}, it samples
e; < Primes;. It sets ¢; = e. Finally, it sets y = (st, i, N, v, e1,...,¢e)

« Algorithm B runs A’ (14, y) to obtain x. It then computes the Bezout coefficients a, f € Z where a [] jriej+pfe=
1, which exists and are efficiently computable as long as gcd(e;, e) = 1 for all j # i. The algorithm 8 aborts
if the coefficients do not exist.

« Algorithm B outputs x% - v#.
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The advantage of 8 can be analyzed as follows:

« With overwhelming probability, a random prime e; <~ Primes; will satisfy gcd(e;, 9(N)) = 1, so the uniform
distribution over Primes, and Z:‘p (n) N Primes; is statistically indistinguishable. In this case, algorithm 8

correctly simulates the distribution of y in (x,y) « (X}, Y)).
« By assumption, with probability &’ — negl(1), algorithm A’ outputs x = ulli= ¢,

+ With overwhelming probability over the choice of e; & Primes,, it holds that e ; # e. Since ey, ..., ep,eareall
prime, this means ged(ej, e) = 1 for all j # i, and correspondingly, that ged([];; ej, e) = 1. Thus, with over-
whelming probability over the choice of ey, . . ., e, €, algorithm B successfully computes the Bezout coefficients

a, p.

« If x = ulli#¢ and the Bezout coefficients exist, algorithm B outputs x - of =y =€ . yPe =y which is the
solution to the RSA challenge.

Therefore the advantage of B is ¢’ —negl(1), which is non-negligible. Therefore, under the RSA assumption with prime
exponents, we conclude that X is computationally unpredictable given Y. The lemma now follows from Theorem 3.2:

« Since X is computationally unpredictable given Y, Theorem 3.2 now states that the distributions (1/1, r,hc(x, 1), )
and (1’1, 1, b,y) are computationally indistinguishable when r & {0, 1}2’1, (x,y) « (X3,Yy) and b & {0,1}.

« If algorithm A distinguishes EXP(®) and EXP(!) with advantage ¢, then we can use A; to construct a distin-
guisher for the distributions (1A, r,he(x,r),y) and (11, 1, b, y) as follows:

— On input (1’1, r,b,y) where y = (st,i, N, v, ey,. .., e;), compute and output A; (st, N,v, ey, ...,e,1,b).

When b = hc(x, r), this process perfectly simulates an execution of EXP(© for Ay and when b & {0, 1}, this
perfectly simulates an execution of EXP( for A;. Thus, this algorithm distinguishes between ( 14,1, he(x, 1), Y)
and (1%, 1, b, y) with non-negligible advantage «. O

Proof of Theorem B.7. We now return to the proof of Theorem B.7. The proof follows a similar strategy as the
proof of Theorem 6.7. For each index i € {0} U N, we define an experiment Hyb; as follows:

+ Hyb;: This is a variant of the adaptive pseudorandomness experiment:

- On input the security parameter 1%, algorithm A outputs the length parameter 1°. The challenger
runs (pp, o) < Setup(1%,1). Specifically, the challenger samples (N, p,q) < SampleN(1%), x & Zj,
r & o, 1}2’1, and ey, ..., ep & Z;(N) N Primes;. It sets pp = (N, ey,...,ep,1) and o = x. The challenger
gives pp to A.

- The challenger samples o7,) < Project(pp, o, [¢]) and t < {0, 1}’. In particular o, = x.

- When A makes an evaluation query on j € [¢], the challenger replies with Eval(pp, o[, [£], j) if j > i
and with ¢; if j < i. In particular, when j > i, the challenger computes x; = xllketeniy & mod N and
responds with hc(x;, ).

— After A finishes making evaluation queries, the challenger computes the seed os < Project(pp, o, [£] \ I)
where I C [f] is the set of indices on which algorithm A made an evaluation query. In particular,
o5 = xIlielens ¢ mod N. The challenger gives g to A.

At the end of the game, algorithm A outputs a bit b € {0, 1}, which is the output of the experiment.

We write Hyb, (A) to denote the random variable corresponding to the output of an execution of hybrid Hyb; with
adversary A (and an implicit security parameter 1). By construction, observe that EXPé?é(l’l, A) = Hyby(A) and

EXPé%(lA, A) = Hyb,(A). Following the same argument in the proof of Theorem 6.7, for all indices i € {0} UN,

Pr[Hyb,(A) = 1 A E;] — Pr[Hyb,_,(A) = 1 A E;] = Pr[Hyb,(A) = 1] — Pr[Hyb,_,(A) = 1], (B.1)
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where E; is the event that algorithm A makes an evaluation query on index i. Suppose now that

| Pr[EXP() (11, A) = 1] = Pr[EXP{) (11, A) = 1]| > £(1) (B.2)

for some non-negligible ¢. We use A to construct an efficient adversary 8 for the distinguishing problem from
Lemma B.8:

1. On input the security parameter 1%, algorithm 8B runs A(1*) to obtain the output length 1. Algorithm 8
samples a random index i < [¢£] and sends (1%, i) to the challenger.

2. The challenger responds with (N, v,ey,...,e,1,b), where v = u® and u & Zy;. Algorithm B sets pp =
(N,e1,...,epr) and gives pp to A. Algorithm B also samples t < {0, 1}°.

3. When algorithm A makes an evaluation query on an index j € [£], the challenger responds as follows:

o If j < i, the challenger responds with ¢;.
« If j = i, the challenger responds with b.

« If j > i, the challenger computes x; = ollkeienii & mod N and responds with he(xj, 1).

4. After A finishes making evaluation queries, let I C [#] be the set of indices on which algorithm A made an
evaluation query. If i ¢ I, then algorithm B outputs 0. Otherwise algorithm B responds with ag = ollenw ¢

5. At the end of the game, algorithm A outputs a bit b’ € {0, 1} which algorithm B also outputs.

Since A is efficient, algorithm 8 is efficient, so it suffices to analyze its advantage.

Analyzing the advantage of B. Let W, be the event that B outputs 1 when the challenger sets b = hc(ulli# ¢, r)
and W, be the event that 8B outputs 1 when the challenger samples b <- {0, 1}. Suppose algorithm B samples i = i* in
the above reduction. By construction, the challenger for the experiment in Lemma B.8 samples N, u, ey, .. ., e, as in the
normal setup algorithm, except it samples the exponents e; < Primes; instead of ¢; < Z’; o N Primes,. However,
with overwhelming probability over the choice of e; < Primes,, it holds that gcd(e;, (N)) = 1, so these two
distributions are statistically close. Correspondingly, the public parameters simulated by algorithm 8 are statistically
close to the distribution of public parameters in EX PF(J?% and EXP(!). By construction, algorithm 8 also simulates the
evaluation queries for j > i and the projected seed exactly as in EXP'(J?% and EXPS%, where the challenger’s secret
u plays the role of x in the reduction. We consider the distribution of the challenge bit b.

« Suppose b = hc(ull# ¢ r). In this case, the responses to the evaluation queries are distributed according to the
specification in Hyb,._,. We consider the probability that algorithm 8 outputs 1 in this case. First, if algorithm
A does not make an evaluation query on index i*, then algorithm 8B always outputs 0. If algorithm A does
make an evaluation query on index i*, then algorithm B perfectly simulates the challenge according to the
distribution in Hyb,._;, and thus, outputs 1 with probability Pr[Hyb,._,;(A) = 1 | Ex]. Thus, in this case,
algorithm B outputs 1 with probability

Pr[8B outputs 1 | i = i*] = Pr[Hyb,._;(A) =1| Ep] - Pr[Ex] = Pr[Hyb;_;(A) =1 AE;].

« Suppose b < {0,1}. In this case, the responses to the evaluation queries are distributed according to the
specification in Hyb,.. By a similar reasoning as in the previous case, we conclude that in this case

Pr[B outputs 1 | i = i"] = Pr[Hyb,.(A) =1 | Ex] - Pr[Ex] = Pr[Hyb. (A) = 1 A Ep].
Finally, algorithm B samples i < [¢]. Thus

1
Pr(Wy=1] = Z Pr[Hyb, ,(A) =1 AE],
ie[t]

1
Pr{Wi=1] = Z Pr[Hyb,(A) =1 A E,].
ie[f]
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Since EXPg?g(ll, A) = Hyb,(A) and EXPF(,%(IA, A) = Hyb,(A), we appeal to Eqgs. (6.1) and (6.2) and conclude that

1
|Pr[Wy = 1] = Pr[W; = 1]| = 5 |Zi€m Pr[Hyb,_,(A) = 1 A E;] - Pr[Hyb,(A) = 1 A E;]

1
-7 ’Zie[l’] pi— Pi-1

1 1 £
= Zlpo—pil = E|Pr[EXPé€é(1’1, A) =1] - Pr[EXP{) (14, A) = 1]| > >
which is non-negligible since A is efficient which means ¢ = poly(4). O

Remark B.9 (Reducing the Public Parameter Size). The public parameters in Construction B.3 scale linearly with
the output length (since it includes the description of the exponents ey, . . ., ¢;). The work of [ABI*23] describes an
approach to replace the description of (ey, ..., e;) with a succinct seed of size poly(4,log ). The idea is to generate
the primes in a pseudorandom manner and replace the tuple (ey, ..., ;) with a short seed p that can be expanded into
a sequence of primes. Moreover, to facilitate the security proof, there is a procedure that allows “programming” the
seed to output a specific prime at a particular index i € [£]. We refer to [ABI"23, §3.2.1] for details on this approach.

C The Gentry-Waters Semi-Static Broadcast Encryption Scheme

Gentry and Waters [GW09] previously showed how to construct a semi-statically-secure broadcast encryption scheme
with linear-size public parameters (and constant-size secret keys and ciphertexts) from the decisional g-bilinear
Diffie-Hellman exponent sum assumption. Their work describes the construction as a special case of an adaptively-
secure identity-based broadcast encryption scheme in the random oracle model. For completeness, we include a
self-contained description of a simplified version of their construction specialized to the setting of vanilla broadcast
encryption with semi-static security in the plain model. Then, using our publicly-sampleable projective PRGs (say from
the computational bilinear Diffie-Hellman assumption), we obtain an adaptively-secure broadcast encryption scheme
in the plain model with linear-size public keys (and constant-size secret keys and ciphertexts). We start by introducing
the decisional g-BDHE sum problem that they rely on for security. For simplicity, we give a game-based formulation.

Assumption C.1 (Decision g-BDHE Sum). Let PrimeBGroupGen be a prime-order bilinear group generator. For
a security parameter A, a bit b € {0, 1}, and an adversary A, we define the g-bilinear Diffie-Hellman exponent sum
experiment g¢-BDHES®) (14, A) as follow:

« On input the security parameter 1%, the adversary A outputs a tuple (S, m), where S ¢ Z,m € Z.

« The challenger samples G = (G, Gr, p, g,e) < PrimeBGroupGen(1%) and a random exponent a & Zy. The
challenger computes [Zy]g, = [a™]c, and [Z;]g, < Gr, and gives (G, {[a']c}ies, [Zb]a,) to the adversary.

« The adversary outputs a bit b’ € {0, 1}, which is the output of the experiment.

We say the adversary A is admissible if it outputs a tuple (S, m) where for every sp,s; € S U {0} it holds that
so+s; # m. We say the decision g-BDHE sum assumption holds with respect to PrimeBGroupGen if for every efficient
and admissible adversary A, there exist a negligible function negl(-) such that for all A € N,

Pr[g-BDHES®) (1%, A) = 1] - Pr[¢-BDHES™Y (11, A) = 1]| = negl(1).

Construction C.2 ((GW09, §4, adapted]). Let PrimeBGroupGen be a prime-order bilinear group generator. The
broadcast encryption scheme Ilgg = (Setup, KeyGen, Enc, Dec) is constructed as follows:

« Setup(1%,1N): On input the security parameter A and the number of parties N, the setup algorithm sam-
ples a prime-order pairing group G = (G,Gr,p,g,e) < PrimeBGroupGen(1") and random exponents
a4, U0, B, Y, ..., IN & Zy. If a € [N], then the setup algorithm outputs mpk = msk = L. Otherwise, it outputs

mpk = ({[ua’]a}jefon-2). {[0a"]a. [Boa"|c}kefon. [¥Pola. [yPual ).
msk = (a,u,0, B, y, 71, .- -, ).
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KeyGen(msk, i): On input the master secret key msk and an index i € [N], if msk = L, then output L. Oth-

erwise, parse msk = (a,u,0, B, y,r1,...,r,) and compute [s;]g = [fu - ’;__rii]G. Output sk; = (i, r;, [si]g). Note

that by construction of Setup, if msk # 1, then a ¢ [N] so (a — i)~ is well-defined.

Enc(mpk, S, 4): On input the master public key mpk a set S C [N], and a message p € {0, 1}, the encryption
algorithm simply outputs ct = p if mpk = L. Otherwise, it parses

mpk = ({[ua’]c} jejon-2, {[0a" ]G, [Boa¥ ] kerony, [¥Bo]a, [YBvala),

samples a random ¢ <~ Z, and computes the degree-N polynomial P defined by

P(x) = (]_[(x—k)) ( ]_[ (x—k—N)). (C.1)
ke

kes [N]\S

Let po, . . ., pn be the coefficients of P(x). Namely, write P(x) = ZkN: 0 prx®. The encryption algorithm then
computes

N
[Cils = ) (pxt - [0d*]6) = [t0P()]s,
k=0

[Cole =t - [ypole = [typo]e,
[Csle =t - [polc = [tpo]e,
[Cale, =t - [ua" %] - [Bualg = [tpuva g,
(Csla, =t - [uaN ] - [yfoal + [ule, = [tyfuva ™" + plc,,
and outputs ct = ([Ci]e, [C2]G, [Csla, [Calar [Cslay)

Dec(mpk, S, sk, ct): On input the master public key mpk a set S C [N], a secret key sk = (i, r;, [si]g) and a
ciphertext ct, the decryption algorithm outputs ct if mpk = L. Otherwise, it parses

mpk = ({[ua']}jefon-2), {[0a"] 6, [oa*]c}keront; [YBols, [yfoalc)

and ct = ([C1]G, [C2l, [C5]G, [CalGys [Cslay). Then, it outputs 0 if i ¢ S. Otherwise, the decryption algorithm
computes the degree-(N — 1) polynomial P;(x) = P(x)/(x — i), where P(x) is the polynomial from Eq. (C.1).

In particular,
P;(x):( [] &-0 ( [] G-k-m]. (C.2)
ke

keS\{i} [N]\S

Let p, . .., py_, be the coefficients of P;. Namely, P;(x) = P p,’cxk. Note that p},_, = 1. The algorithm then
computes

N-2
[Colar = [sila - [Cile — (Z Pj [Wj]G) “([Cele = rilGsle),
=0

[1']c; = [Cslay = [Colay — i - [Calar-

The algorithm outputs 1 if [¢']g, = [1]c, and 0 otherwise.

Theorem C.3 (Correctness [GW09, adapted]). Construction C.2 is correct.

Proof. Take any A € N and any polynomial function N = poly(1). Let (mpk, msk) « Setup (1%, 1V). First, if mpk = L,
then correctness holds trivially (in this case, the encryption algorithm simply outputs the message in the clear and
the decryption algorithm simply outputs the ciphertext). Suppose that mpk # L. Then, we can write

mpk = ({[ua’]6} jefon-2), {[0a"]c, [Boa*]a}eeron, [vBola, [yBoalc),
msk = (a,u,0, B, ¥, 11, .- -, Tn).
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where a,u,0, 8,7, 71,...,TN & Zp and a ¢ [N]. Take any set S C [N], any index i € S, and any message y € {0, 1}.
Suppose sk; is in the support of KeyGen(msk, i). Then, we can write sk; = (i, r;, [si]g) wheres; = fu - % Take any
ciphertext ct = ([Ci]g, [C:2]a, [C3]a, [C4lG; [Csle,) in the support of Enc(mpk, S, p1). Let t € Z, be the encryption
randomness. Consider the behavior of Dec(mpk, S, sk;, ct). By definition, we have

P(a)
tB(y - ri)uva .

[silo - [Cile = |pu- L] - [toP(a)lo = = [1p(y = ruoP{ ()],

Gr

where P (x) = P(x)/(x — i) is the polynomial from Eq. (C.2). Since p};_, = 1, we can write

N-2
Pl(x) = Ny Z p,’(xk.
k=0

This means

N-2
pilud’lc - ([Cla - ri[Gsle) = [u(P(a) —aVN ™ H]e - [ty — ri)polc
j=0
= [tB(y - ruvP{(a)]a, — [tB(y — rjuva™ g, .
Therefore,
N-2 '
[Colar = [sila - [Cile — (Z p}[uaf]G) “([Cele = rilGCsle)
j=0
= [tB(y — riuva™ g,
= [tﬁyuvaN_l]GT - ri[tﬁuvaN_l]GT
= [Cslar — rilCdlar — [ple,-
Thus [ ]6; = [Csla, — [Celay — 1i - [Cala, = [#]a, and correctness holds. )

Theorem C.4 (Semi-Static Security [GW09, adapted]). Assuming the decision q-BDHE sum problem (Assumption C.1)
is hard with respect to PrimeBGroupGen, Construction C.2 is semi-statically secure.

Proof. In the following, for any polynomial P(x), we write P|; to denote the coefficient of x’ in P. The proof uses
the following lemma from [GW09, §B], which we state below:

Lemma C.5 ((GW09, Lemma B.1]). Let P\, P, € Z,[x] be polynomials of degree dy, d,, respectively. Suppose more-
over that Py and P, do not share any common factors. Let ds = dy +d, — 1 and i € [dy,ds]. Then, there exists an
efficiently-computable polynomial Q of degree ds such that

« PIQli=1;
« Vj € [d,d3] \ {i}, P1Q|; = 0; and
« Vj € [dy,ds], P,Q|; = 0.

Proof of Theorem C.4. Suppose there exists an efficient adversary A that breaks semi-static security (Definition 3.4)
of Construction C.2 with non-negligible advantage e:

PrlEXP3Le (14, A) = 1] = Pr[EXP{LL (14, A) = 1]| = e(A).

We use A to construct an efficient adversary 8 for the decision g¢-BDHE sum problem (Assumption C.1) as follows:
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« On input the security parameter 1%, algorithm 8B runs A(1%) to receive the number of users 1V and the set
S*. Algorithm B also samples a random bit g < {0, 1}, which serves as the challenge bit of the simulated
semi-static experiment.

+ Algorithm 8B sets m = 12N — 1 and
So =[0,N—2] U[3N,5N —1] U[6N,7N — 1] U [9N, 11N] U [12N, 14N +1].

Algorithm B submits (Sy, m) to the g-BDHES challenger to receive the challenge (G, {[a']c }ies,» [Z]c,) Where
G = (G,Gr,p,g,€).

« Algorithm B samples u, vy, fo <~ Z,, and (implicitly) sets u = uo, v = voa’~, f = foa*.

« Algorithm B samples z - Z, and r; & Z, for all i ¢ S. It samples a random polynomial T'(x) = %25 y;x/
of degree 2N such that I'(i) = r; foralli ¢ S* and I'(i) = z for all i € S* U [N + 1, 2N]. It implicitly programs
¥y =T'(a). Since T has degree 2N, and algorithm 8B only constrains the value of T on the points in [2N], the
value of y = T'(a) is uniform over Z, and independent of z and r; for i ¢ S* so long as a ¢ [2N].

« Algorithm 8 now computes the master public key as follows:

forall j € [0,N — 2], [ua’]c = uo[a’]a;
for all k € [0, N], [va¥]g = vo[a®N**]c, [BvaFlc = Povo[a'*N*F]c;
[yBolc = Bovo[T (a)a'?N] = Bovy £5% v;[a'*V*]5; and

[yﬁ()a]@ = ﬁOUO ?2{) Y [a12N+j+1]G.

Algorithm 8 sends mpk = ({[ua’]c}jejon-2), {[va* ]G, [Boa*]c}kefon. [YBola, [yBvals) to A.

« Whenever A makes a key-generation query on an index i € [N] \ S*, algorithm B computes the polynomial

I/ (x) = % Since i ¢ S*, T'(i) = r;, so i is a root of the polynomial I'(x) — r;. This means (x — i) is a factor
of T'(x) — r;, so we can express I/ as a polynomial of degree 2N — 1. Algorithm B writes I} (x) = ?%‘1 y]’.xj

and simulates the secret key by computing

[s:i] :[ﬁuu] — ﬁum =[ﬂu~1"-’(a)] = Bou Zil '-[a3N+j]
ilG a—ilc 72— 1 5 i G OOjIO}/j G

Algorithm 8 gives sk; = (i, r;, [si]g) to A.

« After algorithm A finishes making its key-generation queries, it submits a set S € S* to 8. Algorithm 8

computes the degree-N polynomial
: ]_[ (x—k-N)|.
ke[N]\S

P(x) = (]_[(x — k)
kes

As usual, let py, ..., px be the coefficients of P(x). Namely, write P(x) = Zszo prxk. Invoking Lemma C.5 with

(Py, Py, i) = (T, P, 2N), algorithm B computes the polynomial Ty = zfo_l fexk of degree 3N — 1 such that

I'Tylon =1
PTlj=0 Vj € [N,3N —1].

It then samples 7 < Z, and implicitly programs ¢t = 7+ z - a=*N T (a).
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« Algorithm 8 simulates the challenge ciphertext components as follows:

[Cile = [toP(a)] = voz[a” P(a)]c +00z[a*N Ty (a) P(a) ]
[C2]e = [typole = vofor[a'* T (a)lc + zvofo [’ Ty (a)T (a)]c
[Csle = [tPo]a = vofor[a'®N ] + zvefo[a’N Ty (a) ]
[Cala, = uovofor[a™ Mg, + zugvofola’ N (To(a) — z7'a®N)]e, + uovefol Zle,
[Cs]ar = uovofor[a™N~'T(@)]a, + zugvefo[a’ ™ " (To ()T (@) — a*N) ], + zuo00fo [ Z]r + (1 c, -

Algorithm 8 gives ct = ([C1]g, [C2]e, [C3)a, [Cila,s [Csla,) to A. Below, we will show how B can compute
each of these terms from the corresponding terms in the challenge.

« At the end of the experiment, algorithm A outputs a bit p’. Algorithm B outputs 0 if y = p’ and outputs 1
otherwise.

Efficiency analysis of $. First, we show that 8 is efficient. In particular, we show that algorithm 5 is able to
efficiently compute each term shown in the above reduction using the group elements from the g-BDHES challenge

(G, {ld']c}ies, [Z]c,)- Recall that
So = [0,N — 2] U[3N,5N — 1] U [6N, 7N — 1] U [9N, 11N] U [12N, 14N + 1].

In the following analysis, we assume that a ¢ [2N]. Since the challenger samples a < Z, and N = poly(4), this
holds with overwhelming probability over the choice of a. We consider each component individually:

« The master public key mpk is efficiently computable since [0, N — 2] (for [ua’]g), [9N, 10N] (for [va*]c),
[12N, 13N] (for [Bva*]s), and [12N, 14N + 1] (for [ypv] and [ypualg) are all subsets of Sy.

« Next, the key-generation queries only require [a’] for i € [3N,5N — 1] C S,.

« To argue that the challenge ciphertext ct is efficiently computable, we first affirm that the hypothesis of
Lemma C.5 is satisfied:

— By construction, the roots of the polynomial P are at the points x where either x € S or x = N + k for
some k € [N] \ S.

— Since S C S*, we conclude that all of the roots of P are contained in the set S*U[N+1, 2N]. By construction,
the polynomial T has value z on every x € S* U [N + 1,2N]. Since the reduction algorithm samples
z & Zp, with overwhelming probability z # 0, which means I' does not have roots at x € $* U [N +1, 2N].

Then, the following two properties hold:

— With overwhelming probability over the choice of z, " and P do not share any common factors. Lemma C.5
now guarantees the existence of the polynomial T; of degree 3N — 1 that satisfies the properties in Eq. (C.3).

— Second, the polynomial (z7!T'(x) — 1) has roots on all x € $* U [N + 1, 2N]. Since all of the roots of P
are contained in this interval, this means P divides the polynomial (z™!T" — 1). Equivalently, there exists
a polynomial Q(x) of degree at most N where P(x) - Q(x) =z ! - T'(x) — 1.

From Eq. (C.3), we have PTy|; = 0 for all j € [N,3N — 1]. Since Q has degree at most N, this means
Vj e [2N,3N —1] : PQTy|; =0 = (z'T - )Ty|; =z 'TT|; - Tol; = 0. (C.4)

Again by Eq. (C.3), we know that I'Ty|,n = 1, and that for all j € [2N + 1,3N — 1], I'Ty|; = 0. Combining with
Eq. (C.4), we have

Tolon =2 'TThlan =271

T0|,~=z‘lfTon=0 Vj e [2N+1,3N —1].
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Finally, since Tj is a polynomial with degree at most 3N — 1, this means that T has degree exactly 2N and leading
coefficient z~!. Moreover, we note that the reduction algorithm knows the coefficients of the polynomials P, T, T,
as well as the exponents uo, v9, fo, z, T € Z,. We now consider each of the components in the challenge ciphertext:

— To compute [C;]g, the reduction needs to compute [a’NP(a)]g and [a*NTy(a)P(a)]a:
« Since P has degree at most N, the reduction can compute [a* P(a)]g using [a']g fori € [9N,10N]
So-
« From Eq. (C.3), PTy|; = 0 for all j € [N,3N — 1]. Moreover, PT; has degree at most 3N. Thus, the
reduction can compute [a®NTy(a)P(a)]g using [a']g for i € [6N,7N — 1] U {9N} C S,.

To compute [Cz]g, the reduction needs to compute [a'*NT(a)]g and [a*NTy(a)T'(a)]g:
« Since T has degree at most 2N, the reduction can compute [a'?NT'(a)] using [a’]g fori € [12N, 14N] C
So.
« By Eq. (C.3),TTy|j = 0 for all j € [2N + 1,3N — 1]. Moreover I'Ty has degree at most 4N. This means
the reduction can compute [a*NTy(a)T'(a)]g using [a']g for i € [9N,11N] U [12N,13N] C S,.
12N]

To compute [Cs]g, the reduction needs to first compute [a G, which is given out since 12N € S,.
Then it needs to compute [a’NTy(a)]g. Since Ty has degree 2N, the reduction can do so using [a’]g for
i € [9N,11N] C S,.
To compute [C4]g,, the reduction needs to compute [a'*N"1]g, and [a!"N"1(Ty(a) — z71a?N)]g,:
» First, it computes [a*N7!]g, = [a'*N"1]g - [1]. Note that 13N — 1 € S,.
» Consider [a'®N1(Ty(a) — z71a?N)]g,. From above, we argued that T has degree 2N with leading
coefficient z~!. This means Ty(a) — z *a?" is a polynomial of degree 2N — 1. Thus, the reduction

needs to be able to compute [a']g, fori € [10N —1,12N — 2]. For each i € [10N — 1, 12N — 2], the
reduction can compute

[@']a, = [N Ve - [V 6.
Now 7N —1 € Sy and moreover, when i € [10N — 1, 12N — 2], we have i— 7N +1 € [3N,5N —1] C S,.
- To compute [Cs]g,, the reduction needs to compute [a'*N"'T'(a)]g, and [a'N " 1(Ty(a)T(a) — a*N)]g,:
» Since T has degree at most 2N, to compute [a*¥~!T'(a)]g;, it suffices to be able to compute [a']c,
fori € [13N — 1,15N — 1]. For each i € [13N — 1, 15N — 1], the reduction can compute

[a']e, = [a*V Mg - [@7*N g,

which is feasible since 4N — 1 € Sy and likewise, i —4N + 1 € [9N, 11N] C S,.

«+ By Eq. (C.3), TTy|; = 0 for all j € [2N + 1,3N — 1] and I'Tly|,x = 1. This means (To(a)I'(a) —
a*M)|; = 0 for all j € [2N,3N — 1]. In addition, the degree of Ty is at most 4N. Thus, to
compute [a'®N~1(Ty(a)T(a) — a?N)]g,, it suffices that the reduction can compute [a']g, for all
i € [I0N—-1,12N-2]U[13N —1, 14N —1]. First, for i € [10N —1, 12N —2], the reduction can compute

[a']le, = [a™V Mg - [a7 N g,

which is feasible since 7N —1 € Sgand i — 7N +1 € [3N,5N — 1] C Sy. Fori € [13N — 1, 14N — 1],
the reduction can compute ‘ .
[al]GT — [aION—l]G . [al_10N+1]Gs

which is feasible since 10N — 1 € Sy and i — 10N +1 € [3N,4N] C S,.

We conclude that algorithm 8B can efficiently construct the listed group elements from the elements given out in the
challenge.
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Advantage analysis of B. It suffices now to compute the advantage of B. First, by inspection, there does not exist
s,s" € So U {0} such that s + s’ = 12N — 1, so algorithm B is admissible. As in the correctness analysis, we assume
that a ¢ [2N]. Since the challenger samples a ¢ Z, and N = poly(1) while p = 2%, this property holds with
overwhelming probability. We now consider two possibilities depending on the distribution of the challenge [Z] g, :

« Suppose [Z]c, = [a™]c; = [a®N!]g,. In this case, we claim that with overwhelming probability, algorithm

B simulates the semi-static security experiment ¢-BDHES®), where 1 is the random (message) bit sampled
by B at the start of its execution. We analyze the distribution of the master public key mpk, the responses sk;
to the key-generation queries, and the challenge ciphertext ct:

- Computation of mpk. First, the g¢-BDHES challenger samples a <- Z,. Since the reduction algorithm
samples ug, vy, fo < Z,, as long as a # 0, the distributions of u = uy, v = voa’~, f = oa®" are independent
and uniformly random. Furthermore, since I' is a random 2N-degree polynomial with 2N fixed points,
the evaluation outcome y = I'(a) at any point a ¢ [2N] is uniformly random. Thus as long as a ¢ [2N],
the master public key

mpk = ({[ua’]6} jejon-2)> {[0a¥]c, [Boa®]c}ejonys [¥Bole. [yPoale).

constructed by 8 is distributed exactly according to the specification of the semi-static experiment. As
argued above, a ¢ [2N] with overwhelming probability over the choice of a.

- Computation of sk;. For each index i € [N] \ $*, algorithm B sampled r; < Z,,, which is distributed
exactly according to the specification of the semi-static experiment. Since algorithm $ constructs [s;]g
to satisfy [s;]lg = [pu - ;;—_r;- ]@, we conclude that the secret keys sk; are also distributed as specified in
the semi-static experiment.

- Computation of ct. First, the reduction algorithm implicitly defines t = 7 + z - a7 > Ty(a) where r & Z,,.
Since 7 is uniform, the same holds for t. Now, if [Z]g, = [a'?N~!]g,, the challenge ciphertext B computes
can be written as follows:

[Cile = [toP(a)]c
[Cole = [typolc
[Csle = [tpvla
[Calar = uovofor[a™N e, + zugvofo[a'™ " (To(a) — 27 'a*N) ], +uovofolZ] 6,
= [uvﬁmN—l]GT + [uvpf(za N 1Ty (a) - a Hle, + [uvpa e,
= [uofa™ (1 + za_SNTO(a))]@T
[uopa~'t)a,
uovoﬁor[aBN_ll"(a)]GT + zugvo o [N (Ty(a)T(a) - GZN)]GT +zugvofolZler + [pHler
[uoprya™ e, + [uopz(a™N Ty (a)y — a™)]e, + [wofza™ o, + (4o,
= [uofya™ (1 + za*NTy(a)) + e,

= [uofya ™"t + play,

[Cslay

which is distributed exactly as in the real semi-static experiment.
Thus, with overwhelming probability over the choice of a, we have

1 1
Pr[g-BDHESV (1%, 8) = 1] = 5 PrlEXP{2Le (11, A) = 0] + 5 Pr[EXP{the (11, A) = 1] + v(2)

1 1
= o = 5 (PrIEXP( (11, A) = 1] - Pr[EXP{Le (1%, A) = 1) + v(D),

[\

where [v(4)| < negl(1). We conclude that

Pr[¢-BDHES® (1%, B) = 1] - % > % — negl(}). (C.5)
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- Suppose [Z]g, < Gr. Then, we can equivalently write [Z]g, = [a"*N™'1 + §]c, where § & Z,. By the same
analysis as in the previous case, conditioned on a ¢ [2N], the components constructed by algorithm 8B are
distributed as follows:

mpk = ({[ua’1c} jefon-21, {[0a"]5, [Bva*]c kefonys [¥Bola, [yBoals),
)

and the challenge ciphertext components ct = ([Ci]a, [Cz]a, [Cs]la, [Calay [Csla,) are distributed as follows:

[Cile = [tvP(a)]c

[C2le = [tyPolc

[Csle = [tpola,
[Cala, = [uofa™~"t]a, + [uovefod) e,
[Csle, = [uofya™~ 'ty + [zuov0fod + play

Now as long as a ¢ [2N], the values of u, v, §, {r; }i¢s+, v, t are independent of z. Specifically, when a ¢ [2N],
the value of y = I'(a) is uniform and independent over Z, (because I’ is a polynomial of degree 2N that is
constrained on only 2N points). Similarly, the value of t is blinded by 7 < Z,,, which is sampled independently
of all of the other parameters. Thus, as long as ug, v9, fy # 0 (Which holds with overwhelming probability), the
distribution of zuyvy ) remains uniform over Z, even given all of the other components (including uvo fy6).
In particular, this means that the distribution of [Cs]g, is statistically close to uniform over Gr (independent
of the message p). Correspondingly, this means

Pr[g-BDHESV (11, B) = 1] - %‘ = negl(1). (C.6)

Combining Egs. (C.5) and (C.6), we have

|Pr[q—BDHES(°)(1’1, 8) = 1] - Pr[¢-BDHES ) (13, B) = 1]|

> [Pr[¢-BDHES® (1%, 8) = 1] — 1/2| - ‘Pr[q-BDHES(l)(IA, B)=1]-1/2
A
> ﬂ — negl(A),
2
which is non-negligible. Thus B breaks the g-BDHES assumption, and the theorem holds. O
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