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Abstract

A broadcast encryption scheme allows a user to encrypt a message to N recipients with a ciphertext
whose size scales sublinearly with N. While broadcast encryption enables succinct encrypted broadcasts,
it also introduces a strong trust assumption and a single point of failure; namely, there is a central
authority who generates the decryption keys for all users in the system. Distributed broadcast encryption
offers an appealing alternative where there is a one-time (trusted) setup process that generates a set of
public parameters. Thereafter, users can independently generate their own public keys and post them
to a public-key directory. Moreover, anyone can broadcast an encrypted message to any subset of user
public keys with a ciphertext whose size scales sublinearly with the size of the broadcast set. Unlike
traditional broadcast encryption, there are no long-term secrets in distributed broadcast encryption and
users can join the system at any time (by posting their public key to the public-key directory).

Previously, distributed broadcast encryption schemes were known from standard pairing-based
assumptions or from powerful tools like indistinguishability obfuscation or witness encryption. In this
work, we provide the first distributed broadcast encryption scheme from a falsifiable lattice assumption.
Specifically, we rely on the f-succinct learning with errors (LWE) assumption introduced by Wee
(CRYPTO 2024). Previously, the only lattice-based candidate for distributed broadcast encryption goes
through general-purpose witness encryption, which in turn is only known from the private-coin evasive
LWE assumption, a strong and non-falsifiable lattice assumption. Along the way, we also describe a
more direct construction of broadcast encryption from lattices.

1 Introduction

Suppose a user wants to encrypt a message to a set of users S. With vanilla public-key encryption, the
encrypter would separately encrypt the message under each user’s public key, and then broadcast the
set of |S| ciphertexts. Each user can read the message by decrypting their respective ciphertext in the
broadcast. In this case, the size of the encrypted broadcast scales linearly with the size of the set |S]|.
Broadcast encryption [FN93] provides an elegant approach for achieving succinct encrypted broadcasts.
With broadcast encryption, the encrypter can encrypt a message to an arbitrary set of S users with a
ciphertext whose length scales sublinearly with |S|. However, broadcast encryption achieves this savings at
a cost of introducing a central trusted authority that generates the public parameters for the scheme as well
as each user’s individual decryption key. Broadcast encryption thus has built-in key escrow, and indeed, if
the central authority is ever compromised, then the attacker learns the secret keys for every single user in
the system. This is in direct contrast to the setting with public-key encryption where each user generates
their own cryptographic keys. A natural question is whether we can achieve the efficiency advantages of
broadcast encryption without relying on a trusted centralized authority.



Distributed broadcast encryption. To circumvent the key escrow problem implicit in broadcast en-
cryption, several works have introduced the notion of distributed broadcast encryption [WQZDF10, BZ14].
Distributed broadcast encryption is a hybrid between public-key encryption and broadcast encryption.
Like the setting of public-key encryption, users in distributed broadcast encryption generate their own
public/secret key-pairs and then post their public keys to a public-key directory (i.e., a public bulletin
board). Anyone can encrypt a message to an arbitrary collection of public keys with a ciphertext whose
size scales sublinearly with the size of the broadcast set (much like in traditional broadcast encryption).
Note that in distributed broadcast encryption, we assume the encrypter and the decrypter know the set of
public keys associated with a ciphertext (similar to how in broadcast encryption, both the encrypter and
the decrypter know the set of users associated with the broadcast). While there is no trusted authority in
distributed broadcast encryption, we do allow for a one-time trusted sampling of a set of public parameters.
The trusted setup only needs to be performed once (e.g., using multiparty computation) and the same set of
public parameters can be shared across multiple schemes. There are no long-term secrets in the scheme
following the initial setup process. Thus, distributed broadcast encryption (and its generalizations) provide
an elegant way to combine the decentralized, trustless nature of public-key encryption with the efficiency
benefits of broadcast encryption.

To date, distributed broadcast encryption is known from indistinguishability obfuscation [BZ14],
witness encryption [FWW23], as well as assumptions over bilinear groups [WQZDF10, KMW23, GKPW24].
The work of [FWW23] also shows how to generic construct a distributed broadcast encryption scheme
from a registered attribute-based encryption (ABE) scheme; several recent works have shown how to
construct registered ABE from pairing-based assumptions [HLWW23, ZZGQ23, GLWW24, AT24]. Among
these constructions, the only one from plausibly post-quantum assumptions is the one based on witness
encryption, which can be constructed using lattice assumptions [Tsa22, VWW22]—specifically, the evasive
learning with errors (LWE) assumption [Wee22, Tsa22]. However, evasive LWE is a strong non-falsifiable
lattice assumption, and moreover, existing constructions of witness encryption rely on a private-coin version
of evasive LWE. As noted in [VWW?22], there are (heuristic) obfuscation-based counter-examples for the
general version of private-coin evasive LWE, so the status of private-coin evasive LWE remains unsettled.
A natural goal then is to obtain simpler and more direct constructions of distributed broadcast encryption
from (preferably falsifiable) lattice assumptions. An even better objective would be to obtain distributed
broadcast encryption from the plain LWE assumption, but to date, even the simpler notion of centralized
broadcast encryption from LWE remains a long-standing open problem. Existing centralized broadcast
encryption schemes from lattice assumptions either lack a security proof [BV22], or rely on new lattice
assumptions such as (public-coin) evasive LWE [Wee22] or £-succinct LWE [Wee24].

This work. In this work, we give the first distributed broadcast encryption scheme from a falsifiable lattice
assumption. Specifically, we rely on the £-succinct LWE assumption recently introduced by Wee [Wee24]
for constructing broadcast encryption and succinct attribute-based encryption. The ¢-succinct LWE
assumption essentially asserts that (A, s"A + e") is pseudorandom even given a trapdoor for the related
matrix V = [I; ® A | U] where A & ZZX’", s & ZZ, e — Y™ U & Zg”xm, and y is an error distribution.
We provide more details in Section 1.1. The ¢-succinct LWE assumption is a falsifiable assumption and is
implied by (public-coin) evasive LWE (in combination with LWE). Variants of this assumption (adapted to
the setting of short integer solutions) have also been used in recent constructions of succinct functional
commitments [ACL*22, WW23a, CLM23, BCFL23, WW23b, FMN23]. We summarize our results with the
following informal theorem and provide a comparison to previous distributed broadcast encryption schemes
in Table 1.



Scheme Assumption lppl Ipk| Isk| |ct|] TP PQ

Generic public-key encryption - 1 1 S| v
Generic registration-based encryption 1 1 1 S| v v
[WQZDF10] bilinear Diffie-Hellman exponent N  N? N 1 v o X
[BZ14] iO + one-way function - 1 1 1 X
[FWW23]*  witness encryption + LWE 1 1 1 1 v /
[KMW23] bilinear Diffie-Hellman exponent N N 1 1 X X
[KMW23] k-Lin (pairing group) N? N 1 1 X X
[GKPW24]  generic bilinear group N N 1 1 X
This work  ¢-succinct LWE N? N 1 1 XV

* The work of [FWW23] also describe a generic approach for constructing distributed broadcast encryption
from any registered attribute-based encryption (ABE) scheme. A number of recent works have shown how to
construct registered ABE from bilinear maps [HLWW23, ZZGQ23, GLWW24, AT24]. Since these generic
instantiations do not improve upon other the other bilinear-map-based constructions already shown in the
table, we omit these for simplicity of comparison.

Table 1: Comparison with existing distributed broadcast encryption schemes. For each scheme, we report the
size of the public parameters pp, the user public/secret key-pair (pk, sk), and the ciphertext ct as a function
of the number of users N, and the size of the broadcast set |S|. For simplicity of comparison, we suppress
poly(A,log N) factors, where A is the security parameter. For each scheme, we also indicate whether the
public parameters pp (if required) can be generated using a transparent setup procedure (TP), and whether
it is (plausibly) post-quantum secure (PQ). The first two rows describe generic non-succinct approaches of
using public-key encryption (PKE) or registration-based encryption (RBE) [GHMR18] to separately encrypt
to each user in the broadcast set. We write iO to denote indistinguishability obfuscation [BGI*01, GGH*13].
The parameter ¢ in £-succinct LWE must satisfy £ > N - O(Alog N).

Theorem 1.1 (Informal). Let A be a security parameter and N be a bound on the number of users. Then,
under the £-succinct LWE assumption (with £ > N - O(Alog N)), there exists a distributed broadcast encryption
scheme that supports up to N users with the following properties:

« The public parameters consist of a structured string of size N* - poly(A,log N).
« Each user’s public key has size O(NAlog® N) and secret key has size O(Alog? N).
- An encryption to a set of S C [N users has size O(1log® N).

« Encryption and decryption with respect to a set S take time |S| - poly(A,log N). Moreover, if the set S is
known in advance, we can precompute a set-dependent encryption key pkg; encrypting to the set S then
requires poly (A, log N) time. Similarly, each useri € S can also precompute a set-dependent decryption
key sks ;; decrypting a ciphertext associated with S then requires poly(A,log N) time.

Open problems. Our work gives the first distributed broadcast encryption scheme from a falsifiable
lattice assumption. Our scheme has a quadratic-size CRS. An interesting open problem is to obtain a
distributed broadcast encryption scheme with a linear (or even sublinear-size) CRS from a falsifiable lattice
assumption. Schemes with linear-size public parameters are known from bilinear maps (under either the



bilinear Diffie-Hellman exponent assumption or in the generic bilinear group model) [KMW23, GKPW24].
Another interesting question is to construct a distributed broadcast encryption scheme that is able to
support an a priori unbounded number of users. Currently, this is only known from witness encryption and
indistinguishability obfuscation. Note that if we alternatively impose a bound on the size of the broadcast
set, then the transformation of [GLWW23] can be used to obtain a scheme that supports an arbitrary
number of users (but where each ciphertext can only target a bounded subset of users).

On the /-succinct LWE assumption. Security of our lattice-based distributed broadcast encryption
scheme relies on the #-succinct LWE assumption recently introduced by Wee [Wee24]. Prior to this work,
distributed broadcast encryption was known from witness encryption [FWW?23], which can be built from
evasive LWE [Tsa22, VWW22]. Since both approaches rely on non-standard lattice assumptions, it is
natural to ask whether it is worthwhile to study constructions from ¢-succinct LWE if we already have one
from evasive LWE. We provide a brief discussion here and refer to [Wee24, §1.4] for additional perspectives.

First, unlike evasive LWE, the £-succinct LWE assumption is falsifiable. The £-succinct LWE assumption
is also implied by (public-coin) evasive LWE together with plain LWE (c.f., [Wee24, §6.2]), so formally,
¢-succinct LWE is a weaker assumption than evasive LWE. On the other hand, evasive LWE is non-
falsifiable, and must be carefully-formulated to avoid counter-examples. In particular, there are obfuscation-
based counter-examples for the general version of private-coin evasive LWE [Wee22, VIWW22]. Existing
constructions of witness encryption based on evasive LWE [Tsa22, VWW22] all rely on private-coin versions
of evasive LWE. Note that the known counter-examples for private-coin evasive LWE pertain only to the
most general version of the assumption, and not to the specific distributions needed by [Tsa22, VWW22].

A second advantage of the ¢-succinct LWE assumption over evasive LWE is that it is “instance-
independent” We reduce to the same assumption irrespective of the adversary. In contrast, when re-
ducing security to evasive LWE, the matrices in the pre- and post-conditions are typically functions of
the adversary (specifically, the queries that the adversary makes). Formally, this is captured by defining
a sampling algorithm based on the adversary. So even though the evasive LWE post-condition itself is
a falsifiable assumption, there is typically a different post-condition for each adversary. As such, when
analyzing security, we are relying on a family of computational assumptions (one for each adversary) as
opposed to a single instance-independent assumption (that applies to all adversaries). Since ¢-succinct
LWE is falsifiable and instance-independent, the £-succinct LWE assumption provides a concrete target for
cryptanalysis, especially compared to evasive LWE.

There has also recently been a proliferation of new (falsifiable) lattice assumptions. Most of these corre-
spond to some variant of the short integer solutions (SIS) problem or the LWE problem with hints [ACL*22,
WW23b, CLM23, BCFL23, WW23a, FMN23, AFLN24]; see [Alb24] for a survey and comparison. Essentially,
these assumptions assert that SIS or LWE is hard with respect to a matrix A even given some structured
preimage A~!(P) for some matrix P. Among these, the £-succinct SIS assumption is weaker (up to poly-
nomial losses in the parameters) than assumptions like BASISg;ct or k-R-ISIS assumptions considered in
many of the aforementioned works. From this perspective, we believe £-succinct SIS and ¢-succinct LWE to
be an appealing assumption to use when studying new lattice-based constructions.

Finally, if we compare our distributed broadcast encryption scheme directly to the one based on witness
encryption, we obtain a much more direct construction (conceptually similar to classic pairing-based
broadcast encryption schemes [BGW05, GW09]). For instance, the witness encryption approach makes
heavy non-black-box use of cryptographic objects (specifically, the witness encryption scheme is applied
to a function-binding hash function, which itself relies on leveled homomorphic encryption to construct).
In contrast, our approach directly realizes the broadcast functionality and does not need any kind of



homomorphic encryption machinery. We believe this to be a significant conceptual benefit of our approach.

1.1 Technical Overview

In this section, we provide a high-level overview of our approach for constructing distributed broadcast
encryption from lattices.

Notation. We write Dz, to denote the discrete Gaussian distribution over Z with width parameter ¢ > 0.
For a matrix A € ZZX’” and a target vector t € Z", we write A"!(t) to denote a random variable x « D%,la
conditioned on Ax = t. We can efficiently sample from A~!(t) given a trapdoor for the matrix A. To simplify
the description in this overview, we use curly underlines to suppress small noise terms. Namely, we write
s'A to denote s"A + e" where e is a small error vector.

Distributed broadcast encryption. Next, we recall the syntax of a distributed broadcast encryption
scheme [WQZDF10, BZ14]:

+ Setup: In distributed broadcast encryption, there is an initial (trusted) setup algorithm that samples a
set of public parameters pp. Similar to [WQZDF10, KMW23, GKPW24], we assume an a priori bound
N on the maximum number of users, and allow the size of the public parameters to scale with N.

« Key-generation: In distributed broadcast encryption, each user has a distinct index i € [N]. Using
the public parameters pp, user i can generate a public/secret key-pair (pk;, sk;). Typically, user i
would post the public key pk; to the public key directory. As noted in Section 1.2, the notion of flexible
broadcast encryption [FWW23] eliminates the need for a user index (i.e., users simply generate a
public/secret key-pair). The work of [GLWW23] show how to generically transform a distributed
broadcast encryption into a flexible broadcast encryption scheme. In this work, we just focus on the
simpler notion of distributed broadcast encryption.

+ Encryption: The encryption algorithm takes the public parameters pp, a set of public keys {pk;}ics,
the message p, and outputs the ciphertext ct.

« Decryption: The decryption algorithm takes a ciphertext, the public parameters pp, the associated
set of public keys {pk;}ics, the secret key sk; for i € S, and outputs the message.

The security requirement says that an encryption of y1 to a set of public keys {pk; };cs should computationally
hide y from an adversary who only sees the public parameters pp and the public keys {pk;};cs of the users
in the broadcast set. We say the scheme is selectively secure if the adversary has to declare the indices
S € [N] of the honest users at the beginning of the security game before it sees the public keys, and that it
is adaptively secure if the adversary can choose the set S after seeing each user’s public key (and selectively
corrupting a subset of their keys). In this work, we are only able to prove selective security of our scheme;
it is an interesting question to construct an adaptively secure distributed broadcast encryption scheme from
lattice assumptions.’

IWWe are limited to selective security because our security proof relies on a “partitioning” argument where the reduction algorithm
first programs the challenge set into the public parameters. This limitation is common to most lattice-based ABE and broadcast
encryption schemes [GVW13, BGG" 14, DKW21, WWW22, Wee22, HLL23, Wee24].



Starting point: a (centralized) broadcast encryption scheme. We begin by describing a simple
(centralized) broadcast encryption scheme for N users. While previous lattice-based broadcast encryption
schemes [BV22, Wee22, Wee24] start by constructing a ciphertext-policy ABE scheme with succinct
ciphertexts, we take a more direct approach which notably does not rely on any of the homomorphic
evaluation machinery typically seen in lattice-based ABE schemes. In turn, our approach more readily
extends to support distributed key generation. The structure of our construction can be viewed as a
lattice-based version of the pairing-based broadcast encryption scheme from [GW09, GKW18]. We describe
our approach below:

« Setup: The master public key mpk for the broadcast encryption scheme is a tuple
(A, B,pWi,...,Wn,T1,...,TN, {A_I(W,-rj)}#j) .
Here, A,B,W; & ZZX’", p < Z' andr; « D%?O_. The secret key for user i € [N] is
sk; = A_l(p + Br; + W;r;).

« Encryption: To encrypt a bit z € {0,1} to a set S C [N], the encrypter samples an LWE secret
s & Zg and computes Wg = 3’ ;¢ W ;. The ciphertext is

cts = (s"A, s"(B+Ws), s'p+p-1q/2]),
where we write | -] to denote the function that rounds to the nearest integer.

+ Decryption: Decryption relies on the fact that when i € S, we have

s'A|sk; + Z A" (Wr;) |~ s'p +s'Br; +s"W,r; + Z s'Wr;
jes\{i} jes\{i}
=s'p +s'Br; + s"Wgr;,

where A™'(Wr;) are the “cross-terms” from the master public key. To decrypt, user i then computes

s'p+p-g/2] +s"(B+Wg)r; — s'A | sk; + Z AT (Wr) |~ p- Lg/21.
jes\{i}

and rounds to recover p.

We can prove selective security of this construction by relying on evasive LWE [Wee22, Tsa22].” The evasive
LWE assumption essentially asserts that if (s'A, s'P) is pseudorandom, then s'A is pseudorandom given
A~!(P). As noted above, in the selective security game, the adversary begins by declaring its challenge set
S§* C [N]. It then receives the secret keys sk; for all i ¢ S* and its goal is to distinguish between encryptions
of pp and pq to the set S*. To prove selective security from evasive LWE, we leverage a partitioning argument

2Note that the security of our distributed broadcast encryption scheme will ultimately be based on the £-succinct LWE assump-
tion [Wee24], which is a falsifiable assumption that is implied by evasive LWE. However, we do not know how to prove security of
this particular centralized broadcast encryption scheme from £-succinct LWE. This is because our distributed broadcast encryption
scheme will use a modified key-generation algorithm (described below).



where the reduction programs B := B* — Wg- where B* & Z(’;X’”. Under evasive LWE, the claim now boils
down to showing that

SA L B ST, {SWird o {814 (B - W ri + Wir
is pseudorandom. Since the details of this proof is immaterial to our subsequent construction (and analysis),
we omit the formal details in this overview.’

Distributed key generation. To extend to distributed broadcast encryption, we partition the public
parameters for the centralized broadcast encryption described above into two sets of components: one that
is sampled by the initial (trusted) setup, and one that is sampled by each individual user:

« The components (A, B, p,ry,...,ry) are part of the public parameters for the distributed broadcast
encryption scheme.

« The matrices W; as well as the cross terms A™'(W;r;) for j # i will be chosen by user i. Namely,
the i user’s public key is then pk; = (W, {A™!(W,r j)}j 4 ). The decryption key for user i is still
sk; = A™1(p + Br; + W;r;). At this point, it is unclear how user i samples these components since it
does not (and cannot) have a trapdoor for A.

Observe that the public parameters pp together with any collection of public keys {pk;};cs now define
a set of public parameters for the centralized broadcast encryption scheme (for |S| users). Correctness
now follows immediately. It suffices to build a mechanism for users to sample their public and secret keys
without knowledge of a trapdoor for A.

Sampling public keys. To complete the construction, we need a way for a user to sample a public key
pk; = (W,~, {A‘1 (Wirj)}j# ) together with a secret key sk; = A~!(p + Br; + W;r;) without a trapdoor for A.
For simplicity, consider first the simpler goal of sampling a fresh W; € ZZX’" together with short vectors
yj € Zg where Ay; = Wr; forall j € [N]. To facilitate this, we can publish a collection of random matrices
Z,...,Zx € Zg™™ in the public parameters together with their preimages A™Y(Z;r;) for all i € [k] and
J € [N]. The user can now pick a (short) vector d € Zg and define W; := 3 c(x] d-Z.. Moreover, if d is
short, then > ¢ d.A"'(Z,r;) is a short preimage of 2irelk] 4cZ.r; = Wir; for all i, j € [N]. In essence,
the public parameters contain k public/secret key-pairs and the user samples their key by taking a random
linear combination of the fixed keys in the public parameters. The hope then is that the user’s public
key W; = ¥ c (4] drZ. and cross-terms Y, ¢ x) d-A™" (Z,r;) hide the linear combination d the user used to
generate their public/secret key-pair. While a Gaussian leftover hash lemma [AGHS13, AR16] can plausibly
be used to show that the cross-terms are statistically close to A" (X ;< (4] drZT;), we opt for a more direct
approach inspired by recent constructions of functional commitments [WW23a, WW23b]. Namely, we
publish a full trapdoor to facilitate direct sampling of the cross terms A™' (¥ ¢ (4] d:Z.r;) and the secret
key. This approach is also more conducive to proving security from the £-succinct LWE assumption.

30ne approach is to first argue that s"W;r; is pseudorandom for all i, j € [N]. Since r; is short, we can use noise smudging to
argue that s"W;r; ~ (s"W; + e")r;, for a small error vector e. Then, by LWE (with secret s), this is indistinguishable from t}ri,

where t; &7 We can now appeal to LWE again (with secret t;) to argue that this is pseudorandom. Since r; is short, this s?gp
would rely on the analysis from [BLMR13].



Publishing a trapdoor for a related matrix. Instead of publishing short preimages A™(Z;r;) in the
public parameters, we give out a full trapdoor for a matrix related to A in the public parameters. In particular,
we define the matrix

A _erl tee —Zkrl A —Z(Ik ® 1'1)
V= : : = : eZZNX(mN+k), (1.1)
A|-Ziry - —ZirN A|-Z(Ix ®ryN)
where Z = [Z,| --- | Z¢] € ngmk. Suppose we sample
Y1
— V(y; ® (p+Br)) € ZI'N*, (1.2)
YN
d

where u; € Zg] denotes the i canonical basis vector, and each y j€Zgandd € ZZ. This means

Orl.
A Zheor)] |V :
. o"
: : = |p+Br; | € ZZN. (1.3)
: - o
Al -z@eor)| '] :
on

Next, by the mixed product rule for tensor (Kronecker) products (Eq. (2.1)), we can also write
ZI@rj))d=Z( ®r;)(d®1) =Z2(d®1,)(18®T1;) = Z(d® I,)r;.
Define W; := Z(d ® I,;;). Then, Eq. (1.3) says that for all i # j,
Vji#i:Ay; —-Z(Ixk ®r;)d =0" = Ay; = W;r;

and
Ay; - Z(I ®r;)d=p+Br; = Ay; =p+Br; + W;r;.

These are the same relations for the public parameters and the secret key as in the centralized broadcast
encryption scheme. Moreover, when A < 2™ and m > O(nlogq), the distribution of d output by
Eq. (1.2) is distributed according to a discrete Gaussian. This follows implicitly from the Gaussian preimage
sampling algorithm from [GPV08]; we also refer to [WW23b, §2] for a formal proof. Correspondingly
then, when k > O(nmlog q), the distribution of W; = Z(d ® 1;,) is statistically close to uniform. Moreover
the distribution of cross-terms y; is distributed exactly according to A™!(W;r;). As such, the public keys
sampled using this procedure precisely coincide with the distribution in the original centralized broadcast
encryption scheme. Putting all the pieces together, we now describe the full distributed broadcast encryption

scheme:

« Setup: The public parameters pp consists of

pp = (A’ B, p’ rl! MR rN’ Z’ th)’

where AL B & ZZX’”, p < Z' and ry,..., TNy «— D7 exactly as in the centralized broadcast
encryption scheme. The additional components Z and tdy are sampled as Z - and tdy is a

(random) trapdoor for the matrix V in Eq. (1.1).

nxmk
Zq



+ Key generation: To generate a public/secret key pair for an index i € [N], the user uses the trapdoor
tdy to sample (y1,...,yn,d) according to Eq. (1.2). It computes W; = Z(d ® I,;;) and defines the
public key to be pk; = (W, {yj}#l. ) and the secret key to be sk; = y;. As shown previously, for all
Jj # i, it holds that Ay; = W;r; and Ay; = p + Br; + W;r;.

« Encryption and decryption: These are the same as in the centralized broadcast encryption scheme.
Specifically, the combination of the public parameters pp with the individual user public keys
{pki}i c[n] can be viewed as a set of public parameters for the centralized broadcast encryption
scheme. Since each user’s secret key satisfies the same invariant as the centralized scheme, correctness
follows as before.

We give the formal description in Section 3.1.

N-structured LWE. To prove security, we rely on the N-structured LWE assumption which asserts that

(AsTA,Z, 1y, ..., 1N, tdy) = (A, VI, Z, 1y, ..., TN, tdy), (1.4)

where V is the matrix in Eq. (1.1), tdy is a random trapdoor for V, and A & Z;‘X’", s & ZZI’, v & Z;",
Z & szmk ,andry, ..., Iy « DTZflg. Later on, we will show that the N-structured LWE assumption follows
from the ¢-succinct LWE assumption recently introduced by Wee [Wee24]. We discuss both assumptions at

the end of this section.

Proof strategy. We now provide a sketch of our security proof, and specifically, how the reduction
algorithm simulates the key-generation queries. In the selective security game, the adversary begins by
committing to the set of indices S* C [N] associated with the challenge ciphertext. The reduction algorithm
obtains (A,v',Z,ry,...,rN, tdy) from the ¢-structured LWE challenger. It uses A,Z,ry, ..., ry, tdy as the
corresponding components of the public parameters for the distributed broadcast encryption scheme. The
question is how the reduction algorithm simulates the public keys pk; = (W;, {y; j} jxi) for the honest users
and how it simulates the challenge ciphertext. Suppose for a moment that the reduction algorithm knew
the W; for each index i € §* in the challenge set. Then, it would be able to compute Wg+ = 3 ;c5« W; and
set B= AH — W, p = Ah where H < {0,1}™*™ and h < {0, 1}™. In this case, the reduction could define
the challenge ciphertext to be
ctse = (V,vVH,v'h+ - |g/2]).

If vi = s'A, then

cts- = (v,v'H,v'h) = (s'A,s"AH,s'"Ah + pi - | ¢/2] ) = (s"A,s"(B+ Ws:),s'p + 11 - | q/2]),

which is distributed according to the real scheme. If v is a random vector, then by the leftover hash lemma,
the challenge ciphertext is uniformly random and security holds.

The problem with this approach is that the reduction algorithm cannot choose W; arbitrarily. Recall that
W,; is a component of the public key, and in the real scheme, is derived by first sampling (yi1,...,yin, d;)
from V~!(u; ® (p + Br;)) according to Eq. (1.3) and then setting W; = Z(d; ® I,,,). Here, we immediately
run into a circularity issue. The reduction algorithm needs to know W; in order to program the challenge
set S* into B, but sampling W; seemingly requires that B is already fixed!

Thus, the reduction algorithm needs an alternative method for simulating the honest users’ public
keys. The observation is simple: the public key pk; for an index i € S* only depends on y; ; for j # i and d;



importantly, pk; does not depend on the value of y; ;. Indeed, y;; is the secret key for user i which is not
revealed to the adversary and also cannot be known to the reduction. Thus, in the reduction, instead of
sampling y;; so that Ay;; = p + Br; + W;r; as in the real scheme, the reduction algorithm simply samples
yii so that Ay;; = W;r;. In other words, the reduction algorithm samples (y;,. .., yin,d;) from V™! (™),
By the structure of V (see Eq. (1.1)), we can show that sampling from this distribution does not affect the
marginal distributions of y; ; for j # i and d. As such, this does not affect the adversary’s view. With this
modified sampling procedure, the reduction algorithm is able to sample the W; components of each public
key (independently of B), and then program Wg: = }};cs« W; into the public parameters (as described
above). We provide the full details in Section 3.1.

N-structured LWE and ¢-succinct LWE. The above reduction relies on the N-structured LWE as-
sumption (Eq. (1.4)) which essentially asserts hardness of LWE given a trapdoor for the related matrix
V used in our construction. We can relate this assumption to the recently introduced ¢-succinct LWE
assumption [Wee24] which asserts that

(A,s'A, U, tdy) ~ (A, V', U, tdy), (1.5)

where A & zym, s & zy, v & zg, U & Zg"xm, V = [I; ® A | U] and tdy is a random trapdoor for the
matrix V. The #-succinct LWE assumption is a falsifiable assumption and moreover, Wee showed that it is
implied by the (public-coin) evasive LWE assumption [Wee24]. Wee also showed how to leverage £-succinct
LWE to construct an ABE scheme with succinct ciphertexts, which in particular, implies a (centralized)
broadcast encryption scheme with short ciphertexts (and long public parameters). The analogous £-succinct
short integer solutions (SIS) assumption (i.e., SIS is hard with respect to A given a trapdoor for V) has been
used to construct succinct functional commitments [WW23a]. As shown in [Wee24], the £-succinct SIS
assumption is the least-structured or weakest among the multitude of structured lattice assumptions (e.g.,
BASISstruct [WW23b] or k-R-ISIS [ACL*22]) that have been introduced in recent years.

In Section 4, we show that if the £-succinct LWE assumption holds with parameter £ > N - O(Alog N),
then the N-structured LWE assumption also holds, provided that the width parameter k (i.e., the number
of blocks in Z) is at least k > O(nmlogq). While it may appear that the N-structured LWE assumption
gives out a trapdoor for a more structured matrix than the N-succinct LWE assumption, we show here
that they are very similar. We illustrate this with a simple example. In the following description, we write
[In ® A|Mzg] (forR=[r; | --- | rny]) to denote the matrix V from Eq. (1.1) and [Iy ® A | U] to denote
the matrix V from the £-succinct LWE assumption (Eq. (1.5)). In particular,

—Z(Ik ® 1‘1) U1
Mzg = : ezp™* and U=|:|ezZl™™
—Z(Ik ® I‘N) U,

Suppose we sample (yi, ...,y 1) from [I, ® A | U]71(0™), where y; € Zg,r € Zg. This is statistically
indistinguishable from sampling

r—DJ and Vie[f]:y; — A7 (-Ur). (1.6)

On the other hand, suppose we sample (1, ..., YN, &) from [Iy ® A | Mzg] 71 (0™N), where §; € Zg and
de Z’;. This is statistically indistinguishable from sampling

deDE_ and Vje[N]:y; —« A(Z(d@Lyry). (1.7)
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Since d « Dg »» When k > O(nmlog q), the marginal distribution of z(& ® I,,,) is statistically close to
uniform. If we define U = Z(a ® I,;,), then the distribution in Eq. (1.7) becomes

deDE_ and Vje[N]:y; — A7 (Ur). (1.8)

This is a similar “cross-term” structure as in Eq. (1.6), except with the roles of U and r interchanged (i.e., the
same r is used for all i € [£] in Eq. (1.6) while the same U is used for all i € [N] in Eq. (1.8)). By “transposing”
a collection of preimages sampled as in Eq. (1.6), we can transform them into a collection of preimages
distributed as in Eq. (1.8). To simulate the Z and d components that determine the U matrix in Eq. (1.8), we
rely on preimage sampling techniques. We provide a formal reduction in Section 4 (Theorem 4.1).

1.2 Additional Related Work

Decentralized broadcast encryption. An alternative approach for solving the key-escrow problem in
broadcast encryption is to rely on an interactive key-generation process. This is referred to as decentralized
broadcast encryption [PPS12]. Namely, when a new user joins the system, the users in the system runs an
MPC protocol with the existing users to obtain their secret key (and existing users obtain an updated key).
In distributed broadcast encryption, key-generation is non-interactive and we do not require users to be
cognizant of other users in the system.

Flexible broadcast encryption. In distributed broadcast encryption, each user’s public key is actually
associated with a slot index i € [N]. Moreover, a user can only encrypt to a set of public keys if they occupy
different slots. The work of [FWW23] introduced a stronger notion of flexible broadcast encryption where
it is possible to encrypt to an arbitrary set of public keys without any slot restrictions. In the same work,
the authors showed how to construct flexible broadcast encryption using witness encryption (together
with a function-binding hash function). Recently, the work of [GLWW23] showed a generic compiler from
distributed broadcast encryption to flexible broadcast encryption using combinatoric tools. The work of
[GKPW?24] also provides a direct construction of flexible broadcast encryption from pairings.

Registration-based cryptography. Distributed broadcast encryption falls into the more general umbrella
of “registration-based cryptography” [GHMR18], which seeks to remove the trusted authority from advanced
encryption schemes like identity-based encryption (IBE) [GHMR18, GHM*19, GV20, CES21, GKMR23,
DKL*23, FKdP23], attribute-based encryption (ABE) [HLWW23, FWW23, ZZGQ23, GLWW24, AT24],
functional encryption (FE) [FFM*23, DPY23], and traitor tracing [BLM*24]. Broadly speaking, the goal in
each of these settings is to replace the trusted key-issuing authority with a public bulletin board where users
can post their own public keys (that they themselves sample). Moreover a (transparent) key curator can then
aggregate the individual public keys into a single short set of public parameters. The work of [FWW23] also
shows how to compile any registered ABE scheme (that supports a single attribute and the always-accept
policy) into a distributed broadcast encryption scheme (with succinct ciphertexts). Existing constructions of
registered ABE either rely on indistinguishability obfuscation [HLWW?23], witness encryption [FWW23],
or pairing-based assumptions [HLWW23, ZZGQ23, GLWW24, AT24].

2 Preliminaries

Throughout this work, we write A to denote the security parameter. For a positive integer n € N, we
write [n] := {1,...,n}. We write poly(4) to denote a fixed polynomial in A. We write negl(1) to denote a
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function that is negligible in A: namely, 0(A7°) for all ¢ € N. We say an event occurs with overwhelming
probability if the probability of its complement occurring is negligible. For functions f = f(4) and g = g(4),
we write f > O(g) to denote that there exists a fixed function g’ € O(g) such that f(1) > ¢’(4) for all
A € N. We say an algorithm is efficient if it runs in probabilistic polynomial time in the length of its input.
For two ensembles of distributions D; = {DL ,1} 1eN and D, = {Z)z, ,1} 1eN indexed by a security parameter,
we say they are computationally indistinguishable if no efficient algorithm can distinguish them except
with negl(A) probability. We say they are statistically indistinguishable if the statistical distance between
them is negl(1). We write D; & D, (resp., D; & D,) if D; and D, are computationally (resp., statistically)
indistinguishable. Throughout this work, we will use bold uppercase letters (e.g., A, B) to denote matrices
and bold lowercase letters (e.g., u, v) to denote vectors. We use non-boldface letters (e.g., vy, . . ., v,) to refer
their components. For a dimension n € N, we write I, € Z™" to denote the identity matrix of dimension n.
Throughout, we write ||-|| to denote the £, norm.

Tensor products. For matrices A € ZZX’" and B € Z’;Xf, we write A® B € ngme to denote their tensor
(Kronecker) product. For matrices A, B, C, D where the products AC and BD are well-defined, then

(A®B)(C®D) = (AC) ® (BD). (2.1)

We now recall a generalization of the leftover hash lemma along with a simple corollary that will be useful
in our analysis.

Lemma 2.1 (Generalized Leftover Hash Lemma [ABB10, Lemma 13, adapted]). Let n, m, q be integers such
thatm > 2nlogq and q > 2 is prime. Then, for all fixed vectors e € Zg' and all k = poly(n), the statistical
distance between the following distributions is negl(n):

A & Zpm g & znxk
T . R —nxm R mxk T . q > q
{(A,AR,e R): A & Zp" R & {0,1} } and {(A,U,e R: — ol (0, 1)k }

Corollary 2.2 (Column Space of Random Matrix [GPV08, Lemma 5.1]). Let n,m, q be lattice parameters
where q is prime and m > 2nloggq. Then, for all but a ¢~" = negl(n) fraction of matrices A € ngm, the
columns of A generate Zg.

Discrete Gaussians and gadget matrices. We write Dz, to denote the discrete Gaussian distribution
over Z with width parameter o > 0. For a matrix A € Zg™™ and a target vector t € Zg in the column-space of
A, we write A7 (t) to denote a random variable x «— D7’ _conditioned on Ax = t mod g. We extend A, to

matrices by applying A to each column of the input. For positive integers n, q € N, let G, = [, ®g' € ZZX'”'

be the gadget matrix [MP12] where I,, is the identity matrix of dimension n, g' = [1,2, .. ., 2llog qJ], and
m’ = n(|loggq] + 1). We also recall some basic properties of the discrete Gaussian distribution.

Lemma 2.3 (Gaussian Tail Bound [MP12, Lemma 2.6, adapted]). Let n, m, q be lattice parameters where
m > 2nlogq. Sample A & Zg*™. Then, for all o > logm and all vectors t € Zg in the span of A,

Pr[|jul| > Vmo :u « AZ1(t)] < 0(2™™).
For the particular case of the discrete Gaussian over the integers and any A € N,

Pr[|x| > Vio : x — Dy, ] < 27,
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Lemma 2.4 (Gaussian Samples [GPV08, adapted]). Let n, m, q, o be lattice parameters such that c > log m,
m > 2nlogq, and q is prime. Then the statistical distance between the following distributions is at most

negl(n):

{(A, X AX) : A & Zp X DZ,,} and {(A, Xt) A& Zp Mt & Zg, x A;l(t)} .

Basis extension and lattice trapdoors. We will also use the following lemma characterizing the
distribution of [A | B]!(-). We give the statement from [WW23b], which follows immediately from earlier
works on preimage sampling and basis delegation [GPV08, CHKP10, MP12]. Finally, we recall the notion of
a gadget trapdoor [MP12].

Lemma 2.5 (Marginal of Gaussian Preimages [WW23b]). Let n, m, q be lattice parameters wherem > 2nlog q
and q is prime. Let B € ZZ”" where £,k = poly(n,logq). LetC = [[, ® A|B] € Z;[X(W'k). Then for all
target vectorst € ng and all width parameters s > log(fm), the statistical distance between the following
distributions is negl(n):

{(v:A&Z7 My C;'(t)} and {

z;] A& ZZX”’, vy — D%s,vl — T, ®A); (t- sz)} .

Lemma 2.6 (Gadget Trapdoor [Ajt96, GPV08, MP12]). Let n,m, q be lattice parameters with m > 3nlogq.
Then there exists efficient algorithms (TrapGen, SamplePre) with the following syntax:

« TrapGen(1™,q,m) — (A,R): On input the lattice dimension n, the modulus q, and the number of
samples m, the trapdoor-generation algorithm outputs a matrix A € Z*™ together with a trapdoor

R e Z;”X'"' wherem’ = n(|logq] + 1).

« SamplePre(A,R, t,0) — x: On input a matrix A € ngm, a trapdoor R € ZZ’X’"/, a target vectort € Z,
and a Gaussian width parameter o, the preimage-sampling algorithm outputs a vector x € Zg'.

Moreover, the above algorithms satisfy the following properties:

« Trapdoor distribution: If (A,R) < TrapGen(1",q,m) and A’ & ZZX’", then A(A,A’) = negl(n).
Moreover, AR = G,, € Z;’X"’/ and ||R|| = 1.

» Preimage sampling: For all matricesR € Z(’I”X’",, parameters o > 0, and all target vectors t € Zg in
the column span of A, the output x < SamplePre(A, R, t, o) satisfies Ax =t.

« Preimage distribution: Suppose R is a gadget trapdoor for A € Zy*™ (i.e., AR = Gp). Then, for all
o > m||R|[logn, and all target vectors t € Zg, the statistical distance between the following distributions
is at most negl(n):

{x « SamplePre(A,R,t,0)} and {x < A,'(t)}.

Learning with errors and /-succinct LWE. The learning with errors (LWE) assumption [Reg05] with
parameters (n, m, g, o) states that the distribution of (A, s"A +e") is computationally indistinguishable from
(A, v") when A & VAU & Zy,e DI ,andv & Z7'. Many recent works [ACL*22, WW23b, BCFL23,
WW23a, CLM23, FMN23, Wee24] have introduced falsifiable variants of the LWE assumption (or the dual
problem of short integer solutions (SIS)) which conjecture that the LWE (or SIS) problem with respect to A
is hard even given a trapdoor for a matrix related to A. In this work, we use the £-succinct LWE assumption
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introduced by Wee [Wee24], which asserts that LWE is hard with respect to A even given a trapdoor for the
matrix [I, ® A | U] where U & ngxm. As discussed in [Wee24], the £-succinct LWE assumption is weaker
than many of the other recently-proposed structured lattice assumptions (specifically, the LWE analogs of
k-R-ISIS [ACL*22, BCFL23] and BASISgtuct [WW23a, FMN23]). It is also implied by assumptions like the
evasive LWE assumption [Wee22, Tsa22]. We now give the formal statement of the assumption:

Assumption 2.7 (£-Succinct LWE [Wee24]). Let A be a security parameter and let n = n(1), m = m(A),q =
q(A),0 = o(A) be lattice parameters. Let s = s(1) be a Gaussian width parameter and ¢ = £(1) be a
dimension. We say that the ¢-succinct LWE assumption with parameters (n,m, g, o,s) holds if for all
efficient adversaries A, there exists a negligible function negl(-) such that for all A € N:

|Pr[A(A,s"A+€", U, T) = 1] - Pr[A(A, v, U, T) = 1]| = negl(2),
where A & Zg<™m, s & Zy, e« Dj v & Zg,U & ZZ(X'", and T « [I, ® A | U];1(Gp).*
In other words, we require that LWE is hard with respect to A even given a fresh gadget trapdoor T for a
related matrix [I, ® A | U].
2.1 Distributed Broadcast Encryption

We now define the notion of distributed broadcast encryption.

Definition 2.8 (Distributed Broadcast Encryption [BZ14, KMW23]). Let A be the security parameter and N
be the number of users. An N-user distributed broadcast encryption scheme is a tuple of efficient algorithms
(Setup, KeyGen, IsValid, Enc, Dec) with the following syntax:

« Setup(1%,1N) — pp: On input the security parameter A and the number of users N, the setup
algorithm outputs the public parameters pp.

+ KeyGen(pp,i) — (pk; sk;): On input the public parameters pp and an index i € [N], the key-
generation algorithm outputs a public key and secret key (pk;, sk;).

« IsValid(pp, i, pk;) — b: On input the public parameters pp, an index i € [N], and a public key pk;,
the validity-checking algorithm outputs a bit b € {0, 1}.

« Enc(pp, {(i, pk;) }ies, ) — ct: On input the public parameters pp, a collection of public keys pk; and
a message p € {0, 1}, the encryption algorithm outputs a ciphertext ct.

« Dec(pp, {(i, pk;) }ies, ct, (j, sk;)) — p: On input the public parameters pp, a collection of public keys
pk;, a ciphertext ct, and a secret key sk; for an index j, the decryption algorithm outputs a message

e {0,1}.
We require that (Setup, KeyGen, IsValid, Enc, Dec) satisfy the following properties:

« Correctness: For a security parameter A € N, a bound N on the number of users, and an adversary
A, we define the correctness experiment as follows:

— The challenger samples pp « Setup(1%,1V) and gives pp to A.

4Note that this distribution is only well defined when Gy, is in the image of [Ir ® A | U]. Thus, when Gy is not in the image, we
set T = L. Accordingly, taking m > 2nlog q ensures that this event occurs with negligible probability (Corollary 2.2).
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— The adversary specifies a target index j € [N]. The challenger responds by computing
(pk;, sk;) < KeyGen(pp, j). It gives pk; to the adversary A.

- The adversary outputs a set S C [N], a collection of public keys pk; for i € S\ {j}, and a
message u € {0, 1}.

- The challenger checks that j € S and that IsValid(pp, i, pk;) = 1 for each i € S\ {j} and
outputs b = 1 if not. Otherwise, the challenger computes ct < Enc(pp, {(i, pk;)}ies, 1) and
y «— Dec(pp, {(i, pk;) }ies, ct, (j, sk;)). It outputs b = 1 if y = p’ and b = 0 otherwise.

We say that the scheme is correct if for all , N € N and all adversaries (A, there exists a negligible
function negl(-) such that for all A € N, Pr[b = 1] > 1 — negl(1) in the correctness experiment.

« Verifiable keys: For all A, N € N, and all indices i € [N], it holds that

pp < Setup(14, 1V)

Pr |IsValid(pp, i, pk;) = 1: (pk,,sk;) — KeyGen(pp, i)

> 1 - negl(A).

« Selective security: For a security parameter A, a bound N on the number of users, and a bit b € {0, 1},
we define the selective security game between an adversary (A and a challenger as follows:

- On input the security parameter 1* and the number of users 1V, the adversary outputs a
challenge set S* C [N].

— The challenger samples pp « Setup(1%, 1) and (pk;, sk;) < KeyGen(pp, i) for i € S*. It also
computes ct, < Enc(pp, {pk;}ies+, b, S*) and sends (pp, {pk; }es*, ctp) to A.

— At the end of the game, algorithm A outputs b’ € {0, 1}, which is the output of the experiment.

We say the distributed broadcast encryption scheme is selectively secure if for all polynomials
N = N(A), and all efficient adversaries A, there exists a negligible function negl(-) such that for all
A€EN,

|Pr[b" =1|b=1] —Pr[b’ =1]| b =0]| = negl(1) (2.2)

in the selective security game. We say that the scheme is selectively secure for up to N users if
Eq. (2.2) holds for the specific value of N.

« Short ciphertexts: There exists a fixed polynomial poly(-) such that for all ,, N € N, all subsets
S C [N], all public parameters pp in the support of Setup(14,1V), all key-pairs (pk;, sk;) in the
support of KeyGen(pp, i) for i € S, all messages p € {0, 1}, and all ciphertexts ct in the support of
Enc(pp, {pk;}ies, 1 S), it holds that |ct| < poly(4 +1log N).

Remark 2.9 (Encrypting Long Messages). Definition 2.8 considers the (simple) setting where the ciphertext
encrypts a single bit. It is straightforward to support encrypting longer messages by composing with a
symmetric encryption scheme. Namely, to encrypt a message u € {0, 1}, the encryption algorithm samples
a symmetric key k € {0, 1}P°YD) | encrypts the bits of k using the broadcast encryption scheme, and then
encrypts p using the symmetric key k. The size of the overall ciphertext is then |u| + poly(A,log N).
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3 Distributed Broadcast Encryption from Lattices

In this section, we give our construction of a selectively-secure distributed broadcast encryption scheme.
We begin by introducing an intermediate assumption called the ¢-structured LWE assumption which we
will use in our security analysis. Then, in Section 4, we show that our intermediate assumption follows from
the ¢’-succinct LWE assumption (Assumption 2.7) for £/ > ¢ - O(nlog q), where n, q are lattice parameters.

Assumption 3.1 (¢-Structured LWE). Let A be a security parameter and n = n(4),m = m(1),q = q(1), 0 =
o(A) be lattice parameters. Let s = s(1) be a Gaussian width parameter. Let k = k(1) and ¢ = £(A) be
dimension parameters. We say that the £-structured LWE assumption with parameters (n, m, g, o, s, k) holds
if for all efficient adversaries A, there exists a negligible function negl(-) such that for all 1 € N:

[Pr[A(A,s"A+ e, Z R T) = 1] - Pr[A(A,u",Z,R, T) = 1]| = negl(),

where A & Z2*™, s & 77 e — DI & 20 Z = [Zy | -+ | Zi] < ZPF R=[ry | --- | 1,] < DI,
T «— (Ver); ' (Gne), and
A ~Zir; -+ —Zprg A —Z(Ixz ®ry)
Ver = A : € Zpxmth), (3.1)
A —er( s —Zkr[ A —Z(Ik ® I‘[)

Similar to £-succinct LWE, we require that LWE is hard with respect to A even given a trapdoor T for
a related matrix V. While the right side of the matrix V;; appears significantly more structured than
the random matrix U in the ¢-succinct LWE assumption (Assumption 2.7), we show in Section 4 that this
assumption is implied by the #'-succinct LWE assumption (when ¢’ > ¢ - O(nlogq) and k > 3nmlog gq).

Parameter setting. Similar to £-succinct LWE, we only consider instantiations with m > O(nloggq) so
that the matrix A spans Zg with overwhelming probability and the Z; matrices have sufficient width. We
additionally note that the ¢-structured LWE assumption is false when k is too small. In this setting, the
adversary can use the trapdoor to repeatedly sample (V;x);'(0). By Lemma 2.5, these preimages include
samples from A;'(Z(d ® I,,,)r;) where d « Dgs. When k is too small, collisions in the value of d will
arise with noticeable probability. Such a collision immediately gives a short vector x such that Ax = 0
(which immediately breaks LWE with respect to A). Thus, we require k = w(log n) to ensure that collisions
are unlikely to occur. In our setting, we will only consider k > O(nmlogg). In this case, the marginal
distribution of Z(d ® I;,) is statistically close to uniform by Lemma 2.4. For this parameter reigme, we can
in fact show that the ¢-structured LWE assumptions holds under the ¢’-succinct LWE for ¢/ > £- O(nlogq).
We provide this reduction in Section 4.

3.1 Distributed Broadcast Encryption from ¢/-Structured LWE

In this section, we describe our distributed broadcast encryption scheme from ¢-structured LWE, where
¢ = N is the bound on the number of users in the system.

Construction 3.2 (Distributed Broadcast Encryption). Let A € N be a security parameter, N € N be
the number of users, and n = n(4, N),m = m(A4, N),q = q(A, N),c = o(A, N) be lattice parameters. Let
so = so(A, N), s1 = s1(A, N) be Gaussian width parameters, k = k(A, N) be a dimension, and § = (A, N) bea
norm bound. We construct our distributed broadcast encryption scheme (Setup, KeyGen, IsValid, Enc, Dec)
as follows:
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« Setup(1%,1V): On input the security parameter A and the bound on the number of users N, the setup
algorithm proceeds as follows:

1. Sample (A, Tp) < TrapGen(17,q,m), B & ZZX’", p & Zg.

2. For each i € [k], sample Z; < Zy M andletZ = [Z, | -+ | Zi] € ngmk. For each i € [N],
sample r; < D7’ .

3. Sample Ty « SampIePre(VN,k, [IN%TA ],G,,N, so), where

A _erl R —Zkrl A —Z(Ik ® 1'1)
VN,k = : = . .

) . c Zan(mN+k)
A|-Ziry -+ —ZirN A|-Z(I,®ryN)

q
(3.2)

Output pp = (A,B,p,Z, {ri}ic(n], Tv).

+ KeyGen(pp, i): On input the public parameters pp = (A, B, p,Z, {r;}ic[n}, Tv) and an index i € [N],
the key-generation algorithm samples

Y1
. «— SamplePre(Vn i, Tv, u; ® (p + Br;), s1), (3.3)

YN
d

where u; € {0,1}" is the the ih standard basis vector, y; € Z™ for eachi € [N],and d € 7k 1t sets
W =Z(d®I,) € Z;*™ and outputs the public key pk = (W, {y;} ;) and the secret key sk = y;.

« IsValid(pp, i, pk;): On input the public parameters pp = (A, B, p,Z, {r;};c[n], Tv), an index i € [N],
and a public key pk; = (W;, {yi ;}j»i), the validity-checking algorithm outputs 1 if the following
holds:

V] Fi: AYi,j = Wirj and |IYi,j|| < ﬂ
Otherwise, the algorithm outputs 0.

« Enc(pp, {(J. pk;)}jes, p): On input the public parameters pp = (A, B, p, Z, {r;};e[n], Tv), a collection
of public keys pk; = (W, {y;; }; ;) for each j € S, and a message 1 € {0,1}, the encryption
algorithm samples s E 70 e — Dg,’a, H & {0,1™™ and h & {0,1}™. It computes Wg = ZjeS W;

and outputs
ct=(s"A+e", s"(B+Ws)+e'H, s']p+e’h+p-[q/2]).

« Dec(pp, {(j pk;)}jes, ct, (i, sk;)): On input the public parameters pp = (A, B,p,Z {ri}ic[n], Tv), 2
collection of public keys pk; = (W, {y} };7+;) for each j € S, a ciphertext ct = (¢}, ¢), ¢c3), and a
secret key sk; =y;; € Zg' for an index i, the decryption algorithm computes

T T
Z=c3+Cr;—C|yii+ Z Vii| € Zgs
jes\{i}

and outputs | z] where | z] outputs 0 if —q/4 < z < g/4 and 1 otherwise.
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Theorem 3.3 (Verifiable Keys). Suppose q is prime,n > A, m > 2nloggq, s > (mN + k) log(nN), s; >
(mN + k)vmsylog(nN), and f > \/ms;. Then, Construction 3.2 has verifiable keys.

Proof. Let A, N € N and take any index i € [N]. Let pp = (A,B,p, Z, {r;}ie[n]. Tv) < Setup(14,1V), and
sample (pk;, sk;) <= KeyGen(pp, i). Then, we can write

pk; = (Wi {yij}j=) and sk; =yi;
We now show that IsValid(pp, i, pk;) = 1 with overwhelming probability:

« Sincesy > (mN+k) log(nN), by Lemma 2.6, the distribution of Ty is statistically close to (VN,k)s_ol (GuN).
Since m > 2nlogq and q is prime, by Lemmas 2.3 and 2.5, we have that ||Ty|| < v/ms, with over-
whelming probability.

« Since s; > (mN + k)y/mslog(nN), by Lemma 2.6, the distribution of y;,...,y:n,d; output by
Eq. (1.2) is statistically close to sampling from (VN,k)s_ll(ui ® (p + Br;)). By construction of Vy  (see
Eq. (3.2)) and using Eq. (2.1), this means that for all j # i

0= AYi,j — Z(Ik ® I'j)dl' = AYi,j - Z(Ik ® I‘j)(dl‘ ® 1) = AYi,j - Z(dl ® Im)rj.
By definition of KeyGen, it sets W; = Z(d; ® I,;,). Correspondingly, this means that

Ayi,j = Z(dl ® Im)rj = W,‘I‘j.

« By Lemmas 2.3 and 2.5, ||y; ;|| < v/ms; < f with overwhelming probability.
Thus, IsValid(pp, i, pk;) = 1 holds with overwhelming probability. m]

Theorem 3.4 (Correctness). Suppose the modulus q is prime, m > 2nloggq, s = (mN + k) log(nN),
s1 > (mN + k)y/msglog(nN), B > Vmsy, and ¢ > 4\/nma (1 + N + \Jnms,). Then, Construction 3.2 satisfies
correctness.

Proof. Let pp = (A,B,p,Z, {ri}ic(n], Tv) < Setup(1%,1V). Take any index i € [N], and let (pk;, sk;) «
KeyGen(msk, i). Write pk; = (W;,{yi;}j#i) and sk; = y;;. By the same analysis as in the proof of
Theorem 3.3, we have ||y;;|| < f and Ay;; — Z(d; ® I,,,)r; = p + Br;. Since W; = Z(d; ® I,;,), this means that

Ayii =p+Br; + Wir; (3.4)

Take any set S C [N] and any collection of public keys {pk;} jes\ (i} Where pk; satisfies IsValid(pp, i, pk;) = 1.
This means that for all j € S\ {i},

Ay;i=W;r; and |y;:ll <p. (3.5)

Take any message p € {0,1} and let ct = (cj, ¢}, c3) < Enc(pp, {pk;}ies, /1, S). Let s € Zg,e € Z;”,H €
{0,1}™*™ h € {0, 1}™ be the components sampled by encryption. Consider the output of the decryption
algorithm Dec(pp, {(i, pk;) }ies, ct, (Jj, sk;)). First,

¢ |yii+ Z Vji|=s'Ayi; + Z s'Ayji+e'yii+ Z e'yji-
jes\{i} jes\{i} jes\{i}

€
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Combined with Egs. (3.4) and (3.5), this becomes

ci|yii+ Z yji|=s"(p+Br;+W;r;) + Z s'Wr; + é; = s"(p + Br; + Wsr;) + €4,
jes\{i} jes\{i}

using the fact that Wg = 3};cs W and i € S. Next,

cs+cyri=p-|q/2] +s'p+s'(B+Ws)r;+e'h+e'Hr;.
— ——
é

Putting everything together, we have

c3 +CyTi = €1 | Yii + Z yii|=H-1g/2] -1 +é.
jeS\iy

It suffices to show that |é; — é;| < q/4. We show this holds with overwhelming probability:

« Since Enc samples e «— DT’ _, by Lemma 2.3, with overwhelming probability, |le|| < \no.

« Since ||y;;|| < fforall j € S, it follows that |e"y; ;| < vVnmfo. Thus,

lé;] < Z le"y;i| < NvVnmfo.
jes
« Next, H € {0,1}™ and h € {0,1}™ so |e'h| < \nmo and ||e"H|| < v/nmo. Since r; « DZ, , by
Lemma 2.3, with overwhelming probability ||r;|| < v/nso. Then, |€"Hr;| < nm?cs,. Thus,

|é2] < |e'h| + |e"Hr;| < Vnmo(1 + Vnmsp).

Correctness holds as long as
q24|él—éz| 24\/5"10(1 +Nﬁ+\/ﬁms0). O

Theorem 3.5 (Selective Security). Let A be a security parameter and N = N(A) be any polynomial function.
Supposen > A, m > 3nlogq, s > (mN + k)log(nN) and s; > (mN + k)\/msolog(nN). Then, under
the N-structured LWE assumption (Assumption 3.1) with parameters (n,m, q, o, so, k), Construction 3.2 is
selectively-secure for up to N users.

Proof. Take any polynomial N = N(A) and any efficient adversary A for the selective security game. We
start by defining a sequence of hybrid experiments:

. Hyb(()b): This is the selective security game with challenge bit b € {0, 1}. At the beginning of the
game, the adversary A declares the set S* C [N]. The challenger then samples pp « Setup(1%, 1V),
(pk;, sk;) « KeyGen(pp,i) for each i € S*, and ct < Enc(pp, {pk;}ies*, b,S*). The challenger gives
(pp, {pk;}ies+, ctp) to the adversary A. To recall, the challenger samples the elements as follows:

- The challenger starts by sampling the components (A, Ta) « TrapGen(1”, g, m), B < zyem,
p&ZnZy,... 2y & ZZX”’, andry,...,IN «— Dg’s(). ItsetsZ=1[Z,| --- | Z] € ngmk and
VN asin Eq. (3.2).
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— Next, it samples a trapdoor Ty < SamplePre(Vy t, [IN%TA ], Gun, So)- The challenger sets the
public parameters to be

pp = (A,B,p, Z, {ri}ic(n), Tv).

— To generate the public key for i € S*, the challenger samples
k; < SamplePre(Vn k., Ty, u; ® (p + Br;), 51),

and then parses

Yia

ki=| | ez, (3.6)
YiN
d;

wherey;; € zg and d; € Zg. It sets W; = Z(d; ® L) and pk; = (W4, {yi}j#i)-

— Finally, to generate the challenge ciphertext, the challenger samples s < Z!, e « DI,

H & {0,1}™™ and h & {0,1}™. It sets Wg = 2 jes* W; and constructs the challenge
ciphertext as
ctp = (e, cp03) = (sS"A+e", s"(B+Ws) +e'H, s’ p+e’h+b-|q/2]).

At the end of the experiment, algorithm A outputs a bit " € {0, 1}, which is the output of the
experiment.

Hybib): Same as Hyb[()b), except the challenger samples Ty « (VN,k);Ul(GnN).
Hybéb): Same as Hybib), except for all i € S*, the challenger samples x; < (V)5 ' (u; @ (p + Br;)).
Hybgb): Same as Hybgb), except the challenger samples A <~ Z/*"".

Hybib): Same as Hybgb), except for all i € S*, the challenger first samples d; < Df 5, Then, it sets
W, =Z(d; ® 1;,). Finally, it samples

V] Fi: Yij < As_ll(WiI'j) and Yii < A;l(p + Bri + Wirl-).

Hybéb): Same as Hyb(b), except for all i € $*, the challenger samples y;; < A_'(W;r;).

Hyb(()b): Same as Hybgb), except for all i € S*, the challenger samples x; « (VN,k)s‘ll(O”N) and the
components y; j, d; are again derived from x; according to Eq. (3.6).

Hybgb): Same as Hybéb) except foralli € S*, the challenger samples x; < SamplePre(Vy i, Ty, 0"V, 5)).
Hybéb): Same as Hyb§b), except the challenger sets B = B* — W, where B* < Zg™.
Hybgb): Same as Hybéb) except the challenger sets B* = AH and p = Ah.

Hybig): Same as Hybgb) except the challenger samples c; «- Zy and sets ¢; = ¢;H and ¢3 =
cth+b-[q/2].
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. Hybi?): Same as Hybi(’;) except the challenger samples B ¢~ Z/*", p - 77, ¢, ¢ Z" and ¢5 ¢~ Z,.

We write Hybgb) (A) to denote the output distribution of an execution of Hybgb) with adversary A. We
now argue that each adjacent pair of distributions are indistinguishable.

Lemma 3.6. Supposen > A, m > 3nlogq andsy = (mN + k) log(nN). Then, Hybéb)(ﬂ) 2 Hybib)(ﬂ).

Proof. Since m > 3nlogq and sy > (mN + k) log(nN), by Lemma 2.6, the distribution of Ty in Hyb(()b) is
statistically indistinguishable from sampling Ty « (Vnx)s, L(Gun). O

Lemma 3.7. Supposen > A,m > 2nlog q ands; > (mN+k)+/ms,log(nN). Then, Hybib) (A) & Hybéb) (A).

Proof. Since m > 2nlogq and q is prime, by Lemmas 2.3 and 2.5, we have that || Ty|| < +ms, with
overwhelming probability. Since s; > (mN + k)y/msq log(nN), by Lemma 2.6, the distribution of x; in
Hybib) is statistically close to sampling from (VN,k)s‘ll(ui ® (p + Br;)). Since N = poly(1), the claim now
follows by a hybrid argument. O

Lemma 3.8. Supposen > A andm > 3nlogq. Then, Hybéb)(ﬂ) 2 Hybéb)(?{).
Proof. Follows immediately by Lemma 2.6. O
Lemma 3.9. Supposen > A, m > 2nloggq, and s; > log(mN). Then, Hybgb)(ﬂ) 2 Hybib)(ﬂ).

Proof. By Lemma 2.5, for each i € 57, the distribution of {y; j} je[n] and d; in Hybgb) is statistically close to
the distribution

d;, DZSI and Vj#i:y;j« A;I(Z(Ik ®rj)d;)) and y;; < As_ll(p +Br; + Z(I; ® r;)d;).
In Hybgb), the challenger then sets W; = Z(d; ® ;). In this case, by Eq. (2.1),
Z(Ik ® I'j)di = Z(Ik ® I'j)(di ® 1) S Z(d, ® Im)rj = W,‘I‘j.

The challenger’s sampling procedure in Hybgb) is thus equivalent to first sampling d; « DZsl’ then setting
W; = Z(d; ® I;,), and finally sampling

V] Fi: Yij < As_ll(wirj) and Yii < As_ll(p + Br; +Wil'i).

This is the sampling procedure in Hybib) . Since N = poly(A), the claim now follows by a hybrid argument
over each i € 5*. O

Lemma 3.10. The distributions Hybib) (A) and Hybéb) (A) are identically distributed.

Proof. The adversary’s view in the two experiments is independent of y;; for all i € S*, so these two
distributions are identical. o

Lemma 3.11. Supposen > A and m > 2nlogq, and s; > log(mN). Then, Hybéb)(&zl) 2 Hybéb)(&zl).
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Proof. This follows by a similar argument as in the proof of Lemma 3.9. Specifically, by Lemma 2.5, the
distribution of {y; ;}je[n] and d; in Hybéb) is statistically close to the distribution

d; D5 and Vje[N]:yi; — AJN(Z( ®1))dy).

Then, the challenger sets W; = Z(d; ® I,5,). As in the proof of Lemma 3.9, we can write W;r; = Z(Ir ® r;)d;.
Thus, the challenger is sampling y; ; < A;'(W;r;) for all j € [N]. This is the distribution in Hybéb). o

2

Lemma 3.12. Supposen > A, m > 2nlogq and s; > (mN + k)\msylog(nN). Then, Hybéb)(ﬂ)
Hyb{"” (A
yb; " (A).

Proof. Follows by the same argument as in the proof of Lemma 3.7. O
Lemma 3.13. The distributions Hybgb) (A) and Hybgb) (A) are identically distributed.

Proof. In Hybgb) and Hybéb), none of the x; depend on B. As such, the distribution of B is uniform and
independent of W+ in both experiments. As such, these two distributions are identical. O

Lemma 3.14. Supposen > A, m > 2nlogq and q > 2 is prime. Then, Hybéb)(ﬂ) 2 Hybéb)(ﬂ).

Proof. By Lemma 2.1, for all e € Z¢, the following two distributions are statistically indistinguishable:

A &K gnxm A & gnxm
q q
(A,AH,Ah,e'H,e'h) : H & {0, 1}™<m and (A,B*,p,e'H,e'h) : B* & Zy ™, p & z;
h & {0, 1}™ H & {0, 1}™™ h & {0, 1}™
The left distribution corresponds to Hybéb) while the right distribution corresponds to Hybéb). O

Lemma 3.15. Suppose the N-structured LWE (Assumption 3.1) holds with parameters (n, m, q, o, so, k). Then,
b b
Hyb'" (A) £ Hyb'?) ().

Proof. Suppose there exists a bit b € {0,1} and an efficient adversary A that can distinguish between
Hybgb) and Hybig) with non-negligible advantage ¢ > 0. We use algorithm A to construct an algorithm 8
that breaks the N-structured LWE assumption with parameters (n, m, g, g, so, k):

1. At the start of the game, algorithm 8 receives an N-structured LWE challenge (A, c{, Z, R, Ty) from its
challenger. Let Vy & be the matrix from Eq. (3.2) formed from the components ZandR = [r; | --- | rn].

2. Algorithm B samples H <~ {0,1}™*™ and h <~ {0, 1}, then sets B* = AH,p = Ah, ¢, = c;H and
cs=cth+b-|q/2].

3. Algorithm 8 starts running A and receives a challenge set S* C [N] from algorithm A. For all
i € S*, algorithm B samples k; < SamplePre(Vyx, Ty, 0™, s;) and sets W; = Z(d ® I,,), where Vi
and d; are derived from x; according to Eq. (3.6).

4. Algorithm B sets B = B* — W+, pp = (A, B, p,Z, {r;}icn], Tv), and pk; = (W;, {yi ;}#i) for each
i € S*. It sets ctp, = (c], ¢}, c3). It gives (pp, {pk;}ics+, ctp) to A and outputs whatever algorithm A
outputs.

We first show that B correctly simulates an execution of Hybgb) and Hybgg) for A.
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« The N-structured LWE challenger samples A <- ZZX’”, 7 & ngmk, and R « Dg’:f. Moreover,
the challenger samples Ty « (Vn);, 1(G,n), which coincides with the distribution of the public

parameters in Hybgb) and Hybig). Next, algorithm B sets B = AH and p = Ah, so we conclude that
the public parameters pp are perfectly simulated.

« Next, algorithm 8B samples x; using the same procedure as in Hybgb) and Hybig), so the public keys
are perfectly simulated.

« Consider the distribution of the challenge ciphertext:
- Ifc] =s"A + € where s & Zj and e « D', then

c;=cH=s"AH+e'H=s'B"+e'H=5s"(B+Ws.) +e'H
cs=cth+b-|q/2] =s'"Ah+e'p+b-|q/2] =s'p+e’h+b-|q/2],

which is the distribution of the challenge ciphertext in Hybgb).

- Conversely, if ¢; < Zg . Then, algorithm B perfectly simulates an execution of Hybig).

We conclude that algorithm B breaks the N-structured LWE problem with the same advantage «. O
Lemma 3.16. Ifn > A, m > 2(n+ 1) loggq, and q > 2 is a prime, then Hybig) (A) 2 Hybﬂ’) (A)
Proof. This follows from Lemma 2.1 applied to the matrix [ 3 ] € Zénﬂ)xm. ]

Lemma 3.17. The experiments Hybig) (A) and Hybﬁ) (A) are identically distributed.

Proof. By construction, the challenger’s behavior in Hybi’l’) is independent of the challenge bit b € {0, 1}, so
the adversary’s view in the two distributions is identical. O

Combining Lemmas 3.6 to 3.17, selective security follows by a hybrid argument. O

Parameter instantiation. Let A be a security parameter and N be a bound on the number of users. We
can instantiate the lattice parameters in Construction 3.2 to satisfy Theorems 3.3 to 3.5:

« We set the lattice dimension n = A and m = O(nlogq).

« We set the noise parameter o = poly(n) (such that the LWE assumption with parameters (n,m, g, o)
holds). We set the dimension to be k = O(nmlogq).

« We set sy = (mN + k) log(nN) and s; = (mN + k)\/ms; log(nN) = (mN + k)?>vmlog?(nN).
« Finally, we set the norm bound 8 = vms; = (mN + k)?>mlog?(nN) and the modulus g such that
q > 4Vnmo(1+ N + vnmsy) = N° - poly(A,log N).
In this case, logg = O(log N +log A).

With this setting of parameters, we obtain a distributed broadcast encryption scheme with the following
parameter sizes. Without loss of generality, we assume that N > A.
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« Public parameter size: The public parameters pp have size |pp| = N? - poly(4, log N).

+ Public key size: Each user’s public key pk consists of a matrix W € ngm and N — 1 cross-terms
yj € Zg, so |pk| < (n+N)mloggq = O(N2log®N).

» Secret key size: The secret key for user i € [N] consists of a vector y; € Z{, so [sk;| = O(mlogq) =
O(Alog? N).

+ Ciphertext size: The ciphertext for any set S € [N] and message p € {0, 1} consists of of 2m + 1
elements of Zg, so |ct| = O(A log? N).

Combined with the reduction from ¢-structured LWE to £’-succinct LWE (for ¢/ > ¢ - O(nlogq)) from
Section 4 (Theorem 4.1), we obtain the following corollary:

Corollary 3.18 (Distributed Broadcast Encryption from ¢-succinct LWE). Let A be a security parameter
and N = N(A) be any polynomial. Let{ > N - O(Alog N). Under the {-succinct LWE assumption for
¢ = N -O(Alog N) (and a polynomial modulus-to-noise ratio), there exists a selectively-secure distributed
broadcast encryption scheme. Both the size of the ciphertext and a user’s secret key is O(Alog® N), the size of a
user’s public key is O(NAlog? N), and the size of the public parameters is N* - poly(1,log N).

Remark 3.19 (Precomputing Encryption and Decryption Keys). Similar to the pairing-based constructions
of distributed broadcast encryption [KMW23, GLWW23, GKPW24], we can improve the efficiency of the
encryption and decryption algorithms when the broadcast set S is known in advance. Specifically, we
can view the matrix Wg = }};c5 W; as the public key for encrypting to the set S; given W, encrypting
a message to the set S just requires time poly(A,log N). Similarly, if user j knows the broadcast set S in
advance, she can pre-compute her decryption component y;s = X ;cs\¢;} ¥i,j- Giveny;s, decryption now
runs in time poly (A, log N). Precomputation is useful in settings where users frequently send or receive
broadcasts to the same set S.

4 Relating ¢-Structured LWE and ¢-Succinct LWE

In this section, we formally show that the ¢-structured LWE assumption (Assumption 3.1) used in Section 3.1
follows under the ¢’-succinct LWE assumption (Assumption 2.7) when ¢’ > ¢ - O(nlog q), where n is the
lattice dimension and g is the modulus. Essentially, our proof shows how to build a trapdoor for the
¢-structured LWE assumption using a trapdoor for the #’-succinct LWE assumption. We refer to Section 1.1
for a high-level overview of our proof strategy.

Theorem 4.1 (¢’-succinct LWE implies ¢-structured LWE). Let A be a security parameter and n = n(1), m =
m(A),q = q(A), 0 = a(A) be lattice parameters. Let s = s(A),s’ = s’(A) be Gaussian width parameters, and
¢ =£(A), k = k(1) be polynomially-bounded dimensions. Suppose q is prime and the following conditions hold:

« n>A,m>2nlogq, k >3nmlogq, q < 2%;
« s’ > logm, s > max {m3/2(£” +1)s’ log(n{”),klog(nm)}.

Let ' = tn(|logq] + 1). Then, the {’-succinct LWE assumption with parameters (n,m, q, o,s’) implies the
¢-structured LWE with parameters (n,m, q, 0, s, k).
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Proof. We show how to transform the components in an ¢’-succinct LWE instance into those of an ¢-
structured LWE instance. Specifically, consider the components (A, U, T’) in an ¢’-succinct LWE instance
with parameters (n,m, q, 0,s’):

A&Z™ and UL ZI™ and T « [Ip ® A|UJ; (Gue), (4.1)

We show how to use these components to construct a tuple (A,Z, R, T) distributed according to the
specification of an ¢-structured LWE instance with parameters (n, m, q, 0, s, k):

A& ngm and Z & ngmk and R« D'fosxe and T« (Vi) (Gue)s (4.2)
where V1 is the matrix from Eq. (3.1). We construct a reduction algorithm R as follows:

1. On input (A, U, T’), parse
U;
U=|: |ezy™m, (4.3)
Uy

where U; € ZZX”’. Next, write the gadget matrix G, as

Vi o0 Vi
. . . ext’
Gue=|: . = |ezy™, (4.4)

Vel - Ve

where v; ; € Zg forall i € [¢] and j € [¢']. For each i € [¢], define

Vi1
V=1 ezl
Vi g
Then, for each i € [¢], sample
Xi1
— SampIePre([I(r ®A|U],T, v, s) € Z;”[,”", (4.5)

X
r;

where x; j, 1; € Zg”.
2. Next, sample (Z',Tz) < TrapGen(1™™", g, k) and
d; < SamplePre(Z’, Tz, vec(-Uj),s) € Zg (4.6)

for each j € [¢']. Here, vec(-U;) € Zg™ denotes the vectorization of —Uj; (ie., the vector obtained by
vertically stacking the columns of —Uj; from left to right).
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3. Foreachi € [k],letZ; € ZZX”’ be the matrix where vec(Z;) = z] and z; € Z7™ is the it" column of Z’.

LetZ=1[Z,]| --- |Zs] € ngmk andR=[r; | --- |r/] € Zq’"”. Finally, let
A Zcem) X e
Vik = ; eZp>M) and T=| G| ezi™ @)
Xe1 ot Xer
A | -Z(1 ’ ’
(It ® r¢) d - dy

Output (A, Z,R, T).

We now show that if the inputs (A, U, T”) to the above algorithm are distributed according to Eq. (4.1),
then the outputs (A, Z, R, T) are statistically close to the distribution in Eq. (4.2). To do so, we define the
following distributions:

+ Hyb,: In this experiment, the challenger first samples (A, U, T") according to Eq. (4.1) and then
outputs (A,Z,R, T) « R(A, U, T’). Specifically, the challenger does the following:

- Sample A ¢ Z7*™, U - ngﬂx’" andT" « [Ip®A | U] (Gpp). Parse Uinto Uy, ..., Up € Z*™"
according to Eq. (4.3).

— For each i € [£], sample
Xi,1

— SamplePre([Iy ® A | U], T, V;,s) € Z’q"[urm.
X
r;

- Sample (Z',Tz) < TrapGen(1™™,q,k) and d; < SamplePre(Z’, Tz, vec(-Uj),s) € Zg for
each j € [{'].

— Foreachi e [k],letZ; € ZZX’" be the matrix where vec(Z;) = z] and z; € Zg™ is the i column
of /. LetZ=(Z; | --- | Z] € ZP™  andR=[r; | --- | r,] € ZI"™.

— Construct Vi and T according to Eq. (4.7) and output (A,Z, R, T).

+ Hyb,: Same as Hyb,, except for each i € [¢], the challenger changes how it samples x; ; and r;:
— For each i € [£], sample
X1 Vi1

— [y ® A|U];'(V;) where ¥;=]| : |¢€ ZZ[/. (4.8)
Xt

Vi pr
r; il

+ Hyb,: Same as Hyb, except for each i € [¢], the challenger again changes how it samples x; ; and r;:
— For each i € [£], sample r; « D' and forall j € [£], xij « A (vij — Ujry).

+ Hyb,: Same as Hyb, except the challenger changes how it samples Z’ and d;.
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Sample A <~ ng’”, Ué& ZZ[’X’” and T’ « [Iy®A | U]s_,l(Gmw). ParseUintoUy,..., Uy € ZZX’"
according to Eq. (4.3).

For each i € [¢], sample r; < D7’ and forall j € [t'], x;; < A7 (vij - Ujry).

Sample 7/ <~ ngXk and d; « (Z');"(vec(-U;)) for each j € [¢'].

Foreachi € [k],letZ; € ZZX'" be the matrix where vec(Z;) = z; and z; € Z7™ is the i column
of /. LetZ=(Z, | --- | Zx] € ZP™  andR=[r; | --- | r,] € Z]™".

Construct V. and T according to Eq. (4.7) and output (A,Z,R, T).

+ Hyb,: Same as Hyb,, except the challenger reorders some of the sampling steps:

Sample A & ZZX”‘, Z=1[Zy| - |Zx] & ngmk and set Z' = [vec(Z;) | --- | vec(Zy)].
Sample R = [r; | -+ | 1/] « Dgns”

Sample U < ZZ[IX’". Parse U into Uy, ..., Uy € Zg™ according to Eq. (4.3). Sample d; «
(Z');'(vec(-Uj)) for each j € [¢].

For eachi € [¢] and j € [¢'], sample x;; « A;!(v;; — U;r;).
Construct Vi and T according to Eq. (4.7) and output (A,Z,R, T).

+ Hybs: Same as Hyb,, except the challenger changes how it samples d; and U;:

Sample A ¢ Zp™, Z = [Zy | --- | Z;] & Z;’X’”k and set Z’ = [vec(Z;) | --- | vec(Zy)].
Sample R=[r{ | --- | ry] « DTZf‘SX[.

Foreach j € [¢'], sampled; « Dlth’ andsetU; ZZX’” to be the matrix where vec(-U;) = Z'd;.
For eachi € [¢] and j € [¢'], sample x;; « A;!(v;; — U;r;).
Construct V. and T according to Eq. (4.7) and output (A,Z,R, T).

+ Hyb,: In this experiment, the challenger changes how it samples T.

Sample A & Z2*™, Z.= [Zy | -+ | Z;] & Z2*™ andR=[r; | --- | 1] < DF.
Construct Vy according to Eq. (4.7) and sample T « (V, ;)" (G,p).
Output (A, Z,R, T).

In this experiment, the challenger samples (A, Z, R, T) according to Eq. (4.2).

We show that the outputs of each pair of adjacent hybrids are statistically indistinguishable.

Lemma 4.2. Suppose m > 2nlogq, s’ = logm, s > m3 (£’ + 1)s'log(nt’), and £ = poly(n). Then,
Hyb, & Hyb,.

Proof. Since m > 2nloggq, s

’

> logm, and ¢ = O(nlogq) = poly(1), we can appeal to Lemmas 2.3

and 2.5 together with a union bound to conclude that with probability 1 — negl(A), || T’|| < vVms’. Next, if
s > m*2(¢' +1)s" log(ne’) > m(£’ + 1) ||T’|| log(nt’), then the claim follows by Lemma 2.6. o

Lemma 4.3. [fm > 2nloggq, q is prime, and s > log(m¢’), then Hyb, & Hyb,.

Proof. Follows immediately by Lemma 2.5. O
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Lemma 4.4. Ifk > 3nmlogq and s > klog(nm), then Hyb, & Hyb,.

Proof. Since k > 3nmlog g, the distribution of Z’ in Hyb, is negl(1)-close to uniform (over ZZ’"Xk) by
Lemma 2.6, which is the distribution of Z’ in Hyb,. Moreover, since s > klog(nm), by Lemma 2.6, the
distribution of d; in Eq. (4.6) is statistically close to sampling d; « (Z’);!(vec(-Uj)). m|

Lemma 4.5. Hyb, and Hyb, are identically distributed.

Proof. In both experiments, the distribution of Z is uniform over Z;X’"k and Z’ = [vec(Z1) | --- | vec(Zy)].
Similarly, in both experiments, the distribution of R is D%‘;“. All other quantities are sampled identically in
the two experiments, just in a different order. O

Lemma 4.6. Ifk > 2nmlogq, q is prime, and s > log k, then Hyb, & Hyb.

Proof. The only difference between Hyb, and Hyb, is the distribution of U; and d; for each j € [¢'].
This follows by Lemma 2.4. Namely, for every j € [¢’], the following distributions are statistically
indistinguishable:

« Sample Z' & ngXk, w; e Zg" and d; « (Z');'(w;), and output (Z’,d;, w;).
« Sample Z' < ngXk, dj « Dzs, and w; = Z’d;. Output (Z’,d;, w;).

Setting U; € ngm to be the matrix where vec(-U;) = w, the first distribution corresponds to Hyb, while
the second corresponds to Hyb.. Since ¢’ = poly(n), the claim follows by a hybrid argument. m]

Lemma 4.7. Ifm > 2nloggq, q is prime, and s > log(m¢), then Hybs & Hyb,.

Proof. In Hyb, the challenger sets U; such that vec(~U;) = Z'd; and then samples x; ; «— A !(v;; — U;r;)
for each i € [¢] and j € [¢’]. Since m > 2nloggq, and A is sampled uniformly from ZZX’", the columns
of A generate Zg by Corollary 2.2 with overwhelming probability. Thus, Ax;; = v;; — U;r;. Next,
7' = [vec(Zy) | --- | vec(Zy)], so

Z(d; ®1n) = [Z1 | -+ | Z41(d; ®1,,) = U (4.9)
By Eq. (2.1), for all i € [¢] and j € [¢’], we can write
ZIr@r)d; =Z(It ®r1;)(d; ® 1) = Z(d; ® I, )r; = -Ujr;.
In particular, this means that for all i € [¢] and j € [¢],
Ax;j —Z(Ik ®r1;)dj =v;j —Ujr; + Ujr; = v, ). (4.10)

We now claim that T is a gadget trapdoor for V, ;. From Egs. (4.4), (4.7) and (4.10),

A ~Z(k ®11) XT’ X v
V[’kT = . : = Gn[.
X Xy pr
Al -Z(Ik ®1) (i” ” \X

Since the challenger in Hyb, samples d; « Dgs and x;; «— A;'(v;;+Z(Ix ® r;)d;) for all i € [¢] and
j € [¢'], by Lemma 2.5, the distribution of T is statistically close to T « (V;x);'(Gy). This is the
distribution in Hyb,. |
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Theorem 4.1 now follows by combining Lemmas 4.3 to 4.7. Specifically, the reduction algorithm R shows
how to efficiently simulate the components of the ¢-structured LWE assumption using the components
from the ¢’-succinct LWE assumption. O

SIS variants. Our proof for Theorem 4.1 shows how to use a trapdoor for the ¢’-succinct LWE assumption
to construct a trapdoor for the ¢-structured LWE assumption. The same transformation would apply to
show a similar reduction between the #’-succinct SIS assumption and the ¢-structured SIS assumption. We
can also construct an analogous reduction algorithm that transforms an instance of the ¢’-structured LWE
assumption into an instance of the ¢-succinct LWE assumption. Thus, up to a O(nlog q) increase in the
dimension (and polynomial blow-up in the noise parameters), these assumptions are essentially equivalent.
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