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Abstract
This paper introduces GLAMR, an Abstract Meaning Representation (AMR) interpretation of Generative Lexicon (GL)
semantic components. It includes a structured subeventual interpretation of linguistic predicates, and encoding of
the opposition structure of property changes of event arguments. Both of these features are recently encoded in
VerbNet (VN), and form the scaffolding for the semantic form associated with VN frame files. We develop a new
syntax, concepts, and roles for subevent structure based on VN for connecting subevents to atomic predicates. Our
proposed extension is compatible with current AMR specification. We also present an approach to automatically
augment AMR graphs by inserting subevent structure of the predicates and identifying the subevent arguments from
the semantic roles. A pilot annotation of GLAMR graphs of 65 documents (486 sentences), based on procedural texts
as a source, is presented as a public dataset. The annotation includes subevents, argument property change, and
document-level anaphoric links. Finally, we provide baseline models for converting text to GLAMR and vice versa,
along with the application of GLAMR for generating enriched paraphrases with details on subevent transformation
and arguments that are not present in the surface form of the texts.

Keywords: AMR, VerbNet, Lexical semantic resource, Event annotation, Generative Lexicon

1. Introduction

Abstract Meaning Representation (AMR) (Ba-
narescu et al., 2013) is a general-purpose seman-
tic encoding for language that has become pop-
ular for its simple structure, ease of annotation,
and available corpora, and whose emphasis on
predicate-argument structure has proved effective
for many NLP tasks (Lim et al., 2020; Zhang et al.,
2021; Huang et al., 2022; Yang et al., 2023). By
focusing on PropBank verb senses (Palmer et al.,
2005) as the root node of the graph, the default
semantic interpretation of an AMR is either: (i) a
proposition with an atomic predicate and its argu-
ments; or (ii) a Davidsonian event and its partici-
pants (Parsons, 1990). This convention, however,
makes it difficult to express the richness of event
structure inherent in natural language predicates,
impacting any subsequent logical inference requir-
ing reasoning over changes to argument properties
or the dynamics inherent in a textual narrative.

The most recent release of the lexical resource
VerbNet (VN) (Brown et al., 2019, 2022) includes
predicate frame files encoded with rich subeventual
semantics (Pustejovsky, 1995), modeled on Gener-
ative Lexicon (GL) Dynamic Event Structure (Puste-
jovsky and Moszkowicz, 2011; Jezek and Puste-
jovsky, 2019). In this paper, we develop an exten-
sion to AMR which incorporates the GL-VerbNet
(GL-VN) enhancements in event structure, called
Generative Lexicon AMR (GLAMR). The result-
ing meaning representation captures two essential

innovations from GL: subevent structure for predi-
cates; and designated opposition structure for the
argument(s) undergoing change. This can be seen
as extending the existing benefits accompanying
VN frame file specifications: sense-specific syntac-
tic construction files; semantic role designations for
arguments; and sense clustering (Schuler, 2005;
Kazeminejad et al., 2022; Stowe et al., 2021). We
illustrate a generic graph representation of GLAMR
in Figure 1. The GL event graph is attached to the
root node of the AMR graph through the event

structure edge. GLAMR also includes a separate
graph that contains document-level anaphoric rela-
tions between entities.

Figure 2 depicts the main part of the graph
structure of the GLAMR for the sentence Slice

the onions. We extend the classic AMR graph
with the GL event structure through the role
:event-structure. This maintains the flexibil-
ity and portability of GLAMR for further extensions
in the future. The role SubEvents is the root
node that governs all the subevents denoted as E1,
E2, etc. Roles from the AMR will be re-entrant to
the GL event subgraph when they are mentioned
again (e.g., o/onions as a PATIENT from E1).
We leave the description of the document-level
anaphora graph in the later sections.

We outline the major contributions of this pa-
per as follows: (1) we introduce GLAMR, a new
semantic representation extending AMR with GL
event structure; (2) we propose a pipeline for auto-
matic augmentation of AMR to GLAMR graphs;
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Figure 1: Generic Representation of GLAMR
graph.

(3) we create a GLAMR dataset from procedu-
ral texts by producing gold AMRs and converting
them into GLAMR with the proposed pipeline; (4)
we explore baseline models for converting text to
GLAMR and GLAMR to text, describing a sound
setup for generating enriched paraphrases with
details on subevent transformations and implicit
objects mentions. We make our code and data
publicly available.1

2. Related Work

Semantic meaning representations have become
popular and useful to various natural language
understanding tasks that can benefit from en-
coding the meaning of the texts in a structured
way. To this end, several different meaning rep-
resentation formalisms have been developed for
NLP tasks, such as Minimal Recursion Seman-
tics (MRS) (Copestake et al., 2005), Universal
Conceptual Cognitive Annotation (UCCA) (Abend
and Rappoport, 2013), Universal Decompositional
Semantics (UDS) (White et al., 2016), AMR (Ba-
narescu et al., 2013), Universal Meaning Repre-
sentation (UMR) (Van Gysel et al., 2021) and Ba-
belNet Meaning Representation (BMR) (Lorenzo
et al., 2022).

Of these languages, AMR is currently the most
widely adopted meaning representation, and there
are several previous papers to extend AMR with
additional semantic information for specific NLP
tasks. O’Gorman et al. (2018a) and (Naseem
et al., 2022) created document-level AMR by link-
ing cross-sentential entities through coreference
relations. Bonial et al. (2020) extended AMR to dia-

1https://github.com/brandeis-llc/GLAMR
-LREC-COLING-2024

logue systems by incorporating cues such as how

and what on what is said, within a dialogue act
annotation specification. AMR has also been ap-
plied to represent spatial information (Bonn et al.,
2020), gestures (Brutti et al., 2022) and actions
(Stein et al., 2023; Tam et al., 2023). Our work,
in the spirit of AMR extensions, is the first to pro-
pose a representation that incorporates GL event
structure into AMR.

VN is a resource for English that derives from
Levin’s verb classification (Levin, 1993). Its goal is
to provide semantic representations for a wide cov-
erage of verb classes (Dang et al., 1998; Schuler
et al., 2000; Schuler, 2005; Schuler et al., 2008)
and rich event structures (Brown et al., 2019, 2022).
It has been leveraged to improve various NLP
tasks such as semantic role labeling (Giuglea and
Moschitti, 2006) and word sense disambiguation
(Brown et al., 2011). In addition, VN has also been
used for event understanding tasks such as event
tracking (Dalvi et al., 2019), video event under-
standing (Monfort et al., 2018) and story genera-
tion (Ammanabrolu et al., 2019). In this work, we
take advantage of the semantic representations
from both VN and AMR, and generate GLAMR as
a unified representation that we hope can be useful
for future downstream tasks.

AMR parsing (text-to-graph) and AMR-to-text
generation are the two benchmarking tasks
for AMR. Early parsing approaches are mainly
statistics-based and transition-based (Flanigan
et al., 2014, 2016; Ballesteros and Al-Onaizan,
2017; Liu et al., 2018). With the advent of large pre-
trained language models, more recent approaches
train transformer models on both text and graph
data to integrate linearized and structural informa-
tion in the model training (Cai and Lam, 2020;
Bevilacqua et al., 2021; Bai et al., 2022). In this
work, we fine-tune the pretrained BART models
(Lewis et al., 2020) from Bai et al. (2022) and eval-
uate the results. These results establish the first
baseline for GLAMR parsing.

3. Building Blocks

To incorporate subevent structure into AMR, we
employ the Coreference under Transformation La-
beling (CUTL) dataset (Rim et al., 2023) for the
GLAMR annotation, and we use the lexical re-
source GL-VN (Brown et al., 2019, 2022) to retrieve
event semantics.

CUTL is a dataset with annotations of entities,
their anaphoric and coreference relations, and the
accompanying event semantics over the R2VQ
dataset of cooking recipes (Tu et al., 2022a). It
annotates each transformation event as an I/O pro-
cess where the explicit and implicit arguments (en-

https://github.com/brandeis-llc/GLAMR-LREC-COLING-2024
https://github.com/brandeis-llc/GLAMR-LREC-COLING-2024
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Figure 2: GLAMR graph of the sentence Slice the onions.

tities) annotated as input or output, as well as differ-
ent anaphoric relations between the entities includ-
ing Coreference under Identity (CuI), Coreference

under Transformation (CuT), Change of Location

(CoL), Aggregation, Separation. These annota-
tions in procedural texts are particularly useful to
our task because they tend to be task-oriented and
highly contextualized, reflecting the richer repre-
sentation of the subevents that are taking place in
the course of a sequence of events in the narrative.

GL-VerbNet has recently been updated with rep-
resentations for the GL event structure. The VN
representation of each verb class includes its se-
mantic roles and syntactic patterns. For each syn-
tactic pattern, GL-VN now defines an event struc-
ture that contains subevents for tracing the property
change of the arguments involved in the event. As
demonstrated in Figure 3, each VN class is asso-
ciated with multiple syntax frames on the possible
compositions of the verb sense (left). For each
frame, it shows the semantic roles and GL event
structure (right).

Figure 3: GL event structure of the VN class
pour-9.5.2

4. Mapping from GL-VN to GLAMR

In this section, we outline the graph structure of
subevents proposed in our study. We describe
cases for each feature from the GLAMR graphs.

2https://uvi.colorado.edu/verbnet/pou
r-9.5

We use GL-VerbNet for identifying the canonical
GL event structure of predicates and use the CUTL
annotation to identify subevent role values and
anaphoric relations.

Formally, given a predicate node, we introduce
a new relation :event-structure that links the
root role subevents as the direct child of the pred-
icate. Thus the GL event structure in GLAMR is
a portable subgraph that can be added to or de-
tached from classic AMR graphs. A full GLAMR
example with pour-9.5 is shown in (1).

(1) Pour them into the bowl.

(p / pour-01
:ARG0 (y / you)
:ARG1 (t / them)
:ARG3 (b / bowl)
:event-structure (s / subevents
:E0 † (d / do

:ACTION p)
:E1 § (h / has_location

:THEME t ‡

:INITIAL_LOC ‡ N/A)
:E3 (a / and

:op1 ¶ (m / motion
:THEME t
:TRAJECTORY N/A)

:op2 (h / has_location
:polarity - ¶

:THEME t
:INITIAL_LOC N/A))

:E4 (h1 / has_location
:THEME t
:DESTINATION b)

:mode imperative )

§ Subevent Sequence New AMR roles E1, E2,
. . . are added to represent the subevent indices.
They are aligned with the GL event structure of
the predicate encoded in VN. Note that the classic
GL event structure of a predicate contains many
subevents. However, in the GLAMR graph, we
only include subevents that contain at least one
Patient or Theme role, as this work focuses on
representing argument property changes as con-
sequence event transformation. Each selected
subevent is linked to the predicate node based on
the subevent index.

https://uvi.colorado.edu/verbnet/pour-9.5
https://uvi.colorado.edu/verbnet/pour-9.5
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‡ Subevent arguments The concepts and vari-
ables inside the subevent will be synced with
the outside through reentrance. For example,
(b / bowl) from :ARG3 also has the role of
:DESTINATION in :E4. Missing or hidden
subevent role values from the sentence context
are represented as N/A.

†
ACTION Subevent Given the nature of the pro-

cedural texts in our data, we also incorporate the
action subevent into GLAMR to represent the
action that has been performed on the objects dur-
ing the event time. Some GL-VN verbs have a
do subevent. We make it universal in GLAMR
and distinguish it by fulfilling the subevent with the
:ACTION from the predicate verb. The concept
of the role :ACTION is represented as the verb
lemma of the predicate.

¶ Simultaneous Subevents and Negation GL
event structures contain subevents that may oc-
cur simultaneously, denoted by temporal Allen
relations (Pustejovsky, 1995; Allen, 1983). In
GLAMR, subevents with the same temporal index
are stacked with the :op roles. GL event structure
also uses standard logical notation, “¬” to repre-
sent the negation of the subevent predicate. For
example, ¬COOK means the subevent “uncooked”
or “not cooked”. In GLAMR, we use the attribute
:polarity to represent negation.

Implicit Objects The subevents from GL-VN in-
clude all the dominant roles that are associated
with the predicate. However, not all the arguments
involved in the subevents are explicitly mentioned
in the texts. To fill in the missing information, we
introduce new roles in GLAMR:

(2) Slice bananas in half.

(s1s / slice-01
:ARG1 (s1b / bananas)
:manner (s1h / half)
:event-structure (s1se1 / subevents

...
:imp_output (s1s1 / RES.slice))
:mode imperative)

Fry in the butter until soft.

(s2f / fry-01
:medium (s2b / butter)
:event-structure (s2se / subevents

:E1 (s2c / cooked
:polarity -
:IMP_PATIENT (s2s1 / RES.slice)
:V_FINAL_STATE (s2f1 / fried)))

...
:imp_output (s2f / RES.fry)
:mode imperative)

In the subevent structure, we prepend IMP_ to the
PATIENT or THEME role to indicate it is implicit.
Following the CUTL annotation, the role value is
represented as RES.[event]. In the first graph
above, the implicit patient RES.slice is the result
of the event slice. Outside of the event structure,
we also introduce :imp_output for implicit out-
put from the current event. These implicit objects
provide richer context for the events, as well as en-
able the anaphoric relations under the document
setting.

Document-Level Anaphora We generate
document-level GLAMR (DocGLAMR) to express
anaphoric relations between entities. Following the
UMR guideline3, we generate a DocGLAMR as a
separate graph for each sentence-level GLAMR.4

We borrowed the UMR :same-entity role to
accommodate the richer anaphoric relations from
the CUTL data in DocGLAMR.
(3) Fry in butter until soft. (document-level)

(s2 / sentence
:coref ((s1s1 :cui s2s1)

(s2s1 :aggregation s2f)
(s2b :aggregation s2f))

(3) is the DocGLAMR graph for the second sen-
tence from example 2. Anaphoric relations in
the DocGLAMR graph may include roles from the
graphs of current and earlier sentences. For exam-
ple, s1s1/RES.slice from the first sentence and
s2s1/RES.slice from the second sentence are
coreference (:cui). Both s2s1/RES.slice and
s2b/butter are aggregated into s2f/RES.fry
through the fry event (:aggregation).

5. GLAMR on Procedural Texts:
Annotation Task

In this section, we report on the methodology and
results of the GLAMR annotation experiment on
the procedural texts. We present the approach to
inserting the GL event structure of the predicate
into the AMR graph and identifying the subevent
role values from the semantic roles. We build
our dataset on top of the existing CUTL corpus
(Rim et al., 2023) as it already contains entity an-
notation (explicit or implicit event input and out-
put), Semantic Role Labeling (SRL) annotation

3https://github.com/umr4nlp/umr-guide
lines/blob/master/guidelines.md

4MSAMR (O’Gorman et al., 2018b) and DocAMR
(Naseem et al., 2022) also proposed document-level
AMRs. They present a unified graph with embedded
coreference chains. We use the UMR specification as it
fits better to our need to keep the subevent subgraphs
detechable from class AMR graph. In addition, UMR can
also be mapped to AMR easily (Bonn et al., 2023).

https://github.com/umr4nlp/umr-guidelines/blob/master/guidelines.md
https://github.com/umr4nlp/umr-guidelines/blob/master/guidelines.md
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R1 (15) R2 (25) R3 (25) Overall (65)
SMATCH 88.1 85.4 92.5 88.8
SemBleu 77.5 69.1 83.3 76.5
AnCast 82.9 79.8 88.0 83.6

Table 1: Number of recipes and IAA of AMR anno-
tation from each round (R).

(predicate-argument structure from the VerbAtlas
frames and arguments (Di Fabio et al., 2019)), and
coreference annotation (document-level corefer-
ence graph from the entities).

5.1. AMR Preparation

To create our dataset, we first randomly sample 65
recipes from the CUTL dataset. Each recipe con-
tains the raw text and annotation of 5-10 sentences.
To create the gold AMR graphs for the recipes, we
first adopt the recent AMR parser (Drozdov et al.,
2022) to parse each recipe sentence into a PEN-
MAN graph, and ask annotators to annotate and
validate the parser output. Annotation of the AMR
graphs was done in 3 rounds by 5 researchers and
graduate students from the linguistics and com-
puter science departments of a US-based univer-
sity. All annotations were conducted using UMR
Writer, an annotation tool for editing and generat-
ing graph-based meaning representations (Zhao
et al., 2021). Each graph is dually annotated and
Inter-Annnotator Agreement (IAA) is computed at
the end of each round. Pairs of annotators then
meet to adjudicate disagreements and create a
finalized gold standard AMR annotation.

Table 1 shows the IAA scores from the anno-
tation. We use SMATCH (Cai and Knight, 2013),
SemBleu (Song and Gildea, 2019) and Labeled re-
lation match score of Ancast metrics (AnCast) (Sun
and Xue, 2024) as our primary IAA metrics, which
are uniformly high across different rounds with a
mean SMATCH of 88.8, SemBleu of 76.5 and An-
Cast of 83.55. Overall, we produce a dataset of
486 gold AMR graphs with 748 predicates from 65
cooking recipes. We demonstrate the process to
transform them into GLAMR graphs in the following
sections.

5.2. GL Event Structure Identification

5.2.1. VN Class Mapping

To identify the GL event structure for GLAMR, we
start by mapping the PropBank (PB) sense of the
AMR predicate to the VN class, which is the en-
try to frames and subevents that are associated
with that verb class. Specifically, we utilize the
files in SemLink (Stowe et al., 2021) to establish
a mapping between the PB verb sense and the
corresponding VN class. For the PB verb sense

with multiple mappings, we select the most ac-
curate VN class from the candidates (e.g., PB
sense chop.01 can be linked to carve-21.2-2
or cut-21.1-1 in VN). For a predicate with no
curated VN class, we link it to its semantically clos-
est VN class (e.g., predicate debeard is close to
remove-10.1 in VN).

5.2.2. VN Frame and Subevent Identification

Considering that each VN class can have multiple
different frames consisting of a semantic represen-
tation partnered with a subevent structure (Schuler,
2005) (Example in Figure 3), we take advantage of
the SRL annotation from the CUTL dataset to iden-
tify the closest matching VN frame and its unique
subevent structure for each predicate. An example
sentence (a.) with its SRL (b.) and matching VN
frame semantics (c.) is shown in (4) below.

(4) a. Remove[remove-10.1] the onions to a dish.

b. V Patient Destination
c. Agent V Theme {PREP} Init_Location

Given the nature of procedural texts that involve
rich action-related arguments (location, instrument,

etc) and implicit objects (agent, patient, etc), it is
not always guaranteed we can identify the frame
that matches exactly to the sentence semantic
roles as shown in Example 4. Thus we propose
a heuristics-based pipeline that enables a fuzzy
match between the sentence SRL and VN frame
candidates to identify the most precise frame and
its corresponding subevent structure. We suc-
cinctly summarize the heuristics as follows:

AGENT Removal Due to the imperative nature
of procedural texts, the Agent roles are always
hidden from the surface form, while the generalized
form of the VN frame always starts with the Agent,
which is excluded for the frame matching.

Hidden Role Insertion While being a key an-
chor in determining the matching frame, the
Patient/Theme role is sometimes hidden in the
recipe text. When this role is missing from the
sentence SRL, we insert a Patient immediately
following the V role.

Interchangeable Roles Distinguishing between
Patient and Theme can be challenging, lead-
ing to discrepancies between SRL annotation and
VN frames. Following the VN role hierarchy, we
overlook the nuanced distinctions between the two
roles (all are subtypes of Undergoer), and treat
them as interchangeable for matching. The same
change also applies to the set of Location and
Destination; and the set of Product, Result,
and Goal.
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Heuristic Coverage (%)
Remove AGENT 14.8
+ Insert hidden role 18.7
+ Interchange roles 71.2
+ Reverse role order for light verb 73.4
+ Flexible role order 96.8
+ Max role match (default) 100.0

Table 2: VN frame matching coverage of the 748
predicates from the 65 recipes.

Light Verb Construction Reversal Most VN
frames are constructed following a general syntac-
tic structure where the verb proceeds the objects.
To match against them, we reverse the order of the
Patient/Theme and the V role when a light verb
appears. For example, the sentence let meat cook
is converted to cook meat ; and bring to a boil to
boil (water).

Flexible Role Order The syntactic structure of
the sentence can vary while conveying the same
semantic meaning. For example, the position of the
Location role can vary significantly in a sentence
in our data (e.g., In a large skillet melt butter . . . ),
while it is typically positioned at the sentence end
in VN frames. To match those frames, we only
limit the relative order of the Patient/Theme and
the V, all remaining roles such as Location and
Instrument are treated as optional, and their
orders can be flexible.

We briefly describe the process of the identifica-
tion pipeline. First we remove the agent and insert
hidden roles before the first match checking. Then
we apply the other heuristics in order until we find
a match. If there is still no matching frame, we
apply a default rule that selects the frame with the
most matching roles with the sentence SRL. Ta-
ble 2 shows how the matching coverage increases
when adding the heuristics sequentially. Due to
the syntactic variability of the sentences from the
data, the coverage rate is relatively low (18%) with
only the first two heuristics. Interchange roles is
the most effective heuristic in the pipeline that in-
creases the coverage to 71%. Overall it shows that
the heuristics greatly enhance the coverage rate in
the identification of matching VN frame.

Given the matched VN frame and its subevent,
we fulfill the subevent role values by identifying
the text spans with the same semantic role in the
SRL annotation. We also adopt the interchange

roles heuristics to mitigate the confusion between
similar roles such as Patient and Theme. For
any subevent role that involves the state of the
predicate verb5, we fulfill its value with the past
participle form of the predicate verb (e.g., fried in

5In VN, it is denoted by the role name that starts with
V_* such as V_State, V_Form, etc.

Sube. Names Count Sube. Roles Count
[¬]has_loc. 636 (26%) Patient 2038 (38%)
[¬]cooked 286 (11%) Theme 1131 (21%)
[¬]MI_state 274 (11%) V_Final_State 378 (7%)
[¬]together 212 (9%) Initial_Loc. 371 (7%)
motion 211 (9%) V_State 274 (5%)

Table 3: Most frequent subevent names and roles
from the GLAMR data. MI_state stands for
has_material_integrity_state.

(2)) to indicate the property change of the event (Tu
et al., 2022b). For subevent roles that are hidden
from the text, we fulfill them with the CUTL I/O
annotation.

We also evaluate our heuristics pipeline by man-
ually checking the correctness of the matched
frames of 100 predicates randomly sampled from
the whole dataset. In the end, the matching ac-
curacy is 96% on the sample set, suggesting the
robustness of our pipeline. The errors are mainly
from the wrong VN sense or special frame syntax
that is not captured by the heuristics.6 We fix the
annotation errors accordingly and will evaluate on
the full set of predicates in the release of the data.

5.3. GLAMR Generation

We generate the final GLAMR graphs by integrat-
ing the fulfilled subevent structure into the gold-
standard AMR graphs. Operationally, we use the
token alignment to identify the position of the pred-
icate in AMR and the text spans of the semantic
roles to be inserted. We adopt the open-source
library Penman (Goodman, 2020) to generate and
edit the GLAMR graphs based on the specifica-
tions defined in §4.

We list the frequent subevent names and roles
from our data in Table 3 to show the enrichment
from the GL-VN in GLAMR. For the subevent
names, most of them involve the change of lo-
cations ([¬]has_loc.) that is triggered by
predicates such as place, remove, add, etc.
[¬]cooked and [¬]MI_state involve the state
or physical change of the objects triggered by pred-
icates such as bake, cut, saute, etc.

Correspondingly, the most frequent subevent
roles involve objects that undergo the change
(Patient/Theme). Other frequent roles such as
locations (Initial_Loc.) and argument state
from the event (V_Final_State/V_State) also
provide contextualized information for the whole
subevent structure. While this study focuses on the
data from the cooking domain, the results from the
generated GLAMR graphs indicate that GL event
structure is an effective resource for enriching AMR
with fine-grained subevent information.

6For example, spray.9.7-2 has no frames in the
VN, so we correct it to spray.9.7.
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6. Experiments

In this section, we present experiments in the tasks
for AMR and GLAMR parsing, AMR-to-text gener-
ation, and GLAMR paraphrasing with GPT-4. We
start by exploring parsing and generation base-
lines from language models on our adjudicated
dataset. Furthermore, we experiment with parsing
the raw text of each sentence directly into an AMR
graph under a supervised learning setting. We
also experiment with generating natural language
paraphrases enriched with subevents and implicit
entity information from the GLAMR graphs under
the prompt learning setting. Overall we randomly
sample 50 recipes for training and 15 for testing.

6.1. GLAMR Parsing and Generation

We use the BART-based models (Lewis et al.,
2020) as the baseline for our task. Bai et al. (2022)
releases AMRBART, a set of models that are pre-
trained on various AMR tasks. We first finetune
the AMRBART models on the training set of the
GLAMR dataset for the parsing task, and evalu-
ate the results on the test set using the SMATCH
(Cai and Knight, 2013) score. We preprocess the
data to obtain a linearized graph for every GLAMR
graph and finetune the model for 30 epochs. For
comparison, we also finetune the AMRBART mod-
els under the same settings for parsing our recipes’
AMR data.

Table 4 shows the parsing results. Overall the
large model performs better than the base one on
both AMR and GLAMR parsing (5 and 12 SMATCH
up, respectively). Compared to AMR, GLAMR pars-
ing is more challenging to the model (22 SMATCH
lower than on the large model) due to the new
customized concepts and roles in GLAMR for rep-
resenting GL events.

The large model also performs better than the
base model on parsing the new GL event subgraph.
These scores are obtained by only considering the
relations :event-structure and :imp_ouput.
Any other nodes or relations not necessary to fully
express the GLAMR relations were removed from
the AMR graphs. SMATCH is then computed with
these new graphs. The large model performs better
than the base model by 10.0 percentage points.

By examining the data, GLAMR fine-tuning in-
volves 97 unique roles, while only 50 of which are
found in AMR and 47 of which are only seen dur-
ing the fine-tuning phase. Due to the additional
roles that GLAMR introduces, a larger corpus with
more examples of this complexity or external lexical
knowledge could see improved results.

We summarize the common parsing errors from
the models below. To avoid the overuse of the
:mod role, in the annotation guideline, we distin-
guish different modifiers by indicating :purpose

SMATCH (base) SMATCH (large) BLEU (large)
AMR 81.3 86.8 55.5
GLAMR 52.9 64.9 N/A
GL event graph 47.0 57.0 N/A

Table 4: Parsing (SMATCH) and generation (BLEU)
results from the AMRBART models.

for phrases like cooking oil, :consist-of for
phrases like beef stew, and :source for ingre-
dients like lime juice. While this change does
not contribute to any deterioration of intelligibil-
ity or fluency, the model is not able to pick up
on this subtle nuance among those roles, result-
ing in some errors in the output. Another com-
mon error is the misplacement of some triples.
For example, in the sentence Brown the chicken

on each side, the model added the each side
as :location to the predicate brown, while it
should be added to the concept chicken. The
model also predicts the same roles with different
names such as :imp_output, :imp_outputI,
and :imp_outputJ. While these names refer to
the same role and can be normalized in postpro-
cessing, SMATCH would not consider these as a
match, despite a human believing otherwise.

We finetune another model from AMRBART (Bai
et al., 2022) that is pretrained for AMR-to-text gen-
eration. We only conduct the text generation ex-
periment from the recipe AMR, as there is no gold-
aligned text available mainly for the subevents from
GLAMR. We use the BLEU score (Papineni et al.,
2002) as the evaluation metric to compare the gen-
erated text to the original recipe text. Table 4 shows
the generation results with the BLEU score of 55.5,
which indicates large amounts of information are
being preserved in the model output (Lavie, 2011).

We summarize the common generation errors.
The model confuses singular and plural nouns.
For example, it generates pour into bowls instead
of bowl. Our recipes also contain information in
parentheses (e.g. Serve pork with rice (if desired)).
When generating the text from the AMR graph,
parentheses are never used, affecting the linear-
ity of the parenthetical and the surrounding words.
Another error is preposition choice (e.g. with/on

rice). As we are only providing one reference per
translation, any deviation from identical sentences
is penalized.

6.2. GPT Paraphrasing with GLAMR

Motivated by the concept of dense paraphrasing

that is first proposed by (Tu et al., 2022b, 2023) to
enrich surface texts with contextualized and implicit
information, We develop experiments that generate
paraphrases enriched with subevents and implicit
entities from the GLAMR structures. We formalize
the task as zero-shot prompting and apply GPT-4
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Prompt 1
Context (in natural language) Heat oil in a skillet , add chicken and brown 3 - 5 minutes per side , remove .

NL Generation Target (in graph form) Add onions and garlic to pan , cook for 2 minutes .

Response given AMR Response given GLAMR

Add both onion and garlic to the pan and let
them cook for a duration of two minutes.

Next, you need to add onions and garlic to the pan.
When you combine these ingredients in the pan, it forms a new mixture.
Then, you should cook this mixture for about 2 minutes.
During the cooking process, heat is applied to the mixture,
transforming it from its raw state to a cooked state.
This results in a new output, which is the cooked mixture of onions and garlic.

Prompt 2
Context (in natural language) Wash cauliflower well and remove the stems.

NL Generation Target (in graph form) Boil until tender.

Response given AMR Response given GLAMR

Ensure that you boil the cauliflower until it
becomes tender.

Following the washing and stem removal of the cauliflower, you are instructed to boil it.
This boiling process should continue until the cauliflower reaches a tender state.
The caulifiower, which was previously raw and then had its stems removed, is now being
subjected to heat.
This transition from being uncooked to being boiled is a significant change in its state.
The end result of this process is boiled caulifiower, which is a combination of the previously
washed and de-stemmed caulifiower.

Prompt 3
Context (in natural language) N/A

NL Generation Target (in graph form) Preheat oven to 350 degrees F and line a cookie sheet with parchment paper.

Response given AMR Response given GLAMR
Start by warming up the oven to a temperature of 350 degrees
Fahrenheit.
Following that, prepare a cookie sheet by covering it with parchment
paper.

Begin by preheating your oven to a temperature of 350 degrees
Fahrenheit.
Following that, line your cookie sheet with parchment paper.

Prompt 4
Context (in natural language) Mix in the lemon juice and cream.

NL Generation Target (in graph form) Season and serve.

Response given AMR Response given GLAMR

Alter adding the lemon juice and cream, pro-
ceed to season the mixture.
Once done, It’s ready to be served.

After you have mixed in the lemon juice and cream, proceed to season the mixture.
This action will transform the mixture into a seasoned version. Following this, serve the
seasoned mixture.
This will result in a change of possession from you to the recipient, creating a served dish.

Table 5: Examples of GPT-generated paraphrases from AMR and GLAMR graphs. Each example
shows the target and its context (previous sentence), as well as the paraphrases from different prompts.
Highlighted spans indicate the text relating to the subevents and argument property change from the
GLAMR paraphrases.

(Brown et al., 2020; OpenAI, 2023) to generate the
paraphrases. In this prompt, we include a human-
created instruction on the task and relevant infor-
mation including the GLAMR, DocGLAMR of the
current sentence (to be paraphrased), and the text
of the previous sentence (context for implicit ob-
jects and coreference). As a comparison, we also
run GPT-4 on the prompt by replacing the GLAMR
and DocGLAMR with the AMR graph. The instruc-
tion and the previous sentence context remain the
same. We show the full prompts in the Appendix
A.1.

We conduct the experiment on the 15 recipes
from the test set and summarize our findings. The
average token length of the paraphrase from the
GLAMR is 67, compared to the 24 from the AMR
and 14 from the raw sentence. It implies the poten-
tial richness of the paraphrase generated from the
GLAMR graphs. Example paraphrases are shown
in Table 5. Overall, the GLAMR paraphrases are
able to recover the argument property change from
the subevents as in the highlighted text spans. In
Prompt 1, compared to the AMR paraphrase that
only includes the full add and cook events, GPT-
4 with GLAMR is able to decompose them into

subevents and translate them into text paraphrases.
It is also able to infer implicit subevent outputs such
as mixture from onions and garlic, and cooked mix-

ture from mixture. Prompt 2 involves an implicit
argument (cauliflower to be boiled) that needs to
be learned from previous sentences. Although
both AMR and GLAMR can identify the implicit ar-
gument, GLAMR paraphrase can better express
the property change of the argument by leverag-
ing the anaphoric relations between the cauliflower

and its stem. For example, it shows the transfor-
mation from washed and de-stemmed cauliflower

to boiled cauliflower.
Prompt 3 involves the case when the target sen-

tence is the first sentence of the recipe. With the
lack of context and potential transformation from
the event, both AMR and GLAMR paraphrases
tend to just convey the meaning from the surface
form of the text. Prompt 4 shows a challenging ex-
ample where the implicit argument from the target
sentence (soup) is also not explicitly mentioned in
the previous sentence. While the corresponding
DocGLAMR graph has long-distance anaphoric
relations, GPT-4 fails to recognize it in the para-
phrase. In general, the experiment shows the use-
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fulness of the GLAMR and how it can supplement
the original AMR graphs for generating enriched
paraphrases or producing animations of the text
with details on the event transformation and argu-
ment property change.

7. Discussion

Adjudication rules for AMR annotation We
discuss the general rules established for adju-
dicating the AMR annotation agreements. For
any predicate without proper PB sense available,
we represent it as predicate-00 in the graph
(e.g. preheat-00), and assume basic conven-
tional arguments for the predicate: :ARG0 as
subject; :ARG1 as direct object; :ARG2 as indi-
rect object. Most sentences in procedural texts,
like recipes, are imperative, so we add :mode
imperative to the AMR graph and uniformly
filled :ARG0 with you. When annotating phrases
like mixing bowl, baking pan and cooking spray,
the role of gerunds are confusingly labeled as
:ARG-of, :mod or :purpose. We agree on using
:purpose because the gerunds specify the pur-
pose of the instruments. We also distinguish be-
tween :part-of and :source when annotating
noun-noun components. :part-of emphasizes
the part-whole relationship between two entities
(e.g., mint leaf ) while :source stresses the origin
of the entity (orange juice, coconut milk )

Frame identification with VerbNet parser We
compare the VN frames identified from our pipeline
and other off-the-shelf tools. VN Parser (Gung,
2020; Gung and Palmer, 2021) is a BERT-based
model that can predict disambiguated VN class
of the potential predicates and the VN frame in-
stantiated with arguments extracted from the input
query. First we compare the VN class identified
from the VN parser and our pipeline. The parser is
able to predict the VN class for 70.5% of the total
748 predicates. Out of the predicted VN classes,
371 align with our gold annotation, yielding an ag-
gregated accuracy of 49.6%. We also compare
the VN frames identified from the pipeline and the
parser, producing a low agreement of 24.3%. Un-
like narratives, the recipe text in our data tends
to be instructional and imperative, thus making it
challenging to the existing tools to parse.

8. Conclusion

We have proposed GLAMR, a meaning represen-
tation that extends AMR by incorporating the event
structure proposed in the Generative Lexicon The-
ory. It features an interpretation of structured
subevents of predicates, and opposition structure
of property changes of arguments to the event. We

have also created a new GLAMR dataset that con-
sists of both sentence and document-level AMR
and GLAMR graphs annotated from 486 sentences
in the cooking recipe domain. We have presented
a heuristic-based pipeline for converting AMR to
GLAMR by leveraging the resource GL-VerbNet,
and shown its robustness with high frame coverage
and accuracy from the evaluation. Additionally, we
have conducted experiments to build decent base-
lines for AMR and GLAMR parsing and discussed
the model errors and challenges, which indicate
the soundness of our dataset. Finally, we have ex-
plored the task for generating enriched texts from
the GLAMR graphs and shown its potential use-
fulness for paraphrasing of the text with details on
the event transformation and argument property
change.

9. Limitation

The GLAMR dataset is created from the recipe
text from an existing dataset, which is limited to
a specific domain and prior annotations. We in-
tend to apply our approach on data from other text
genres and leverage available SRL and corefer-
ence resolution models for automatically generat-
ing the prior annotations for GLAMR. While the
CUTL annotation includes implicit objects, most
of those are ingredients required for the I/O pro-
cess. In GLAMR, the role values of some types
of subevents such as Initial_Location and
Instrument cannot be automatically mapped to
or recovered from the sentence context. For exam-
ple, Pour into the pot [from location] or Stir for 5

minutes [with instrument]. This can be mitigated or
solved by manual annotation or learning from the
document-level context. In the paper, DocGLAMR
is used as part of the prompt for paraphrase gener-
ation with the GPT-4. However, it is not discussed
for use on parsing tasks. Following the UMR speci-
fication, DocGLAMR is a separate graph with both
implicit and explicit roles reentered from the cor-
responding sentence-level graph. We leave it to
the future discussion on the training paradigm with
separate document-level graphs.
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A. Appendix

A.1. Prompts
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AMR and GLAMR graphs in Figure 4 and 5.
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Figure 4: GPT prompt for generating paraphrases from AMR graph.

Figure 5: GPT prompt for generating paraphrases from GLAMR graph.


	Introduction
	Related Work
	Building Blocks
	Mapping from vngl to glamr
	GLAMR on Procedural Texts: Annotation Task
	AMR Preparation
	gl Event Structure Identification
	vn Class Mapping
	vn Frame and Subevent Identification

	glamr Generation

	Experiments
	GLAMR Parsing and Generation
	GPT Paraphrasing with GLAMR

	Discussion
	Conclusion
	Limitation
	Acknowledgements
	Bibliographical References
	Appendix
	Prompts


