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ABSTRACT
One of the principal challenges in simulating fermions on a quantum computer is that qubits lack
the anti-symmetry of fermions. The simplest solution, the Jordan-Wigner transformation, converts
local interactions into non-local ones. 1 will describe a method based on Majorana fermions
that preserves locality, and propose some improvements to it that reduce the CNOT gate cost
and make the algorithm more suited to simulating nuclear matter. I will also suggest how a
perturbation theory-based approach can be useful for studies in nuclear physics. Finally, I will
discuss contributions I have made involving time fractals and quantum algorithms such as the
rodeo algorithm, an eigenvalue estimation algorithm that can obtain precise results even on noisy

quantum computers.
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CHAPTER 1

INTRODUCTION
In this chapter, I will introduce nuclear lattice effective field theory, and Hamiltonians used in it.
I will also provide some background about circuits used on quantum computers. In the second
chapter, I will discuss various algorithms for converting Hamiltonians into quantum circuits. In the
third chapter, I will discuss one particular algorithm in depth, including some improvements I have
made to it and future applications of it. In the final chapter, I will discuss contributions that I have

made to other papers authored by members of Dean Lee’s research group.

1.1 Lattice Effective Field Theory

Nuclear lattice effective field theory is an established method for simulating nuclear matter [9,
10]. Lattice quantum chromodynamics is too computationally expensive for systems of more than
a few nucleons. So effective field theories are introduced, which describe interactions between
protons and neutrons instead of between quarks. The Hamiltonian for leading order pionless
effective field theory is

Hio = Hiree +V + Vp + VOV, (1.1)
The free part of the Hamiltonian is
1
Hfree = % ; / d31‘ Vajﬁ(l') ’ Vao'r(r)’ (1-2)

which when discretized for a lattice simulation becomes

3 1
Hice=— ) abeMaen) = 5= 3" > [af(mag(n+e) +af (nas-(n—e)]. (13)
n,o,7t n,o,7 [=x,y,z
Under periodic boundary conditions, we can rearrange the terms in the second sum to obtain

Hiree =% D (Mg (m) - ﬁ D D [abmag(n+e) +al (n+enas(m)], (1.4)

no,7 no,7 l:x,y,z



which makes clear that the second term is a "hopping term" that moves particles between adjacent

lattice sites. The potential terms are written in terms of nucleon density and local isospin density,

p(r) = Y @l (N)ag(r), (1.5)
pr(®) = Y al (1) [t/]rrace (r), (1.6)

where 7; are Pauli matrices in isospin space. Using :: to indicate normal ordering, i.e. annihilation

operators are to the right of creation operators, we can write

V= %/d%: [p(r)]?:, (1.7)
Cp

Vp = 7’/d3r: [pi(0)]%:, (1.8)

BN = %/d%: [p()] . (1.9

Recently, smeared creation and annihilation operators have been introduced to enforce conser-
vation of orbital angular momentum [10]. The smeared operators also reduce lattice artifacts. The
result is that short-range interactions now have a non-local term.

The local portion of the short-range interactions is

c CS,L
V== pr(m)pr(n) : +—== Z :ps,.(m)pg (n) : (1.10)
2 — 2 -
CIL CSIL
5 Z cprr(m)prr(m) @ + > Z cps,,r(m)psr(m) (1.11)
n,/ n,S,/

and the non-local portion is

c
ISVL Z cprne(M)pry(m) <, (1.12)

n n,/

VL = % Z s pnL(m)pyz(m) @ +

where : : indicates normal ordering. The interactions are written using smeared density operators



defined as follows:

pxi(0) = ay, (Mayz(n), (1.13)

prne(n) = al, ()[7lay (n), (1.14)

pr(m) =a’(ma(m) +s. ) a'(m)a(n), (1.15)

(n'm)

ps.(m) = a’(m)[oslam) +s. ) a'(n)[os]a(m), (1.16)
(n'n)

pre(m) =a’(m)[rla(m)+s. > a'(0)[r]a(n), (1.17)
(n'n)

psri(m) =a’(m)[os @ yla(n) +s. ) a'(n)[os @ la(n), (1.18)

(n'm)

where the sum over (n'n) is over nearest neighbors on the lattice. We use o7s to represent the spin
Pauli matrices and 7; to represent the isospin Pauli matrices. The smeared creation and annihilation

operators are

ayL(n) = a(m) +sy. ) a(w), (1.19)
()

al, () =a’(m)+snz Z af(). (1.20)
(orm)

1.2 Quantum Circuits

In 1982, Richard Feynman proposed that suitable devices could by created to simulate any
quantum system: quantum computers [8]. I wish to determine how to use this rapidly-improving
technology for simulations of nuclear lattice effective field theory. IBM has recently introduced
a quantum computer with over 1000 qubits [4], but error rates continue to be one of the primary
challenges in quantum computing.

Qubits store data in a quantum two-level system, with states |0) = : and |1) = 0 . The state

0 1
of a qubit can be written as a superposition of those two states,

al0) + b[1), (1.21)



where a and b are complex numbers with |a|? + |b|? = 1.
Analogously to logic gates on classical computers, there are one- and two-qubit quantum gates.
The three Pauli matrices, X, Y, and Z, are used as single-qubit gates. The Hadamard gate creates a

superposition of the |0) and |1) states,

H=— . (1.22)

The phase shift gate leaves the |0) state unchanged and applies a phase ¢’ to the |1) state,

1 0
P(yp) = | (1.23)
0 e
An important special case is the S gate,
1 0
S=P(n/2) = . (1.24)
0 i
I will also use a rotation about the z-axis,
—i0/2 0
. e
R.(9) = 72012 = . (1.25)
0 ei0/2

Gates for rotations about the x and y axes are defined similarly.

An important class of two-qubit gates is controlled 1-qubit gates. If the control qubit (indicated
by a dot) is in the |1) state, a single qubit gate is applied to the target qubit. Otherwise, the identity
is applied. As the Pauli X gate acts as a not gate (flipping |1) to |0) and vice versa), the controlled
X gate is also called a controlled not gate, CNOT. The controlled Z gate, CZ, has the special
characteristic that it is symmetric in the control and target qubits. The circuit symbols for the
CNOT and CZ gates are shown in Fig. 1.1.

It is often useful (or necessary) to decompose two qubit gates into circuits composed of single
qubit gates and a certain subset of two-qubit gates, such as only CNOT gates. This can be done by
the transpilation tools in Qiskit [18]. A controlled R, gate is equivalent to the circuit shown in Fig.

1.2, composed of R, gates and CNOT gates.



DEvaE

Figure 1.1 From left to right, a CNOT gate, CZ gate, and alternate method of displaying a CZ
gate. The upper qubit is the control qubit.

Rz Rz

1 -1

Figure 1.2 Decomposition of controlled R,(2) gate into R, and CNOT gates. The lower qubit is
the control qubit.

This circuit is an example of the utility of controlled reversal gates [1]. Let R be a product
of single-qubit gates that anti-commutes with a Hamiltonian H. Then RHR' = —H follows by
right-multiplication by RT. Thus a controlled R gate, denoted Ck, flips the sign of time evolution
(exponentiation) of H. In the circuit in Fig. 1.2, R = X and H = Z. From its definition, the R,(6)
gate is the time evolution of Z over time 6/2. When the control qubit is on, both R, gates contribute
a rotation over time 1; when the control qubit is off, the two R, gates cancel out, making the circuit
into the identity. Thus the circuit creates the desired controlled R, (2).

One other useful circuit is to exponentiate a Pauli string [19]. Fig. 1.3 shows the exponentiation
of YXZ. Single-qubit change of basis gates are applied to each qubit so that a single R, can rotate
all of the qubits at once. We then return each qubit to the computational basis. This circuit can be
controlled by simply controlling the R, gate: if the R, gate is turned off, the left and right sides of

the circuit cancel each other.
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Figure 1.3 Circuit for e~ X""Z® /2 This circuit can be controlled by controlling the R, gate.



CHAPTER 2

FERMION TO QUBIT MAPPINGS
In lattice effective field theory, we have a lattice of sites where the fermions can be located. We
also have a Hamiltonian written in terms of fermionic creation and annihilation operators f and
f. Our goal now is to implement time evolution of this Hamiltonian on a quantum computer. We
first rewrite the Hamiltonian as a sum of Pauli strings acting on qubits, H = }; h; where h; are

Pauli strings. Then we can use the first order Lie-Trotter formula [6],
e—th ~ ﬂ €_ihj[, (21)
J

along with the circuit from Fig. 1.3 to exponentiate the Pauli strings to create a quantum circuit to

represent our Hamiltonian. I will primarily consider lattice effective theory in two dimensions.

2.1 Jordan-Wigner Transformation

The simplest method is the Jordan-Wigner transformation [25, 19]. We use a lattice of the same
size as the physical lattice, and use a one-to-one mapping between the fermion sites and qubits.
We let the qubit states represent the occupation of the corresponding lattice sites: |1); means that
there is a fermion on site 7 and |0); means that there is no fermion on site i. The fermionic creation

operator satisfies

FIf e fim0fan o iy = CDE R fo e fo) 2.2)
and
Flfi o fimlfa o f) =0, 2.3)

where f; is the number of fermions on lattice site i [2].

We want to find an equivalent operator written using Pauli matrices in order to construct a



quantum circuit. A reasonable guess is

AL 1 _ 00
Q; =ID{0l = S(X; —i¥)) = : (2.4)
1 0]
J
A 1 01
07 = 10X(1] = 5 (X; +i¥)) = . 2.5)
00

J
However these operators do not reproduce the parity term of Eq. 2.2 required due to the anti-

commutation of fermions. To restore the parity terms, we must restore the anti-commutation

relation of fermionic creation and annihilation operators,
{aj,ar} =0. (2.6)

We note that {QA;—' ZJ-} =0, so
£l =Xz 07, @.7)

fi= Rz 0;. 2.8)

The downside to the Jordan-Wigner transformation (in more than one dimension) is that the creation
and annihilation operators are non-local, and are Pauli strings with length that scales with the system
size.

For a hopping term on an L by L lattice, the horizontal hop will be efficient, O(1), and the

vertical hop will have a Pauli Z string of length O(L).

2.2 Parity Basis

Since the computational cost of the Jordan-Wigner transformation is due to calculating parity,
one might suspect that it would be more efficient to store parity, p; = i:l fx, rather than occupation
in the qubits [19].

This complicates the qubit creation and annihilation operators:

PF =10)(01;-1 ® OF — [1)(1],-1 ® O (2.9)

J

1
= 5(Z ® X FiY)). (2.10)



as we need to use QAJ_ to create a particle if the parity of site j is already 1. But we will also need
to update the parity of all sites with indices greater than j with Pauli X matrices. So we have not
solved the problem of the Pauli Z string, but merely moved it to a Pauli X string on different qubits.

For a hopping term on a L by L lattice, the horizontal hop will be efficient, O (1), and the vertical

hop will have a long Pauli Z string, O(L), the same as for the Jordan-Wigner transformation.

2.3 General Linear Transformation Mappings

In two dimensions, the Jordan-Wigner transformation and parity basis methods are two examples
of a general class of linear transformation-based methods, described in Ref. [21]. One particularly
interesting case is a compromise between the occupation and parity bases that reduces the length
of the Pauli strings: the Bravyi-Kitaev method gives strings of length O(log L) instead of O(L),
where L is the size of the lattice [2, 19].

To construct the general linear transformation mapping, let n = L? be the total number of
fermion sites. Given an invertible n X n matrix A with elements in [F,, we define a fermion to qubit

transformation

w=Af, f=A"o, (2.11)

where f = (f1 f> ... fn) is the vector of fermion mode occupation numbers, w € Z?" is the vector
of qubit states, and all math is done in F,. For the Jordan-Wigner transformation, A is the identity

matrix. For the parity transformation, A is an upper-triangular matrix of 1s,

1111 1 100
0111 0110
A= , Al= (2.12)
0011 0011
0001 0001

We will define several sets of qubits that will be convenient for writing the creation and
annihilation operators. First are the update sets U(j), which is the set of qubits that must be
updated when the occupation of qubit j changes. U() is the set of qubits with nonzero entries in

the jth column of A. Notice that for the parity basis the update set U( ) is all qubits with indices



> j, and for the Jordan-Wigner transformation U(j) contains only j. Similarly to the parity basis
method, we will need to apply Pauli X operators to qubits in the update set.
To satisfy the anti-commutation of fermions, we need to calculate parity, p; = Z{:Ol fi- We

define the parity set P(j) as the set of qubits such that

j-1
Z wi = Zf (2.13)
ieP(J) i=0

If we define R as an upper-triangular matrix of 1s with zeros on the diagonal, P(j) contains the
column indices of nonzero entries in row j of RA~!. We will need to apply Pauli Z operators to
qubits in the parity set. The third useful set is the flip set F'(;), which contains the set of qubits
necessary to determine the occupation of qubit j. This allows us to determine whether Q* or Q~
is necessary. F(j) contains the nonzero entries in row j of A~

We can then use all three sets to find qubit representations of the fermionic creation and

annihilation operators:

1
2
f =5 ® X ||+ ® Z ® Zon (2.14)
keU(j) LeF()) meP(j)
1
keU()) IeF(j) meP(j)

2.3.1 Bravyi-Kitaev Transformation
The Bravyi-Kitaev transformation is a sort of compromise between the Jordan-Wigner and
Parity bases [2, 19, 22]. The transformation matrix Apg has a binary tree structure. It can be

recursively defined by

Apk,1 = (1) (2.16)
and
ABK,ZX 0
Apg o+ = 0 , (2.17)
ABk 2x
—1-

10



where < 1 — represents a row of ones. Recursive formulae for the update, parity, and flip sets
are given in Ref. [22]. Each set has Pauli weight O(log L), and hence the hopping terms also
have weight O (log L). However, for large systems, it is not possible to embed the Bravyi-Kitaev

transformation into a square lattice of qubits [21].

2.4 Auxiliary Qubit Mappings

Auxiliary Qubit Mappings are an improvement on the Jordan-Wigner transformation that use
auxiliary qubits to store the parity of sets of lattice qubits. These auxiliary qubits essentially provide
shortcuts, avoiding the long Pauli strings of the Jordan-Wigner transformation [21]. It’s not clear
to me how much the need to update the auxiliary qubits offsets this advantage. Ref. [21] claims a

Pauli string length of O(1).

2.5 Majorana Fermion Methods
Several methods based on Majorana fermions also give constant scaling with the lattice size.

Mathematically, a Dirac fermion f can be split into two Majorana fermions vy that are their own

antiparticles:
Yo = fi+f] (2.18)
yai==i(f - 1) (2.19)
where
yjvj=landy; =yl (2.20)

The Majorana fermions satisfy the anti-commutation relation
{vj»vi} =26 . (2.21)

2.5.1 Bravyi-Kitaev Superfast

Several methods put qubits on the edges of a graph. Bravyi-Kitaev Superfast is one of them [2,
21]. The vertices of the graph represent the fermionic modes, and the edges represent interaction
terms in the Hamiltonian. For example, if the term f: Jf; appears in the Hamiltonian, then (i,j) € E,

the set of edges.

11



We use the Majorana fermions to define edge and vertex operators,

Aji = =iy2j_1y2k-1 (edge) (2.22)

Bj = —i’)/zj_l’)/zj (Vertex). (223)

These operators can generate any parity-preserving fermionic operator. For example, a hopping

term can be written as
]
fjfk +ffi = 5 (AjkBe+ BjAj). (2.24)

We choose an (arbitrary) orientation €;; = +1 for every edge. For each vertex k, we order

the incident edges (J, k), denoted by the symbol f This allows us to define the edge and vertex

operators:
Be= (X Zak, (2.25)
a:(a,k)eEE
Ajr = €x Xk ® Zpk ® Zjc|. (2.26)
bi(bsk)i(j,k) Ci(J',C)j(]lk)

We observe that the maximum Pauli weight of a hopping term is a constant, independent of number
of particles or lattice size. To prevent the Majoranas from interacting with themselves, it is necessary
to apply a loop constraint. For any closed length-/ loop in the graph, (ji,..., ji, j1), we have the
constraint

1
Ciroi =V Ay Aj i Ay - (2.27)

Downsides of this method include that the number of fermions is required to be even and that

there is no direct correspondence between qubit occupation and fermionic mode occupation.

2.5.2 Verstraete-Cirac Encoding
Another Majorana fermion method is the Verstraete-Cirac encoding [23]. Auxiliary qubits are

added for each lattice site, and set up in the ground state of the auxiliary Hamiltonian

Ha = ) icid; (2.28)
i

12



for Majoranas ¢ and d, and the sum over links in a graph. The operators ic;d; leave the ground
state of H,yx unchanged, so they can be appended to the physical Hamiltonian without changing the
calculated energies. This conversion from quadratic to quartic operators is similar to what I will do
with the  y method, which I find easier to understand. Another presentation of the Verstraete-Cirac
encoding is in Ref. [24]. They show that in 3 dimensions, the maximum Pauli weight of a hopping

term is 12, independent of the lattice size. This is the same as I will find for the 77 y method.

2.6 Equivalence of Fermion to Qubit Mappings

A recent paper has shown, using finite-depth generalized local unitary transformations, that
two-dimensional fermion to qubit mappings are mathematically equivalent [S]. Starting with
an exact bosonization (using Majorana fermions), they obtain the Jordan-Wigner transformation,
Verstraete-Cirac encoding, Bravyi-Kitaev superfast, and other encodings. They find a “supercom-
pact” mapping that has a qubit to fermion ratio of only 1.25 for spinless fermions. This is better
than the ratio of 2 for Verstraete-Cirac, Bravyi-Kitaev superfast, and n y, but comes at the expense
of a potentially higher (although still constant) Pauli string length for hopping terms.

I chose to work with the 7 y method because I find it relatively easy to understand and implement,
especially since it contains a direct correspondence between qubit occupation and fermionic mode

occupation.

13



CHAPTER 3
THE ny METHOD

3.1 The ny Method

The fermion to qubit mapping that I choose to use is the 77y method of Ref. [13]. It requires more
qubits than some of the most efficient mappings, but it has more consistently efficient hopping terms
and in my opinion it is simpler to understand and implement. A nice presentation of the 7y method
for spinless fermions is in Appendix B of [16]. This section will be a similar presentation, but for
the more complicated case of nuclear matter (protons and neutrons with spin) on a two-dimensional
rectangular lattice with periodic boundary conditions.

For each site, there can be spin-up and spin-down protons and neutrons, with at most one of
each fermion species at a site due to the Pauli exclusion principle. This creates a 16-dimensional
Hilbert space. We will use the frequently-used mathematical trick of rewriting the fermion creation

and annihilation operators in terms of Majorana fermions, which satisfy {y., yﬁ,} = 20" Sy

= %(yi = i¥r) (3.1)
fh= 300 - i) (32)
fi = %(yf ) (33)
M= 507 - . (3.4)

We will next introduce two sets of auxiliary Majorana fermions on each lattice site. There will
be 8 ', corresponding to the internal degrees of freedom (e.g. site occupation, spin, isospin), and
4 x' corresponding to links between adjacent lattice sites.

We define bosonic operators, which (since they are products of two Majoranas) commute at

different sites.

14



e} = inn] (3.5)

A = i (3.6)

@ = —ixixi (3.7)

We can think of ® as a single-site operator, describing interactions between nucleon species on

the same site. Similarly, A describes interaction between nucleons on different lattice sites. @ is a

“pass-through” operator, and will be used to connect lattice sites that are not nearest neighbors.

o = —ATI@KAM (3.8)
= —Ajiinjnkink)(l (3.9)
= —iAjiinj)(l (3.10)
= —iNA, (3.11)

We can rewrite our initial Majoranas (and hence our Hamiltonian) in terms of these Bosonic

operators:

iyiyl = ©f (3.12)

iyiyl, = AFAL (3.13)

'’

where the indices u, v are determined by the orientation of the edge connecting the lattice sites.
We follow the convention of Ref. [15] that 4 is the +x direction, 3 is the —x direction, 2 is the +y
direction, and 1 is the —y direction. Note that y' # 7, since multiplication by x* is necessary for
the terms involving multiple sites.

We now rewrite our 7y Majoranas as Dirac fermions. It may feel as though we are going in

15



circles, but as I just showed, there are subtle differences between the types of Majoranas.

' =a+a’, n*=ila-a")
7 =b+b", nt=i(b-b")
P =c+c’, n®=i(c-ch
n' =d+d, n*=i(d-d"
X' =e+el, yr=i(e-e")
' =g+g, xt=ig-g"
Because there are 6 fermion modes, we will need 6 qubits for each site (which we will soon reduce

to 5). We apply the Jordan-Wigner transformation to write each fermionic operator in terms of

Pauli matrices applied to qubits:

al = Q(1)+

pt = Z(l)Q(2)+

= Z(l)z(Z)Q(3)+

d = Z(l)Z(Z)Z(3)Q(4)+
eT_)2(1)2(2)2(3)2(4)Q(5)+

g’r_)Z(1)2(2)2(3)2(4)2(5)Q(6)+

where the indices are qubit indices, an occupied qubit is represented by |1) =| |, and
1

P
0" =5 (X i),

16



This gives us

n'— xM, n? — -y (3.14)
n—zWx®, nt— —zWy® (3.15)
7 — 70z xO), S — —zzy® (3.16)
0! — 70z 70 x@) nt — -z z2ZRy® (3.17)
Vo 2z 73 79 x ). V2 —z 773 7@y ) (3.18)
V= 20z 7374 75 x6). W —z(WZ7703) 749 75y (©) (3.19)

The n and y operators that we have constructed span a 64-dimensional Hilbert space, 4 times
as large as the physical Hilbert space we are modeling. Following Ref. [15], we can restrict the
on-site parton parity,

(=)L ' Ty — —1

—7W7@2)7B)7(4) 7(5) 7(6) _, 1.

This shows that qubit 6 is redundant, and that we can eliminate operators acting on it by applying

these substitutions:

x© 1 (3.20)
7©) _y _7(1)7(2)73)7(4) 7(5) (3.21)
Yy© 5 7z 72)70) 74 7(5) (3.22)

This changes two of our Pauli string expressions for the Majoranas:

o 72072707476 (3.23)

ANy (3.24)

We now are able to write the bosonic operators in terms of Pauli operators.

17



i z) vV x DA AR ARVASD SIS ARVAS) AL ARVASVASD (RIS ARYASVAS) AN
~z{" i xMx? Xy xWzPx xVzPyP xNzPzPx —xVzP 7Py
-1V x? ~xx i z? v x R A ARVASD ¢ yPzPy®
o YWy xMy® -z i xPx® —xPy® xPz3x® —xPzBy@®
Tl az@x® xVz0xP y?Px® xPxO i zP yx Py
vV zPy? xNzPy? AN AR xPr -z i xPx XDy
yVzP 7% xPVzPz0x® yPzOx xPzPx® yPx xPx® i z¥
rWWzPzdv xPzPzP0v yPz0vW  xPz0v® vy xri® -z i
Y0z 70705 _y1)70) 73 70y y(1) 72 56) 74 75) _x
X§1)252)Z£3)ZI(-4)X£5) —XISI)ZI(.Z)ZI(.B)ZI(A)YIG) Xl(.l)ZlEZ)ZI(-3)ZI(.4)ZI(-S) Ylfl)
YI'(Z)ZI(-3)ZI(‘4)XI€5) _Yr(Z)ZI('S')ZI(A)YIFS) YIQ)ZI(-3)ZI('4)Z1(-5) —ZI(.I)XIQ)
v X703 74O _x? 7070y X@z0) 7497 Z0y®
Yr(3) ZI(-4)X£5) _YI§3)Z£4) Yr(S) Yr(3) Z§4)Z§5) _ZI(‘I)ZI(‘Z)XIQ)
XISS) Zl(-4)X1€5) —X$3)ZI(.4)YI.(5) X£3)ZI(.4)ZI(.5) ZIEI)ZI(.Z)YI.(S))
Y§4)XI§5) _YIG)YIgS) Yr(4)Zl(-5) —ZI(-UZI(.Z)Z,(-3)X£4)
X£4)Xl€5) _X1€4)Yr(5) X1€4)Zl(-5) ZI{I)ZI('Z)ZI(-3)Y1-(4)

18




i _70) _y®
5 . 5
o — z® —i —x

i -
s x{ —i

Zl('l)ZIQ)ZI(.S)ZlgéL)XlgS) —Zl(.l)Zl(.2)ZI(.3)Zlg4)Yr(5) ZI(.l)ZI(.z)ZI(.S)Zl(.4)ZI(.5)

Z§1)2£2)Z£3)ZIE4)XI§5)
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We will now consider how to set up an initial state by creating fermion pairs. We first consider

a pair of particles adjacent in the x-direction. As an example,

1 1 _
= 5 + 1005 (Fax +i70)
1

= —(=iAMPAS  APAS L AZADS +iAZA

r+X r+X r+X

4

r+X

4
1
= Z(=iAM + A2H (A3, +iAD
(=i + A

4 r+x r+x )

r+X-r+x-r+x r+x

4
1 3 4 5
= _Q:( )Q:-I(—X)ZI(‘+3(ZI(‘+3('

1
= 2 (=IAH(AT + AR + ATHAYL +iAT

1
L ix O vy D29 29 4 ix @) 7

(3.25)

o) (3.26)

(3.27)

(3.28)

) (3.29)

(3.30)

To obtain the corresponding terms for other nucleon species, the first indices on the A operators

are changed according to particle type, and the 2nd indices are changed from {4,3} to {2,1} for

particles adjacent in the y-direction.

For two particles of different types on the same lattice site, we obtain

an%_l 1 -21 5,:6
LR =3 +iy)S (7 +iyY)

1
= Z(—i®15 +0'%+ 0% +i0%)

— %(—iY(l)ZQ)X(B) —yW7zQy0) 4 x(1)7(2) x(3) _ ix(l)Z(Z)y(3))

= %(_iY(l)Z(z)(XQ) _ iY(3)) + X(I)Z(z)(X(3) B iY(3)))

_ %(Xu) _ iy D) z® (x® _ iy

- Q+(1)Z(2)Q+(3).

(3.31)
(3.32)
(3.33)
(3.34)
(3.35)

(3.36)

The parity of the site is unchanged, so no operation on the auxiliary qubit is needed.
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Now that we have constructed the initial state, we will write our Hamiltonian in terms of Pauli

operators. The kinetic portion of Hamiltonians realistic to nuclear physics consists primarily of

hopping terms.

1 : : 1 . .
P+ it = 2 n + i) ke = i) + S (e + i) (v = i) (3.37)
L. .
=5y —inve) (3:38)
1
= E(AEF‘A;V — AN (3.39)
For a hop in the +x-direction, u = 4 and v = 3. This gives us
(3.40)

i tep _ Lo (), y(Dy(Dy,2)5(3) (4 ,(5)
S+ L = SICCER SRR A SpFARPARF A AL

For a hop in the +y-direction, y =2 and v = 1.
[10]) would also have next-to-nearest neighbor

A Hamiltonian with smearing (as in Ref.

hopping. As an example, we take a hop in the x-direction, where r’ = r + 2x.

1 .2 . 2 1 ) - 2
lejle’)r, + fT{):' {71. = Z(yll' + ZYr)(yi’ - lyr’) + Z(Yi' + lyl")()/ll‘ - l)fr
| )
= S veye = ive¥p)
1 .21 .1 2 .2 1
=- 5 (iyy YreextYraxYraxt Yr+x Y r+2x

—i 71% 71%+xi 71%+x71%+xi 71%+x71%+2x)
= S (AFALORARAL,
— AL A ORATLAL)
= SAFOEAL, — AOEND,)
This shows the usefulness of the pass-through operators ®.
We can similarly consider next-to-nearest neighbor hopping in the y-direction, with r’ = r + 2y.

20



1 . . 1 . .
P+ it = 2+ i) Ok = i) + L b+ i) (v = i
1 2

= S (veye - iyevZ)

1 .. 2.1 . 1 2 .2 1
=- ) (ivy Yoty VeayYeayVery Yes2y

1.1 -1 2 .2 2
— Wy 7r+yl7/r+y7r+y17r+y7r+2y)
1

_ 22 A 11 12 A22 A 11
- _5 (Ar Ar+y®r+yAr+yAr+2y

—APA“ @12 A22 A21 )

r+y Ty’ 'r+y” r+2y

1
=§(A%2<1>12 AL~ AR@12 A2 )

r+y* ‘r+2y r+y* ‘r+2y

Typical Hamiltonians also contain terms proportional to number operators:

+ 1 N :
Frefle=50n+iv0)3 (e = ivp)
1

=43 —iypys +iviye + 1)

1-e2 1-z"
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Even after eliminating a redundant qubit, the Hilbert space of the qubits at each lattice site is
larger than the physical Hilbert space by a factor of 2. We will resolve this by introducing more
constraints [13]. The first type is plaquette constraints that arise from constructing an identity

operator around a plaquette in the lattice:

@%4(1)32 q)13 q)41 -1

r+X “r+x+y - r+y —

27D 70 7By O y &) 7(1) 72 7(3) 74 ¥ () _ |

r+X+y r+y £r+y Sr+y £r+y Ar+y —

We need to apply this constraint before creating any particles, to initialize the vacuum state. When
there are no particles in the lattice, we can impose this plaquette constraint by applying the following
operator to each plaquette:

C, = YOxDyO) X

X r+x+y S r+y
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There are not quite enough plaquette constraints to constrain the Hilbert space to its physical
size due to the periodicity of the lattice, so we also have Wilson loop constraints. These arise from

constructing identities along horizonal or vertical loops around the toroidal lattice,

OPO;, .. D2 =1, (3.41)
NP . dF = 1. (3.42)

This constraint can be applied to the vacuum state by applying X gates to the auxiliary qubits along

the diagonal of the lattice [14].

3.2 Exponentiation of XX +YY

As we just saw, the hopping terms are often of the form

(XX +YY)ZZ, (3.43)

with varying number of Z operators. We have a method to exponentiate these terms using one
circuit instead of two, as would be needed for the basic exponentiation method.

We start by noting that XX + ZZ can be exponentiated using only two CNOT gates [20]. This
can be converted to XX + YY or XY + Y X by applying single-qubit gates. We then use our idea
of "controlled reversal gates" [1]. We note that the eigenvalues of the Z operator are 1 and —1,
depending on the occupation of the qubit. Hence the effect of the Z string is to possibly apply a
negative sign to the overall exponential. We know that Z anti-commutes with XX +YY, so CZ will

act as our controlled reversal gate. This gives the circuit shown in Fig. 3.1.

S7 * * b
HS'H R, (—2t) HSH
| HSTH [—®— R-(—2t) —&— HSH

Figure 3.1 Exponentiation of (XX + YY)ZZ. The parity of the qubits that Z acts on is collected.
Then the CZ gates flip the sign of the XX + Y'Y circuit if necessary.
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Similarly to the controlled version of the canonical Pauli string exponential circuit, if the rotation
gates are removed from the circuit in Fig. 3.1, the rest of the circuit cancels out. Using Qiskit
[18], I was able to determine that the controlled version of that circuit takes 4 CNOT gates. This is
the same number of CNOT gates as would be needed for controlling two copies of the canonical

circuit. My controlled circuit is shown in Fig. 3.2.

I

+ o
HSEHI——{R:(r;’zH &—{R, () |—& {R_.,(—f}lf—{ri:(—nm}——|HSH

IISEIII @ R:{—f}ll @ |IR-:U}] & & ||IISII

Figure 3.2 Controlled exponentiation of (XX + YY)ZZ. The top qubit is the control qubit.

3.3 Single-particle creation
So far, we have only considered the case where the initial state has an even number of particles.
However by changing the direction of one link in the lattice and making the association y, — Ay’

we can access the odd parity sector [16, 13]. At the origin, where the lattice defect is,

1 .
fT{]g = 5()/10 +iy%0) (3.44)
1
= 37 (1+6p7) (3.45)
= %Y(I)ZQ)Z@)Z(“)X“)U +2zW), (3.46)

(For the rest of this section, all operators are implicitly at the origin.) The other cases are slightly
more complicated, since we only have that y' — A'!. But we can insert the identity y'y' to add

additional ® terms and eliminate single ' for i # 1.

23



=30 i)

= %y3(1 + 0

= i%yl(am(l + 0

- _%Y@) 2Oz xO) (1 4 7))
=308+ )

= %ys(l +0%)

= i%f@”(l +©°%)

- _%Y<3>Z<4>X<s>(1 + 700
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1
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1
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Single particles can be created away from the origin by constructing chains of operators to connect
to the origin, but this is unnecessary due to translational invariance. Further work needs to be done

to determine the impact on the constraints of an odd number of particles.

3.4 Using Perturbation Theory

We want to be able to do calculations using perturbation theory. My colleague Nicholas Cariello
constructed a circuit that can calculate <w(()b)) o ’w(()a)>, where ’1//(()”)> 1s the ath-order correction to
the ground state wave function [3]. The circuit is shown in Fig. 3.3. The circuit contains single-
qubit gates, time evolution of the base Hamiltonian, and controlled application of the perturbation.
Monte Carlo methods will be used to handle perturbations that are sums of unitary operators.

We consider a Hamiltonian of the form Hy + cH;, where Hy has terms that preserve nucleon

species and H; has more complicated terms that mix nucleon species. This way we can do a simpler

24



|¢“1£)0)> Hy H Usysy Hy H Us;s;4 Usiirs; Hy H Utsoyy — )ﬂ;'ﬁ)

where

{ T

854153

— (‘iiiT”U(s-’;—Fl 7,5‘1,‘)

Figure 3.3 Circuit used to calculate <g[/(()b)‘ (0] |¢(()a)>. Credit: Nicholas Cariello

time evolution with only the Hy terms, and never have to exponentiate H;. Instead of using the
full ny method with 5 qubits per lattice site and the associated long Pauli strings, we could use
something like the stacked lattices from Ref. [24] (a separate lattice with local encoding for each
nucleon species) to reduce the CNOT cost. However, I’'m not sure how we would then handle the
perturbative terms, due to the separate local encodings.

We can instead use a modification I propose: we can construct a composite lattice as shown in
Fig. 3.4 and construct a local encoding on the entire composite lattice. Then we can easily define

the perturbative terms.

pTipl
nT|n|

Figure 3.4 The layout of the composite lattice I propose. Proton and neutron spin-up and -down
each are located in their own quadrant.

We will use as the base Hamiltonian a Hamiltonian from leading order pionless effective field
theory without a 3-body term [9].

HO = Hfree +V,

where

v="2 / &7 [ -

normal ordering is represented by ::, and

P(P) = ) [P forr (7).
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Hiee = % 2 ,,Z PG fore (i) = ﬁ 2.2 | 10 fre G4 D + fre ) £G4 D)

n > n ot l=xy

We note that the hopping terms preserve nucleon species, i.e. each hopping term is contained
within one quadrant of the composite lattice.

When we use the 7y method, we are using just one nucleon species per lattice site. This means
that we will need two  Majoranas and four y Majoranas. This initially requires three qubits. But,

as in the case where we consider full nuclear matter at each lattice site, one qubit is redundant:
izVz@z® 1,
We can replace the Pauli operators acting on the 3rd qubit as follows:

X% 51
70) 5 ;7072

y® — _z( 72

We need a total of eight qubits for each (physical) lattice site: two (including one auxiliary
qubit) for each nucleon species. However the bosonic operators have Pauli strings of length at most

2 instead of 5:

ij

1 2 1y, (2 1 2 1
o [YOx® oy Oy® yhze X

r

xWx® _xy@ xhz@ _y

_ 70 y® 7y

o — z? ~i X zMy?

oy X - —z"z{
~z"x? zWy?P —zVz® i
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A hopping term in the +x direction gives

1
St + T H = S APAR = APAY (3.47)

L o)) | (D)),
= s xx vz (3.48)

This is a shorter Pauli string than without using the composite lattice. At the cost of the extra
auxiliary qubits, we now have a maximum Pauli string length for hopping terms of 4, while it was
previously 10.

As we have seen, number operators can be written as

; 1-e2 1-z"Y
P _ PV P _ r _ r
NT,r_f,rfT,r_ 2 2

So
1
NeN = 2(1-2{") (1= 2.

Exponentiating (C/2) NNy gives us, up to a constant prefactor,
e-nczr(1> /8 e—itCZr(,l)/S eitCZ,(l)Zr(,l)/S
We also should consider the special case where both number operators act on the same site:
1 1
NeNe= 7 (1- ") (1= 2") = 22 -22") = Nr.

This is the expected result, as both eigenvalues of the number operator (0 and 1) are idempotent

under multiplication.
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3.5 Perturbative Term

We consider as a perturbation the isospin term

Cn n . n . T rn
VI2 I (Z f rfo-,r + g:rrf({'),r)z + (Z _lfalf;fo',r + lfg,rfo['),r)z + (Z folfj'fo['),r - forf,rfo:r)2
a (oa
(3.49)
C 2
I I G A A X AR A T A S S A Y A O A
r o#o’
(3.50)
pt Pt pp  ent  on pt nt o ent on 351
+f ,r O'rfg- r O',rfo',rfo-’7rfo'/r f ,r O'I‘fo' rf ”r+f0',rf0',l‘fo-”rfo",r) ( . )
_Cp .
-2 Z( LA AN S AR o (3.52)
r 0';'50'
S AN A LA S Ay Y Y (AN A S N ) (3.53)

Except for the second term, these are products of two number operators. (We choose to not write
the terms in normal ordering to make the number operators apparent.) Applying the fermion to

qubit mapping to the second term, using a 2x2 composite lattice, we find (for o =7):
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+ f + t _ 1o a0 . 2 1 2 1 a2
fljr fTrfrfﬁr flpr + fpr fffrfT’?r prr - E(yr + lyr)(7r+2y - lyr+2y) (7r+2y+2x + lyr+2y+2x) (7r+2x - 17r+2x)
(3.54)

| ) 1 .2 1 ) 1.2
+ 1_6(7r+2x + 17r+2x) (7r+2y+2x - lyr+2y+2x) (7r+2y + lyr+2y) (71' - lyr) (3.55)

1
a1 2 . 2.1 2.2 1 | . | 2 - 2 1 2 2
- 16 (71' yr+2y Yr 7r+2y 1Y yr+2y Y yr+2y) (7r+2y+2xyr+2x lyr+2y+2xyr+2x i yr+2y+2xyr+2x + yr+2y+2x7r+2x)

(3.56)
1 1 1 . 1 2 . 2 1 2 2 1 1 - 1 2, 2 1 2 2
+ E(7r+2xyr+2y+2x - lyr+2x7r+2y+2x + lyr+2x7r+2y+2x + 7r+2xyr+2y+2x) (7r+2y)/r - lyr+2yYY + lyr+2y7r + yr+2y7r)
(3.57)
1 AL2 5112 A 11 12412 A21 225712 A 11 A22 512 421
:E (—iA; q)r+yAr+2y - A q)r+yAr+2y + A (I)r+yAr+2y —iAf q)l‘+yAr+2y) (3.58)
2 A 12 12 11 22 12 11 12 12 21 <A 22 12 21
(lAr+2xq)r+y+2xAr+2y+2x + Ar+2xq)r+y+2xAr+2y+2X - Ar+2x(I)r+y+2xAr+2y+2X + lAr+2Xq)r+y+2xAr+2y+2x)
(3.59)
1 <A 12 12 11 22 12 11 12 12 21 2 A 22 12 21
+ E(_lAr+2xq)r+y+2xAr+2y+2x - Ar+2ch)r+y+2xAr+2y+2x + Ar+2x(I)r+y+2xAr+2y+2x - lAr+2xq)r+y+2xAr+2y+2x)
(3.60)
AL12 512 A 11 12412 A21 22512 A 11 A22 5112 421
(iA; q)r+yAr+2y +Ap q)r+yAr+2y - A q)r+yAr+2y +iA; q)r+yAr+2y) (3.61)
1 <A 12 22 12 11 <A 21 <A 12 22 12 11 <A 21
:E (_lAI' + Ar )(q)l'+y) (Ar+2y - lAr+2y) (_lAr+2x + Ar+2x) (_q)r+y+2x) (Ar+2y+2x - lAr+2y+2x)
(3.62)
1 <A 12 22 12 11 <A 21 <A 12 22 12 11 <A 21
+ E (_lAr+2x + Ar+2x) (q)r+y+2x) (Ar+2y+2x - lAr+2y+2x) (_lAI' + Ay )(_q)l‘+y) (Ar+2y - lAr+2y)
(3.63)
1. (Dy,(2) (Dy,(2) (2) (1) (2 v (1) y(2)
=- g(er .7 - XY, )(_Zr+y) (Yr+2er+2y - er+2er+2y) (3.64)
v y(2) 1 (2 (2) (D (2) -y (1) (2)
(lYl‘+2XYl‘+2X - XI‘+2XYI‘+2X) (_Zr+y+2x) (Yr+2y+2XXr+2y+2x - er+2y+2XXr+2y+2x) (365)
1 1 2) 5 (2) (2 A 1
:g(-lyﬁ L (P ZE XD (DAY + X)) (3.66)
(1) (1) 2 (2 (2) - -y (1) (1)
(_er+2x + Xr+2x) (Yr+2er+y+2xXr+2y+2x) (=)@, r+2y+2x + Xr+2y+2x) (3.67)
— +(D(2) 7(2) (2) H=(1) +(1) (2) £(2) (2) -(1)
_2(Qr Yl' Zl’+er+2er+2y) (Qr+2er+2er+y+2xXr+2y+2er+2y+2x) : (3'68)
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3.6 Implementation of the 7y Method

I prepared code to implement the (controlled and non-controlled) time evolution of nuclear
lattice effective field theory Hamiltonians using the ny method. I am initially using a 2 by 2
composite lattice, but writing the code so that it also works for larger lattice sizes. The general
structure of the code is based on the code from Ref. [14].

I start by constructing the grids of physical and auxiliary qubits, and helper functions for finding
the qubit indices corresponding to specific lattice sites. The physical qubits are numbered O to 15,
and the auxiliary qubits are numbered 16 to 31. (For example, the 2 by 2 lattice for proton spin-up
uses physical qubits 0, 1, 4, and 5, and auxiliary qubits 16, 17, 20, and 21.) Qiskit initializes every
qubit in the |0) state, which is not the vacuum state for the auxiliary qubits. I initialize the auxiliary
qubits into their vacuum state by applying the plaquette and Wilson loop constraints. The Wilson
loop constraints are implemented with X gates along the diagonal of the auxiliary lattice, in this

case qubits 16, 21, 26, and 31. The plaquette constraints are implemented by applying the operator
2) v(2) (2 2
rOXEr e, X 3.69

to each plaquette. Qubit 2 is the auxiliary qubit for each lattice site.

Now that the system is initialized in the vacuum state, I can create pairs of particles for the
initial state. The two particle creation operators are products of qubit creation operators on each
physical qubit and Pauli operators on the auxiliary qubits. Since we know that we are starting from
the vacuum state, we note that the action of Q% on the vacuum is the same as the action of X on the
vacuum.

I can finally construct the Hamiltonian. For each lattice site, I apply the (controlled if necessary)
hopping terms in the +x and +y directions, using the circuits from Fig. 3.1 and 3.2. I can then apply
the number operator terms using (controlled) R, gates and the circuit from Ref. [20]. To assist
with constructing the hopping terms, I wrote code to calculate the Pauli strings for each bosonic
operator. This code also allowed me to easily construct the bosonic operator matrices earlier in the

chapter.
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CHAPTER 4
CONTRIBUTIONS TO VARIOUS PAPERS

4.1 Scale Invariance and Time Fractals
We consider bosons on a one-dimensional lattice, and show that with the correct choice of

parameters there is discrete scale invariance and fractal-like time dependence [12].

4.1.1 Discrete Scale Invariance
If we introduce a single-site deep trapping potential to immobilize one boson at the origin, we

obtain that for low energies, the Hamiltonian for the second boson is

Vo

H(p,r) = 2Jpsin(an/2)[(1 - a)|p|*" + T
r|¢-

4.1)
where « is a parameter which we will set to 2. In the zero energy limit, we obtain wave functions
we(r) = 5 (1% 1), @2)
b (r) = 3 (> + 1), @3)

where sgn(r) is the sign function and ¢.. satisfy the constraints

v

5 = =2 coth(8,7/2), (4.4)
J()JT
Vo

6_ = —tanh(5_7/2). 4.5)
J()Tl'

The values of §. are real when V{y/Jj is positive. When V/Jy > n,

%
S~ 0.~ -2 (4.6)
Jom

In the case where &, are real, we can rewrite the wave functions as
Y4 (r) = cos[6, In(|r])], 4.7)
W_(r) =sgn(r)cos[d_In(|r|)]. (4.8)
If we apply discrete scale transformations r — A.r, we obtain
Y (r) — cos[64 In(|r]) + 64 In(A4)], (4.9)

W_(r) — sgn(r)cos[d_In(|r|) + 6_In(1-)]. (4.10)
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We obtain discrete scale invariance (up to a minus sign) if
Ay =exp(m/dy), A-=exp(m/5-). 4.11)

The energies scale as E+ — A7'E..

4.1.2 Time Fractals

We consider a state that is a linear combination of the first N states from Eq. 4.2,

N-1
)= > ™). (4.12)
n=0
We calculate the amplitude
A(t) = Re[(S|exp(—-iH1)|S)] (4.13)
N-1
A(t) = Z cos(E\Mr) (4.14)
n=0
N-1
A(t) = cos(exd,"1). (4.15)
n=0

We observe that A(7) is invariant under the rescaling ¢t — A.1, thus it is a time fractal. We plot A(¢)
in Fig. 4.1 for Jyo = —1 and V;; = —14.2388293 so that 1, = 2. We also observe that A(¢) are closely

related to the famous continous everywhere but differentiable nowhere Weierstrass function,

(o)

w(x) = Z a" cos(b"nx). (4.16)
n=0
4.2 Projected Cooling
The projected cooling algorithm, based on the principles of evaporative cooling, can be used on
a quantum computer to prepare the localized ground state of any Hamiltonian with a translationally-
invariant kinetic energy and interactions that vanish at long distances [11].
Suppose we have a one-dimensional chain of 2L + 1 qubits and a particle number-preserving
Hamiltonian defined on it. We use the state |1) to represent that a qubit is occupied by a particle.

We define a compact region p to be 2R + 1 qubits where R < L. We define a projection operator
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Figure 4.1 An example of time fractals. The amplitude A(?) is displayed over the range from 7 = 0
to 80 in the upper left, = 0 to 160 in the upper right, r = 0 to 320 in the lower left, and ¢ = 0 to
640 in the lower right. When the time displayed doubles, the overall shape of the amplitude
remains the same.

P as the product of |0)(0| over all qubits outside p (and the identity inside p). P projects onto the
subspace where all particles are within p.

Suppose that our Hamiltonian’s ground state |i/¢) is a localized bound state, and the only bound
state of H. Let |/;) be some initial state contained in p that has nonzero overlap with |¢(). The

time evolution oeprator is

U(t) = e, (4.17)

In the limit L — oo, PU(t)P has a stable fixed point proportional to P |/g). This means that over
time, the excited states leave the region p and are killed off by the projection operator. So we are

left with the ground state.
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The principle behind projected cooling can be illustrated by considering a Gaussian wave

packet. Suppose that at time 0, we have a Gaussian wave packet centered on the origin with width

a

o = v/a. The standard formula for wave packet spreading gives that o (1) = 4/ CHYm? At time t,

the fraction of the wave packet contained in our region p is given by

2

X

1
7 o dx. (4.18)

f) = a(t)x/ﬂ/

1

Performing a u-substitution with u = % ((r i l)) we obtain a result in terms of the error function,

R
(1) = erf| ———|. (4.19)
2a2+(t/m)2

a

This allows us to normalize the Gaussian wave function truncated to within the region p:

0 |x| > R
Y(x) = (o)’ . (4.20)
S —— | G <
n1/4\/0'erf(R/0')e ’ < R
We compute the overlap of this wave function with the ground state wave function of a particle in
an infinite square well,
0 |x| > R
¥(x) = : (4.21)

Fcos (F&x) |x| <R

The overlap is

ino ino

e 8R2 1/4 (erf [% - 2\/§R] [erfﬁ + 2\/§R])'

V2Roerf(R /o)

In Fig. 4.2, I compare this model to the projected cooling algorithm simulations in Ref. [11].

0(1) = (4.22)

I used a series expansion to eliminate the imaginary terms and fit my model to the simulated data.

The shapes of the functions are in general agreement.

4.3 Rodeo Algorithm
The rodeo algorithm is a method of eigenstate preparation and eigenvalue estimation on a

quantum computer. It is exponentially faster than phase estimation and adiabatic evolution [17, 7].
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Figure 4.2 A comparison of my Gaussian wave packet model to projected cooling algorithm
simulations. The ground state overlap computed in [11] is in blue, and the overlap between a
truncated Gaussian wave packet and a particle-in-a-box wave function is in orange.

Our initial work was with one-qubit Hamiltonians, but the Rodeo algorithm generalizes easily to
larger Hamiltonians.

One cycle of the (single-qubit) rodeo algorithm is illustrated in Fig. 4.3 . The object qubit
starts in some state [yo) with nonzero overlap with the ground state. Then N cycles of the Rodeo
algorithm are run, with 7; chosen from a Gaussian distribution centered at O with a specified width
o . Within each cycle, there is controlled time evolution of the Hamiltonian for time #; and a phase
rotation applied to the ancilla qubit with a parameter E that we choose. The probability that the

ancilla qubit is still in the |0) state after one cycle of the Rodeo Algorithm is

Po(E. 1) = cos’ [%"(Eobj - E)] , (4.23)
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where Ep; is the ground state energy of the object Hamiltonian. Performing N cycles of the Rodeo
Algorithm (each with a different #; but the same E) and marginalizing over all possible values of

tr gives that the probability that every measurement of the ancilla qubit results in |0) is

N
1 + ¢~ (Eobj—E)*c?/2

Pyn (E) = >

(4.24)

We see that the probability goes exponentially to zero for E # Eqpj, and is one for E = Egp;.
Intuitively, this is similar to interference in interferometry: when E # E,y,; there is destructive

interference between the controlled time evolution and phase shift.

object: — exp(—iHobits)

ancilla: H E l P(Ety)

Operations dependent on 2

Figure 4.3 One cycle of the rodeo algorithm. In general the object Hamiltonian can have multiple
qubits. The object qubit is initialized to some state |¢/(), and the ancilla qubit is initialized to |0).

Since the probability of measuring the ancilla in the |0) state decays exponentially, if we make
a histogram of successful measurements for a variety of guesses E, we expect to find peaks at the
eigenvalues of Hopj. These peaks are robust to quantum computing errors: peaks will be lowered
and the counts away from peaks will be increased, but the locations of the peaks will be unchanged.

I determined that IBM’s at the time recent introduction of mid-circuit measurements allowed the
Rodeo Algorithm to be run on actual quantum hardware without requiring an additional ancilla qubit
for each cycle. We prepared the single-qubit Rodeo Algorithm and ran it on IBM Q Casablanca [17].
The results are shown in Fig. 4.4. We performed three scans over E, with increasing resolution
as we located the peaks. The peaks are somewhat lower than predicted by theory and noiseless
simulations, due to errors inherent in current quantum hardware. We were able to determine the

energy eigenstates within a relative error of 0.08%.
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Figure 4.4 Results from running the Rodeo Algorithm on IBM Q Casablanca. The eigenenergies
can be extracted from the centers of the peaks.
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CHAPTER 5

CONCLUSIONS AND OUTLOOK
There is a trade-off between number of qubits required and number of quantum gates required for
fermion to qubit mappings. As we saw, for two-dimensional simulations, the 7y method requires
1.25 qubits per fermionic mode (lattice site), and up to 10 Pauli operators for each hopping term in
the Hamiltonian. My composite lattice modification increases the number of qubits to 2 per mode,
but decreases the maximum number of Pauli operators per hopping term to 4.

The canonical circuit for exponentiation of a Pauli string of length n requires 2(n — 1) two-qubit
gates. I showed, using results from Ref. [20], that terms of the form (XX + YY)ZZ, which are
pairs of Pauli strings of length n, can be exponentiated using 2(n — 1) 2-qubit gates. This is half
the number required for the canonical circuit.

My motivation for obtaining these improvements is the limitations of current quantum com-
puters. Gate error rates and decoherence time are two of the current limitations to quantum
computation, and two-qubit gates have a larger computational cost for both of these than single-
qubit gates. Thus I have sought to reduce the number of two-qubit gates required to simulate nuclear
physics.

Current nuclear lattice effective field theory simulations are limited by the amount of memory
available on classical computers. I hope that my work will help enable larger systems to be studied

using quantum computers once the hardware is sufficiently developed.
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