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The Weak Form is Stronger Than You Think

By Daniel Messenger, April Tran,
Vanja Dukic, and David Bortz

For a broad class of differential equa-
tions, one can obtain the weak form by
multiplying both sides of the equation with
a sufficiently smooth function ¢, integrating
over a domain of interest (), and using inte-
gration by parts to obtain a new equation
with fewer derivatives. It is a ubiquitous,
well studied, and widely utilized tool in
modern computational and applied math-
ematics. Yet while the convolution of data
with ¢ (or 0,¢, 0, ¢, etc.) can filter noise,
conversion to the weak form is more power-
ful than just smoothing the data; the choice
of a test function asserts a topology or scale
through which to view the equation. Indeed,
recent advances suggest that with a data-
driven topology (encoded in the form of ¢),
weak form versions of equation learning,
parameter estimation, and coarse graining
offer surprising noise robustness, accuracy,
and computational efficiency.

Governing Equations

Researchers have been studying com-
putational methods for scientific model
discovery for decades, and recent years
have seen an explosion of activity based
on the sparse identification of nonlinear

dynamics (SINDy) method [2]. SINDy
learns the nonzero weights {w }’_—which
correspond to discovered terms in a library
of candidate functions { j;}fle—by using an
equation error (EE)-based sparse regression
10,U-% 1w, (U)|; for data U.
Although EE regression methods are
computationally efficient, the use of noisy
data presents a significant challenge due to
a known bias in the resulting parameter esti-
mates and the need to approximate deriva-

tives of the data (e.g., 9,U). Several groups
have built upon SINDy and independently
discovered that learning by means of the
weak form of the model both bypasses the
derivative approximation question and is
highly robust to noise [3]. The core idea is
that multiplying both sides of an equation
with a compactly supported test function
¢ € C *(82) allows the movement of deriva-
tives from the state variables to the test
function. To illustrate this concept, con-
sider a feature library that consists of spatial

derivatives up to order K that act on poly-
nomials up to order P. In this case, the weak
form EE residual is [(9,¢, U)+3 2
(1w, (06, UM):

Figure 1 details the use of the weak form
equation learning framework to discover the
Kuramoto-Sivashinsky partial differential
equation (PDE) in the presence of 50 percent
additive independent and identically distrib-
uted Gaussian measurement noise, with a

See Weak Form on page 3
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Figure 1. Weak form partial differential equation (PDE) identification via the weak sparse identification of nonlinear dynamics (WSINDy) PDE algo-
rithm. We collect solution data from the Kuramoto-Sivashinsky equation with 50 percent added noise, the z-axis is limited to[—10, 10] for clarity.
Based on noisy feature evaluations, we identify a reference test function ¢ to balance noise filtering with accuracy. We then use convolutions
against ¢ and its derivatives to construct weak form features. The governing equations approximately hold in this weak form space, allowing for
the accurate identification of model terms and coefficients. Figure courtesy of the authors.
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Feeling Lucky? The Relative Roles
of Skill and Chance in Sports

By Anette Hosoi

As I wrote this article, I was watch-
ing the televised women’s team
archery gold medal competition at the 2024
Summer Olympics in Paris. I had never
watched team archery before, and I was riv-
eted. The captivating suspense—a signature
of all great sports competitions—arises in
part from the delicate balance between skill
and chance. As spectators, we prize excel-
lence and want highly skilled athletes to
be rewarded for their efforts; however, we
also love to root for an underdog. It is this
tension between supremacy and uncertainty
that makes sports so compelling.

The outcomes of competitions—athletic
or otherwise—and many other activities
are determined by a blend of skill and luck.

A variety of factors impact the relative
importance of these two effects, including
rules and regulations and physical and bio-
logical considerations. For example, you
likely arrived safely at your destination
when you last drove to the office. Though
this result is largely due to driving skill,
you were also lucky that no other cars col-
lided with you. If you live in an area where
car accidents are relatively uncommon,
then driving to work lies near the skill end
of the skill-luck spectrum.

During the early 2000s, the rise of online
poker and the accompanying legal debate!

1 If a game’s outcome is determined pre-

dominantly by chance, then the activity is
typically classified as gambling and subject to
laws such as the Unlawful Internet Gambling
Enforcement Act of 2006.
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Figure 1. Win fraction for the first half of the season versus the second half for five years
of data from the National Basketball Association. Each point represents one team’s win-loss
record in a single season, and different symbols correspond to different years. The red arrows
indicate the rotated S-T axes. Figure courtesy of the author.

heightened mathematicians’ collective
interest in the estimation of different activi-
ties’ placements on this spectrum. In a 2013
paper, Thomas Miles, Steven Levitt, and
Andrew Rosenfield proposed a series of
mathematical questions to assess the role
of chance in the outcome of poker tourna-
ments [2]. An appealing aspect of their
framework is that users can formulate the
questions purely in terms of inputs (player
or team actions) and outputs (win-loss
records). We can hence view the game itself
as a black box, which eliminates the need to
articulate the detailed mathematics that are
associated with the rules.

Here, I will focus on a particular question
that explores the persistence of skill as a
metric for the placement of activities on the
skill-luck spectrum [2]. Roughly speaking,
if someone is good at a skill-based activity
today, they will likely be good at it tomor-
row. In contrast, the result of a chance-based
activity—e.g., coin flipping—on one day is
in no way indicative of future outcomes.

In a 2018 SIAM Review article, my col-
laborators and I proposed a metric to quan-
tify the persistence of skill that begins
with the following hypothesis [1]: Skill is
an intrinsic quality of an athlete or team
and does not change significantly over the
course of a season. If this is true, in games
of skill we expect the win fraction of each
player or team in the first half of the season
to correlate with that player or team’s win
fraction in the second half. To intuitively
understand the signatures of skill and luck
within this framework, consider an ideal-
ized scenario wherein an infinite number
of players are playing an infinite number of
games. In contests of pure luck (i.e., coin
flipping), the anticipated outcome of every
player is the same. If we thus plot each
player’s first-half win fraction against their
second-half win fraction—assuming a zero-
sum game in which participants compete

See Skill and Chance on page 4
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5 Learning in Image
Reconstruction:
A Cautionary Tale
Inverse problems constitute an
important interface between
mathematics and many scientific
and industrial domains; despite
their mathematical ill-posedness,
several examples have exhibited
striking performance in recent
years. Martin Burger and Tim
Roith highlight associated ques-
tions of reliability and trustwor-
thiness for learning algorithms.

7 Meeting in the Middle for
RandNLA, Optimization,
and Inverse Problems
50 graduate students from
around the world recently
converged for the 2024 Gene
Golub SIAM Summer School in
Quito, Ecuador. Co-organizers
Matthias Chung, Juan Carlos
De los Reyes, Petros Drineas,
Rosemary Renaut, and Alex
Townsend recap the school,
which focused on “Iterative
and Randomized Methods for
Large-scale Inverse Problems.”

8 Al in Education:
A Progressive,
Practical Proposal
John Jungck reviews Teaching
with Al: A Practical Guide to
a New Era of Human Learning
by José Antonio Bowen and C.
Edward Watson. This balanced
book examines the incorporation
of artificial intelligence (AI) tools
in educational settings, appreci-
ates Al as a dialogue partner, and
addresses academic integrity.

9 MPE24 Panel Explores
Mathematical Careers
in Earth Science and
Sustainability
A multitude of jobs in academia,
industry, and the national labs
apply mathematical methods
to environmental research. At
the 2024 SIAM Conference on
Mathematics of Planet Earth,
a panel of experts overviewed
career pathways for mathemati-
cally inclined individuals who are
enthusiastic about Earth science.

10 Pseudomagnetism
in Photonics: From
Mathematical Theory
to Experiment
Appropriately strained graphene
causes electrons to behave as
though they were flowing in
the presence of an out-of-plane
magnetic field, thus exhibiting
Landau-level electronic spectra
with a high density of electronic
states. Mikael Rechtsman and
Michael Weinstein investigate
whether such an effect is pos-
sible for photons as well.

From Theory to Advocacy: The STAM
Science Policy Fellowship Experience

By Bashir Mohammed, Victor
Churchill, and Arielle Carr

ince its inception, the SIAM Science
Policy Fellowship Program! has offered
postdoctoral researchers and early-career
scientists a unique and invaluable opportu-
nity to immerse themselves in the complex
processes that shape scientific funding and
influence key decisions in U.S. federal pol-
icy. Participants of this prestigious program
gain a deeper understanding of the mechan-
ics of policymaking while still pursuing
their research and teaching commitments.
The Fellowship equips recipients with the
necessary skills to effectively engage with
federal officials and congressional staff.
Science Policy Fellows take part in compre-
hensive training webinars about key budget
considerations, legislative issues, and the
appropriations process; meet with lawmak-
ers, legislative staff, and federal agency
officials in Washington, D.C.; physically
attend the biannual spring and fall meetings
of the STAM Committee on Science Policy?
(CSP); and ultimately complete an indepen-
dent policy project on a topic of their choice.
Each year, three to five Fellows are
selected for this transformative, two-year
experience that empowers them to repre-
sent the industrial and applied mathemat-
ics community and advocate for federal
support in applied mathematics, compu-
tational science, and data science. Here,
three SIAM Science Policy Fellows from
the 2023 and 2024 cohorts share their per-

I https://www.siam.org/programs-

initiatives/programs/siam-science-policy-
fellowship-program

2 https://www.siam.org/get-involved/
connect-with-a-community/committees/
committee-on-science-policy-csp

sonal journeys within the program, reflect
on their newfound perspectives, and dis-
cuss their advocacy efforts for enhanced
U.S. federal support in science, technology,
engineering, and mathematics (STEM).

Bashir Mohammed,
Intel Corporation

Five years ago, I was invited to represent
Lawrence Berkeley National Laboratory at
the International Year of the Periodic Table
Elemental Slam on Capitol Hill,? where I
presented my work to U.S. legislators in
Washington, D.C. This defining moment in
my career offered a rare chance to interact
with members of Congress and explore
the intricacies of policymaking and scien-
tific funding. Inspired by this experience, I
began to actively seek other opportunities
to connect with federal officials, expand
my knowledge of science policy, better
understand pivotal legislative matters in
STEM, familiarize myself with the U.S.
federal budget and appropriations process-
es, and advocate for applied mathematics
and computational science in an impactful
way. After applying for the SIAM Science
Policy Fellowship Program, I was awarded
the Fellowship in January 2023 alongside
four other early-career researchers.

As a Science Policy Fellow, I participate
in the biannual CSP meetings and pro-
mote applied mathematics research. The
meetings, which take place in Washington,
D.C., ensure that SIAM’s voice is part of
the policymaking processes that influence
scientific funding in the U.S. During my
first CSP meeting in spring 2023, I engaged
with senior STAM members from various

3 https://www.congressweb.com/events/

index.cfm?action=Event_Page&eventcode=
mAGykC&bypass=tr
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From left to right: Andrew Salinger of Sandia National Laboratories (member of the SIAM
Committee on Science Policy), Jonas Albert Actor of Sandia National Laboratories (2024 SIAM
Science Policy Fellow), and Bashir Mohammed of Intel (2023 SIAM Science Policy Fellow)

gather in Washington, D.C., for the spring 2024 meeting of the SIAM Committee on Science
Policy. Photo courtesy of Bashir Mohammed.
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sectors, attended orientations about SIAM’s
history with science policy, and partici-
pated in training sessions on federal budget-
ing and legislative advocacy. These events
were guided by experts from Lewis-Burke
Associates*—SIAM’s governmental rela-
tions partner in Washington, D.C., that con-
nects the Society with federal agencies and
congressional offices—and provided valu-
able insights about effective strategies for
communicating with policymakers. While
in D.C., T even conversed with legislators
and agency officials about budget alloca-
tions that significantly affect quantum and
computational science. I also spoke with
policymakers who support key initiatives
like the National Quantum Initiative’ and
the Department of Energy’s (DOE) Science
for the Future Act® — both of which closely
align with my research interests.

In addition, I completed two policy proj-
ects over the last two years. In May 2023,
I spoke about urgent priorities within the
STAM community at the White House Office
of Science and Technology Policy Open
Science Listening Session.” Furthermore,
I am privileged to be part of the steering
committee for the upcoming 2024 SIAM
Quantum Intersections Convening,® which
will take place from October 7-9 in Tysons,
Va. This interactive three-day workshop
will unite quantum-curious mathematical
researchers with leading experts in quantum
science to increase the visibility of applied
mathematics in the quantum field.

My involvement with the STAM Science
Policy Fellowship Program® has strength-
ened my commitment to advocacy and
deepened my appreciation of science pol-
icy’s critical role in research funding. I
look forward to continuing this work at the
upcoming CSP meeting later this fall.

Victor Churchill, Trinity College

After completing my Ph.D. at Dartmouth
College and a postdoctoral appointment at
The Ohio State University (both R1 univer-
sities), I accepted a tenure-track position at
Trinity College: a small liberal arts college
in Hartford, Conn. The desirable offer from
Trinity—a primarily undergraduate institu-
tion (PUI)—helped me realize that PUIs
constitute promising career paths for recent
graduates, especially since the growing
number of applied mathematics and com-
putational science Ph.D.s is far outpacing
the stagnant number of available R1 tenure-
track positions. However, certain challenges
that are associated with smaller depart-
ments—such as additional responsibilities
and a limited workforce (i.e., no graduate
students)—make it harder for PUI educa-
tors to remain current and competitive in the
research world. These challenges inspired
me to apply for the SIAM Science Policy
Fellowship. As a class of 2023 recipient, I
have learned how to advocate for policies
that will allow PUI faculty to further their
own research while simultaneously training
the nation’s future STEM workforce.

The Fellowship’s learning and network-
ing opportunities have been especially
invaluable to my personal goals. During
the biannual CSP meetings, I absorb and
connect with a figurative cornucopia of

See Science Policy on page 5
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three-decibel signal-to-noise ratio. In this
example, the candidate library encompasses
all unique operators u— 9" (u”) for 0 <k,
p<6 — a total of 43 terms that contain
the true three-term model. It is important to
note that making a mathematically justified
choice for the test function ¢—and hence
the topology—is critical to performance.
Here, we match the spectral properties of
the test functions to those of the data [3] to
filter high-frequency noise and preserve the
solution signal. By centering shifted cop-
ies of test functions on each sample point,
we can create a system of equations—i.e.,
a regression problem for the coefficients
w—and yield a method for accurate PDE
discovery from highly noisy data in less than
a second on a modern laptop. This ability is
in direct contrast to strong form methods; for
example, data with more than one percent
noise will prevent (strong form) SINDy
from learning the Navier-Stokes equation.

The discovery capabilities of the weak
form are broader than simply finding a
canonical PDE or ordinary differential equa-
tion to describe the data. For example, asym-
metric force potentials that model attrac-
tion/repulsion, alignment, and drag can be
learned for each particle in a deterministic
interacting particle system (IPS) model of
collective motion. In Figure 2a, the gray
unlabeled trajectories illustrate the motion
of a heterogeneous population wherein a
common force model governs subsets of
particles. In less than 10 seconds, a weak
form method—in this case, weak SINDy
(WSINDy)—can rapidly and parallelizably
learn particle-specific potentials that lead to
accurate trajectory predictions. This method
can even cluster models to discover popula-
tion structures (e.g., the teal curves in Figure
2a are from a single subpopulation), thus
serving as a novel tool with which biolo-
gists can study cell population heterogeneity
based on movement trajectories [8].

The weak form can also augment exist-
ing techniques, such as the creation of
reduced order models (ROMs) from noise-
corrupted or stochastic data. For example,
we can extend the latent space dynamics
identification (LaSDI) method via the weak
form (WLaSDI) to robustly learn ROM
dynamics [12]. Figure 2b illustrates the
results of WLaSDI's application to noisy
measurements of a reaction-diffusion sys-
tem’s solution, which yields a ROM with
200 times speedup and roughly four percent
solution error (with the same data, a LaSDI
ROM has more than 100 percent solution
error). Even when we increase the noise
level to 100 percent, WLaSDI still returns
a ROM with less than 10 percent relative
error; in contrast, a LaSDI ROM has more
than 200 percent error [12].

Parameter Estimation

Researchers have utilized regression with
EEs for parameter estimation since at least
the 1950s; in fact, Marvin Shinbrot proposed
a weak form of the system equations in
1954 [10]. The successor of this approach is
the modulating function method. However,
several factors have prevented widespread
adoption of this class of weak form meth-

ods: (i) the challenge of selecting the test
function ¢, (ii) a known statistical bias
in EE-based inference, and (iii) the ready
availability of software that uses output
error methods to match a model solution to
data. We recently proposed the weak form
estimation of nonlinear dynamics (WENDy)
parameter inference method, which includes
an automated strategy for the creation of
orthogonal ¢s from multiresolution C~
functions that are merged with a generalized
least squares approach to address statistical
issues [1]. The combination of these two
techniques generates substantial improve-
ment in both computation time and inference
accuracy. Figure 2¢ portrays the relative
errors versus walltime in the use of WENDy
to estimate parameters for the Kuramoto-
Sivashinsky PDE from data with 20 percent
noise. In most cases, WENDy is at least an
order of magnitude more accurate and more
than an order of magnitude faster than con-
ventional output error methods [1].

Coarse Graining

Coarse graining is the process of mapping
a first principles model to a lower-order one;
the technique is characterized by effective
descriptions of small-scale dynamics via
larger-scale quantities of interest. In many
cases, we derive a solution to the coarse-
grained model as a limit of solutions to the
first principles model (converging in a suit-
able weak topology). This process naturally
leads to questions about the role of weak
form equation learning in coarse-graining
applications. For a first-order stochastic IPS,
WSINDy can discover the governing PDE
that corresponds to its mean field McKean-
Vlasov process based on histograms of
discrete-time IPS samples at the N-particle
level [4]. And in the context of diffusive
transport with a highly oscillatory spatial-
ly-varying diffusivity, WSINDy similarly
identifies the correct homogenized equation
[4]. Figure 3a depicts histograms (in gray)
from an N-particle system that diffuses with
a large but finite spatial frequency w, from
which WSINDy can identify the correct
N— 00, w— 0o homogenized system (the
learned system is in teal).

For nearly-periodic Hamiltonian sys-
tems, WSINDy robustly identifies the cor-
rect leading-order Hamiltonian dynamics of
reduced dimension that result from averag-
ing around an associated periodic flow that
commutes with the full dynamics to leading
order [6]. In Figure 3b, noisy observations
from an eight-dimensional coupled charged
particle system (in white) enable the identifi-
cation of a four-dimensional coarse-grained
Hamiltonian system (in blue), complete with
accurate identification of the ambient elec-
tric field V, (background contours).

Future Opportunities

This article seeks to highlight the suc-
cesses and opportunities of weak form
methods; notable recent works suggest that
many more advances are yet to be made.
Computationally, the narrow-fit and trim-
ming approach in WeaklIdent can improve
sparse regression [11]. On the theoretical
side, we see both a novel proof of con-
vergence (in a reproducing kernel Hilbert
space) of WSINDy-created surrogate mod-
els [9] and an asymptotic result that finds the
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Figure 3. Coarse graining in action. 3a. Homogenization of a highly oscillatory Fokker-Planck
equation from particle data. 3b. Reduction of noisy, coupled, charged particle motion (in
white) to coarse-grained Hamiltonian dynamics (in blue), including inference of background
electric potential VE (contours). Particles begin at the green markers and end at the red mark-
ers. Note the proximity of the full dynamics (circles) to the coarse-grained model (diamonds).
Figure courtesy of Daniel Messenger and inspired by [4, 6].

model classes for which the correct model
will be recovered with probability 1 [5].
Finally, we note that all of the advances
in this article are based on conventional
techniques of statistics, applied analysis,
and numerical analysis. Applications of
these techniques yield versions of equation
learning, parameter inference, and model
coarse graining that offer substantial robust-
ness and accuracy and demonstrate the weak
form’s broad utility beyond well-known
theoretical and computational methods.

An expanded version of this article with
a more complete set of references is avail-
able online [7], and the code with which to
reproduce the results is accessible on our
group’s webpage.!
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Skill and Chance

Continued from page 1

against one another—all players converge
to a single point at (1/2, 1/2). But in a skill-
dominated contest, we expect to observe
a distribution of skill across the playing
population; for instance, players who win
80 percent of their games in the first half
of the season should also win 80 percent in
the second half. In this case, the data will
converge to a line with slope 1.

In reality, however, we have neither
infinite players nor infinite games. As such,
we anticipate the presence of scatter in the
data — even in the extremes of all-skill
or all-luck settings. And because neither
skill nor luck exclusively determine the
outcomes of most activities, the data will
likely resemble an elongated cloud; in this
format, higher levels of elongation corre-
spond to the increasingly large role of skill
in influencing the outcome.

Figure 1 (on page 1) illustrates five years
of National Basketball Association (NBA)
data, where each point represents one team’s
win-loss record in a single season. To quan-
tify the relative importance of skill, we must
determine the point cloud’s degree of elon-
gation. To do so, we rotate the coordinate
system by /4 so that it becomes an S-T'
coordinate system (shown in red in Figure
1) and consider the ratio of the variance in
the T direction versus the variance in the S
direction. Specifically, we define

R=1-B/A,

where A is the variance along S and B is
the variance along 7'. For an outcome that
is primarily determined by skill, B — 0 and
A— a finite number; therefore, R — 1. For
an outcome that is primarily determined
by luck, the point cloud approaches a sym-
metric blob — meaning that B — A and
R—0.2 Note that this analysis does not
judge the difficulty level of the sport in
question (e.g., we do not claim that bas-
ketball requires more skill than hockey).
Rather, we measure whether the rules of the
game or tournament are designed to reward
skill; at the end of the season, are the more
skilled players or teams ranked the highest,
or is the order random?

Armed with this metric, we can calculate
the R value for different sports and place
them on a skill-luck spectrum. Figure 2 dis-
plays R values for 10-year spans of five pro-
fessional sports leagues: the NBA from 2008
to 2018 (excluding 2011), Premier League
soccer from 2012 to 2021, Major League
Baseball (MLB) from 2012 to 2021, the
National Hockey League (NHL) from 2007
to 2017 (excluding 2013), and the National
Football League (NFL) from 2014 to 2023.3
The plot suggests a possible “sweet spot”
for sports that balances the roles of skill and
chance (indicated by the gray box). In this
regime, talent is rewarded but surprises are
possible and underdogs can still prevail.

2 We originally performed this analysis

as part of a legal argument in The People of
the State of New York v. FanDuel, Inc. [3]. In
that case, we defined R=1—B/A (rather than
R=B/A) because the lawyers suggested that
it is more intuitive to associate 1 with skill
and 0 with luck.

3 We omitted the 2011 NBA and 2013
NHL seasons because lockouts resulted in
significantly fewer competitions.

If a league’s objective is to hit this sweet
spot and make the game more compelling to
fans, several strategies can nudge competi-
tions into this region of the spectrum. For
instance, leagues could adjust the number
of scoring opportunities, as “even tiny dif-
ferences in skill manifest themselves in
near certain victory if the time horizon is
long enough” [2]. If two competitors are
separated by a small amount of skill, the
lesser player may win a single game but
will struggle to prevail in four out of seven
games, for example. Increasing the number
of games and/or the scoring opportunities
per game increases the odds that the more
skilled player will triumph.

To confirm this strategy’s consistency
with the previously computed R values,
Figure 3 summarizes the number of scor-
ing opportunities per season for each of the
five leagues. As expected, more “scores”
per season per team shifts the location of
the league towards the skill side of the
skill-luck spectrum.

The Premier League is the sole excep-
tion to this trend, which suggests a second
strategy to adjust location on the skill-luck
spectrum: concentrate or diffuse the dis-
tribution of talent. Consider the aforemen-
tioned Olympic archery championship. If
I were to participate in the competition,
my arrow would likely not land anywhere
near the target; the outcome of the contest
would be a foregone conclusion (my loss),
and skill—or lack thereof—would be the
primary factor in determining the winner.
But in the elite faceoff that I witnessed, the
differences in skill are so slight that the tim-
ing of a random gust of wind could serve as
a key differentiator. The role of skill in an
outcome thus depends on the distribution of
talent in the playing population.

This distribution can be adjusted with rules
and regulations that allow or constrain the
concentration of talent — e.g., by employing
a salary cap, weighting draft order inversely
with performance, or dividing tournaments
into classes of different skill levels. Of the
five leagues that we considered, the Premier
League is the only one that does not have
a salary cap. Given the number of scoring
opportunities in soccer, one might expect
the Premier League to sit closer to the luck
end of the spectrum. However, the lack of
salary cap enables the concentration of skill
in wealthier teams and shifts the league back
towards the skill end of the spectrum so that
it falls solidly within the desirable region.*

Finally, a third strategy to manipulate the
relative role of skill versus luck involves
adjusting the equipment or physical environ-
ment of the game. In the 2017 MLB season,
a striking increase in the rate of home runs
corresponded with a decrease in the average
drag of MLB baseballs. Fans may recall the
“juiced” ball debate and the accompanying
outery from spectators and players alike.
Interestingly, this decrease in drag coef-
ficient was small compared to the natural
variance in drag among baseballs. A beauti-
ful graphic from Baseball Savant’ illustrates
both the variance in drag for each season
and the change in these distributions from
year to year. Because modern-day baseballs

4 The Premier League will implement a
salary cap for the 2025-2026 season, thus pro-
viding a beautiful natural experiment of the sal-
ary cap’s role in setting the skill-luck balance.

5 https://baseballsavant.mlb.com/drag-
dashboard

%o o | [ o o—o—— NFL
s NHL
o e s
¢o——F 0 | & Premier League
84 00 [ oo NBA

\ \ ' \ \ ' 1 |
0 0.2 0.4 0.6 0.8 1.0

Luck Skill

Figure 2. R values for 10 seasons of the National Football League (NFL), the National Hockey
League (NHL), Major League Baseball (MLB), Premier League soccer, and the National Basketball
Association (NBA). Each white dot indicates a single season and the pink bars represent inter-
quartile range box and whisker plots for the 10-year span. The gray region suggests a desirable
balance between skill and chance. Figure courtesy of the author.

League # games / # “scores” / Salary cap?
season / team game

NBA 82 57 (40 FG, 17 FT) Y

Premier League 38 3 N

MLB 162 8 CBT

NHL 82 3 Y

NFL 16-17 4(25TD, 1.5FG) Y

Figure 3. Estimates of the number of “scores” per season for the National Basketball
Association (NBA), Premier League soccer, Major League Baseball (MLB), the National Hockey
League (NHL), and the National Football League (NFL). The final column indicates the existence
of a salary cap, the Competitive Balance Tax (CBT) for MILB is a penalty for exceeding a prede-
termined payroll threshold. Figure courtesy of the author.

are still hand stitched and made of natural
materials, much of this inconsistency is
inevitable. Given that miniscule changes in
the ball’s surface can yield significant varia-
tions in home run rate, an ongoing debate
pertains to the possible integration of mod-
ern materials and manufacturing techniques
to decrease variance across baseballs.

But in light of MLB’s current placement
on the skill-luck spectrum, should the balls
be more uniform? After all, the randomness
that is associated with a high- or low-drag
ball is an intrinsic component of each at-
bat. Removing that variance would push
MLB further towards the skill end of the
spectrum, and it is unclear whether such a
shift would benefit the game.

When I turned back to my television, the
Olympics had moved on to diving — the
outcome of which seems to be largely deter-
mined by skill (the variance of talent across
athletes is large due to the dominance
of the Chinese divers). The competition
showcased exquisite physical capabilities
of extraordinary athletes. But it captivated
my attention in a different way than the
archery competition, which had an element
of tension driven by uncertainty. So, I will
end by celebrating this uncertainty. The
creation of contests that are compelling to
watch is ultimately an optimization prob-
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lem that must strike the desired balance
between determinism and chance. And if
leagues perform this calculation correctly,
we can all join the throngs of sports fans
who support underdogs and believe that
“maybe this year will be different.”
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Learning in Image Reconstruction: A Cautionary Tale

By Martin Burger and Tim Roith

he growing influence of learning meth-
ods across science, industry, and soci-
ety has generated significant interest in
image reconstruction and inverse problems.
This research area constitutes one of the
most important interfaces between math-
ematics and a wide range of scientific
and industrial domains, including medi-
cine, materials testing, remote sensing, and
astronomy. Despite the notorious difficul-
ties that are caused by the mathematical
ill-posedness of inverse problems, several
examples have exhibited striking perfor-
mance in recent years. Here, we highlight
some associated questions of reliability and
trustworthiness for learning algorithms.
The seemingly innocent formulation of
an inverse problem is commonly stated as

y=A(z)+e,

where z € X’ denotes the quantity of inter-
est, A denotes a forward operator that
encodes the measurement process, and
y €Y denotes the observed measurement
data (with noise €). Solving this inverse
problem involves the retrieval of = given
data y. To clarify, let us focus on X-ray
computed tomography (CT) for medical
imaging. In this context, A is the Radon
transform, y is the sinogram, and z is the
density inside some part of the human body.

Johann Radon had already derived an
exact inversion formula—called filtered
back projection—about 50 years before
the construction of the first CT scanner [8].
Although his method is still utilized today,
filtered back projection yields less favor-
able results in realistic scenarios where
measurements are only partially available
and corrupted by errors due to technical
constraints. To tackle these issues, the
inverse problems community developed
regularization methods [2] that can approx-
imately recover the desired quantity x in
situations where the direct inversion would
produce unfavorable results.

In response to the increasing availability
of datasets, novel developments in learning
theory, and improved hardware resources,
focus has now shifted towards data-driven
methods. Typical approaches include end-
to-end learning (directly from the given data
or as a form of post-processing), unroll-
ing, plug-and-play, learned regularization,
and the use of diffusion models as priors
in Bayesian inverse problems. While the
reconstruction performance is often remark-
able, we must also question the resilience of
the employed models. For some reconstruc-
tion method F':) — X, we would thus
like to quantify the reconstruction error
E(y,z; F):= |F(y)— z| in some norm.

Our case concerns a parametrized method
F,, where the parameters 6 are typically the
weights of a neural network. For supervised

learning, we utilize a dataset of input-output
pairs T:{(xl,yl),...,(a:N,yN)}; we typi-
cally assume that the pairs are independent
and identically distributed with respect to
an unknown data distribution 7. Learning
the reconstruction method F}, involves find-
ing parameters € that minimize the loss
LO)=%, . rE(y,z; ). Because we can
solve the optimization problem reasonably
well, the key quality indicator is the so-
called generalization behavior,

the desired distribution 7, which includes
real-life diagnosis scenarios?

We explore this question for limited-
angle CT, where A is the Radon transform
with a restricted range of available angles
[0, 7/2]. The reconstruction method first
applies a direct reconstruction (generalized
inverse of the forward operator A) before
employing a neural network f, with a state-
of-the-art U-Net architecture [9]. To obtain

See Image Reconstruction on page 6

which measures the method’s
performance on unseen data.

To test this property, we usu-
ally employ a validation dataset

T that is disjoint from the train-
ing dataset. The first obvious but
core issue is as follows: What if
the dataset does not capture the
desired distribution 7%

While it is important to note
that learned methods can provide
functionality beyond memoriza-
tion of the dataset, the qual-
ity of the data plays a crucial
role in the learning process. In
medical imaging, datasets con-
sist of numerous high-resolution

images and scans. What hap-
pens if certain structures (pathol-
ogies) are not present in the
training or validation dataset but
appear with low probability in

Figure 1. Direct reconstruction and network output for
ellipse data (which is in the training distribution) and
rectangle data (which is not). 1a. Direct reconstruction of
an ellipse. 1b. Network output from the data in 1a. 1c.
Direct reconstruction of a rectangle. 1d. Network output
from the data in 1c. Figure courtesy of Tim Roith.

Science Policy

Continued from page 2

knowledge. Lewis-Burke lobbyists fore-
cast budget and appropriations trends while
leaders from federal agencies like the
DOE, National Science Foundation (NSF),
National Institutes of Health (NIH), and
Department of Defense present their organi-
zations’ respective visions, which the CSP
then communicates to Congress. On the
other side of the table, SIAM’s esteemed
CSP members share nuanced insights and
commentary that reflect their robust experi-
ence with research funding.

These meetings provide attendees with a
remarkable sense of perspective on the rela-
tionship between science and government.
In my case, I have observed a through line
across agency priorities and committee
discussions: the importance of training a
STEM workforce that is globally competi-
tive, particularly in foundational areas that

support larger initiatives (such as artificial
intelligence). Given the universality of this
goal, CSP meetings also serve as a platform
for bellwethers like me to call attention to
disparities between the institutional focus
on teaching and mentoring at PUIs and
the dearth of research funding that is ear-
marked for these institutions.

Ultimately, my participation in the SIAM
Science Policy Fellowship Program has
spurred my own advocacy efforts in multi-
ple ways. In fact, [ hosted a minisymposium
and panel about research funding at PUIs!
during the 2024 SIAM Annual Meeting,!!
which took place in Spokane, Wash., this
July. T am also creating a resource and
funding guide for PUI faculty and com-
municating directly with funding agencies
about the inclusion of more PUI faculty
on review boards for PUI-specific funding
opportunities. I look forward to continuing
these efforts throughout my career.

Arielle Carr,

on Science Policy (CSP) pose in front of the U.S. Capitol in
Washington, D.C., while conducting congressional visits.
From left to right: Jake Price of the University of Puget
Sound (2023 SIAM Science Policy Fellow), Emily Evans of at-primarily-undergraduate-
Brigham Young University (member of the CSP and former institutions

SIAM Science Policy Fellow), Miriam Quintal of Lewis-Burke 1
Associates, and Arielle Carr of Lehigh University (2024 SIAM
Science Policy Fellow). Photo courtesy of Miriam Quintal.

Lehigh University

As a 2024 SIAM Science
Policy Fellow, I have the
unique  opportunity  to
advance my professional
interests in advocacy and
promote diversity in STEM
fields while simultaneous-
ly fulfilling my academic
responsibilities at Lehigh
University. Because external
funding from federal agen-
cies is essential in my posi-
tion as an assistant professor,
I must thoroughly under-
stand the funding process to
guarantee my own research
sustainability. I am also pas-
sionate about diversity and
seek to bolster the experi-
ences of underrepresented
groups—particularly women
in applied math and compu-
tational science—and advo-
cate for inclusive and equi-

10 https://www.siam.org/

publications/siam-news/articles/
key-takeaways-from-an24-
session-on-research-funding-

https://www.siam.org/
conferences-events/siam-
conferences/an24

table policy in the mathematical sciences.
This Fellowship allows me to meaningfully
connect my academic pursuits and desire to
improve the cultural landscape in my field
with federal lawmaking that dramatically
impacts mathematical sciences research.

In May of this year, I visited the
Washington, D.C., headquarters of Lewis-
Burke Associates for a three-day workshop
with CSP members and the other first- and
second-year Fellows. On the first day of the
workshop, an informative orientation with
Lewis-Burke representatives equipped us
with the necessary tools to communicate
complex scientific ideas to non-expert audi-
ences. The second day involved meetings
with senior leadership from a variety of
federal agencies, including the NSF, DOE,
NIH, National Oceanic and Atmospheric
Administration, and National Aeronautics
and Space Administration; the delegates
spoke about their current areas of inter-
est and corresponding calls for funding.
On the third and final day, we broke into
smaller groups to converse with represen-
tatives from several congressional offices
and advocate for continued funding in the
mathematical sciences. These interactions
strengthened my own advocacy skills and
underscored the crucial role of persuasive
communication in policy development.

Over the last year, I have learned that
we must remain informed about legislative
issues that affect the research and education
communities, since these issues also impact
the decision-making process for scientific
funding. As I begin my second year of the
SIAM Science Policy Fellowship Program,
I look forward to developing and executing
an independent policy project that pro-
motes a proactive—rather than reactive—
approach towards broader participation and
workforce development in computational
science and applied mathematics. I antici-
pate a continued fruitful collaboration with
CSP members to ensure the thoughtful
integration of scientific research into legis-
lation that impacts society.

Conclusion and Call to Action

The SIAM Science Policy Fellowship
Program is an exceptional opportunity for
early-career researchers and postdoctoral
appointees to gain invaluable experience
at the intersection of science and federal
policy. The firsthand accounts of current
Fellows demonstrate the program’s pro-

found ability to influence policy discus-
sions, champion the future of scientific
research, amplify scientific voices, and ulti-
mately drive change. We strongly encour-
age all interested candidates to apply for the
Fellowship and join a growing network of
scientists who are dedicated to shaping the
future of U.S. science policy.

The application deadline for the
next round of Fellowship recipients is
November 1, 2024. To be eligible for
consideration, successful applicants must
be SIAM members in good standing, work
and live in the U.S., be passionate about
public policy, possess strong communi-
cation skills, and be willing and able to
travel to Washington, D.C., twice a year.
Applications should include a CV/resume,
a candidate statement, and an issue state-
ment about a relevant policy topic of the
applicant’s choice. Selected Fellows will
serve a two-year term that includes train-
ing sessions, attendance at CSP meetings,
communication with federal officials, and
participation in an advocacy day on Capitol
Hill in Washington, D.C. To learn more
about the Fellowship and submit your
application, visit the program’s webpage.!?

Bashir Mohammed is a Senior Staff
Al Architect in Intel’s Network and Edge
Group, where he drives pioneering innova-
tions in artificial intelligence (Al) for the
Edge Platform. His work focuses on the
development and deployment of large lan-
guage models, large vision models, and Al
reasoning and action agentic frameworks.
These efforts deliver transformative solu-
tions across diverse industries to enhance
the efficiency, scalability, and intelligence
of edge applications. Victor Churchill is
an assistant professor in the Department
of Mathematics at Trinity College. His
research interests include scientific machine
learning and inverse problems in imaging,
while his policy interests focus on issues that
pertain to faculty and students at primarily
undergraduate institutions. Arielle Carr is
an assistant professor in the Department
of Computer Science and Engineering at
Lehigh University. She uses techniques such
as Krylov subspace recycling and precondi-
tioner updates to develop novel and innova-
tive iterative methods that solve large-scale
linear systems and eigenvalue problems to
enhance solver efficiency.

12 https://www.siam.org/programs-

initiatives/programs/siam-science-policy-
fellowship-program
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Image Reconstruction
Continued from page 5

an understandable training set, we randomly
sample ellipses on the domain [0,1]** as
targets z; and their limited-angle sinograms
with additive noise as inputs y,.!

Figure 1 (on page 5) illustrates the out-
put of the direct reconstruction and the
learned U-Net. Although the specific ellipse
in Figures la and 1b was not part of the
training data, the network greatly suppresses
artifacts and even recovers structures in
places where the necessary information was
absent from the data. However, Figures lc
and 1d depict the unsatisfactory results when
we apply the network to structures that were
absent from the training data. Missing struc-
tures or biases in the dataset therefore trans-
fer to out-of-distribution (OOD) data [6].

Practitioners face two key problems in
this setting: the reconstruction of the rect-
angle in Figure 1c (which is OOD) does not
attain the desired result, and the output of
the network is a very reasonable image —
meaning that even experts often cannot rec-
ognize the artifacts. In addition to missing
pathologies, this effect can create halluci-
nations (i.e., structures that are completely
fabricated by the network). Researchers are
investigating these hallucinations for far
more complex scenarios, such as magnetic
resonance imaging scans of brains [7]. Such
cases are rare but critical and call for both
OOD detection and uncertainty quantifica-
tion (UQ). This problem inspires a second
important question: Can we ever quantify
the reconstruction error?

Recent studies use hallucinations to dem-
onstrate the lack of meaningful error esti-
mates in the context of medical imaging
[1, 3, 5, 7]. To accentuate this issue, we
construct adversarial examples [10]: small
perturbations of regular inputs that yield
catastrophic failure cases. For the same
network as before, doing so amounts to
solving the following problem:

max|f, (4" (y + ) o,

where z is now an in-distribution input
(i.e., an ellipse) and y is the corresponding
Radon transform. The adversarial noise
€ is restricted to having a small ¢*-norm,
namely ||,/ (V- K)<6§=0.0006; here,
N denotes the width of the image and K is
the number of angles.

Figure 2 displays increased noise artifacts
for direct reconstruction, though it still car-
ries some interpretable information. The
learned model output is completely corrupt-
ed, however, with densities that are close to
zero and no observable structure whatso-
ever. Although this example employs a toy
setup for illustrative purposes, it aligns with
the findings of various studies [5], high-
lights the difficulty of providing error esti-
mates, and accentuates the potential risk of
certain learning methods for ill-posed inver-
sion. We intend for this scenario to serve as
a cautionary tale and a call to action, rather
than a deprecation of learning methods.

Various advancements can outperform
the employed end-to-end architecture
F,=f,0 A" in terms of both performance
and resilience. Furthermore, OOD detec-

I The source code for the experiment is

available at https://github.com/TimRoith/
LearningInlmageReconstruction-SIAM-News.

tion and UQ are emerging as extremely
relevant topics that can mitigate the sever-
ity of hallucinations. The robustness of
neural networks is already positioned as
a leading issue for learning, and theoreti-
cal understanding—especially in the con-
text of inverse problems—is continuing to
grow [4]. To conclude, data-driven methods
exhibit enormous potential for improved
image reconstruction but will only be of real
use if they can prove their resilience and
lack of hallucinations; artifacts should be
clearly detectable and uncertainties should
be quantifiable. This objective calls for a
paradigm shift in the development of these
methods to focus on UQ and behavior in
critical cases, rather than seemingly impres-
sive results for favorable cases.
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Figure 2. Direct reconstruction and network output on adversarial inputs. The images are
clipped to the valid range [0,1]. 2a. Direct reconstruction of the adversarial data. 2b. Network
output on the adversarial data. Figure courtesy of Tim Roith.
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Meeting in the Middle for RandNLA,

Optimization, and Inverse Problems
Recapping the 2024 Gene Golub SIAM Summer School in Ecuador

By Matthias Chung, Juan Carlos De
los Reyes, Petros Drineas, Rosemary
Renaut, and Alex Townsend

ear the equator at an altitude of

2,850 meters above sea level, a group
of 50 graduate students from around the
world converged for the 2024 Gene Golub
SIAM Summer School! (G2S3), which
took place in Quito, Ecuador, from July
22 to August 2. As co-organizers of G253
2024, we formed an instructional team that
also included Carola-Bibiane Schonlieb
(University of Cambridge) and Malena
Espafiol (Arizona State University). The
theme of this year’s school was “Iterative
and Randomized Methods for Large-scale
Inverse Problems,” and attendees learned
about randomized numerical linear alge-
bra (randNLA), optimization, and inverse
problems while simultaneously appreciat-
ing the awe-inspiring natural beauty and
rich culture of Quito. Uplifting research
discussions and valuable cultural exchang-
es became contagious amongst all partici-
pants; we dubbed this unbridled enthusi-
asm the “Gene Golub virus.”

The locals call Quito the “Mitad del
Mundo,” which translates to “middle of the
world.” Given its central location, students
hailed from 12 different countries in the
Northern Hemisphere and seven countries
in the Southern Hemisphere. Through a

' https://g2s32024.github.io

series of lectures and group activities,
these students explored the latest ideas and
concepts in randNLA — inspired by both
theoretical computer science and tradi-
tional numerical linear algebra. They also
studied the use of optimization methods for
the solution of discrete, continuous, large,
and challenging inverse problems.

Sketching is a popular randNLA tech-
nique that utilizes randomly generated
near-isometries to efficiently represent a
large matrix or dataset with a smaller one
that still preserves essential properties.
Although we sketched matrices, datas-
ets, least-squares problems, and inverse
problems, we never sketched our subsam-
pling of Ecuadorian coffee, chocolate, or
bananas. The banana is one of Ecuador’s
jewels, and we ate many surprising dishes
made from the popular fruit. Our favorite
was caldo de bolas de verde, a delicious
soup made from salty bananas.

Quito was the perfect location for
the 2024 iteration of G2S3. Throughout
the 12-day school, Juan Carlos De los
Reyes (Research Center for Mathematical
Modeling) served as our incredible local
guide; he and his team of graduate stu-
dents ensured that we experienced all of
Quito’s offerings. For example, Quito’s
unique geographical location is known as
the “Camino del Sol” or “path of the sun.”
Twice a year—on the solar equinoxes—the
sun is directly overhead at noon and shad-
ows vanish. Three attendees challenged

Iterative and
Randomized
Methods for
Large-Scale
Inverse
Problems

zau]
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Juan Carlos De los Reyes of Ecuador’s Research Center for Mathemr/ca/ Modeling delivers

a lecture at the 2024 Gene Golub SIAM Summer School, which was held in Quito, Ecuador.
The 12-day program attracted 50 student attendees and focused on iterative and randomized
methods for large-scale inverse problems. Photo courtesy of Matthias Chung.

Students and instructors gather for a group photo at Laguna de Cuicocha during the 2024
Gene Golub SIAM Summer School, which took place in Quito, Ecuador, from July 22 to
August 2. Photo courtesy of the authors.

themselves by practically testing out the
steepest descent approach in pitch-black
mountain terrain. Although they did not
discover a converging path of the sun, they
did encounter friendly locals who helped
them down the mountain.

At the end of G2S3 2024, all of the
graduate students presented their work and
shared details about their ongoing proj-
ects. These presentations were certainly
a highlight of the program and will likely
inspire several long-lasting collaborations.
Ultimately, we are proud to have delivered
a thought-provoking, culturally stimulating
summer school that hopefully would have
made the late Gene Golub smile. We are
thankful for his incredible generosity—as
well as that of SIAM—for allowing us to
provide 50 students with a wonderful sense
of community, a strong research base, and
unforgettable memories for years to come.

The 2025 Gene Golub SIAM Summer
School on “Frontiers in Multidimensional
Pattern Formation” will take place at
Concordia University in Montréal, Québec,
Canada, from August 11-26, 2025. More
information—including application instruc-
tions—will be available on the G283 web-
page? later this fall.

Interested in organizing a future school?
Letters of intent that propose topics and
organizers for the 2026 iteration of
G283 are due to Richard Moore, SIAM’s

2 https://www.siam.org/programs-initiatives/

programs/gene-golub-siam-summer-school

L

Director of Programs and Services, at
moore@siam.org by January 31, 2025.
Visit the G283 webpage’ to learn more.

Matthias (Tia) Chung is a professor in
the Department of Mathematics at Emory
University. His broad research interests lie
in scientific machine learning, inverse prob-
lems, uncertainty quantification, numerical
linear algebra, and associated large-scale
applications. Juan Carlos De los Reyes is
founding director and a full professor of
mathematical optimization at the Research
Center for Mathematical Modeling
(MODEMAT) in Ecuador. His research
focuses on bilevel partial differential equa-
tion-constrained optimization, inverse prob-
lems, and variational data assimilation with
applications in meteorology, non-Newtonian
fluids, and imaging science. Petros Drineas
is a professor and head of the Department
of Computer Science at Purdue University.
His work focuses on randomized numerical
linear algebra, which he applies exten-
sively to data science — particularly for the
analysis of genomic data. He is also a SIAM
Fellow. Rosemary Renaut is a professor in
the School of Mathematical and Statistical
Sciences at Arizona State University. Her
research explores the development of robust
algorithms for the solution of large-scale
inverse problems with practical applica-
tions. She is also a SIAM Fellow. Alex
Townsend is a professor in the Department
of Mathematics at Cornell University. His
research focuses on the development of
algorithms for numerical linear algebra,
scientific computing, and operator learning.

3 https://www.siam.org/programs-initiatives/

programs/gene-golub-siam-summer-school
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Al in Education: A Progressive, Practical Proposal

Teaching with AI: A Practical Guide to
a New Era of Human Learning. By José
Antonio Bowen and C. Edward Watson.

Johns Hopkins University Press, Baltimore,
MD, April 2024. 280 pages, $24.95.

A s artificial intelligence (AI) contin-
ues to revolutionize mathematics [3],
increasingly more students are utilizing the
new generation of Al tools for their course-
work. In response, educators must adopt,
adapt, and implement Al-based mathemati-
cal education research that affects their
pedagogy. Teaching with Al: A Practical
Guide to a New Era of Human Learning
by José Antonio Bowen and C. Edward
Watson is the best, most balanced, and
most insightful guide on this topic that I
have found to date. Perhaps I shouldn’t be
surprised, as Bowen—a former president
of Goucher College—is the author of sev-
eral popular books on teaching and Watson
is Vice President for Digital Innovation
at the American Association of Colleges
and Universities. The two previously col-
laborated on a 2017 book titled Teaching
Naked Techniques: A Practical Guide to
Designing Better Classes [2].

Bowen and Watson assert that educators
should not perceive current Al as a threat,
but rather welcome Al tools as catalysts for
progressive change that enhance learning,
develop students’ creative potential, and
“transform cheating into innovation.” While
the authors do make generic statements
like any other pundits—e.g., “Previous Al
helped curate your world ... but GPT Al
will allow you to create your world”’—they
explicitly identify the impactful aspects of
Al that will inspire users to generate ideas,
ask better questions, evaluate assumptions,
seek contradictory evidence, investigate
additional sources, anticipate problems,
clarify concepts, find information, create
visualizations, write drafts, offer feedback,
analyze data, and so forth.

A number of sources have generated
updates of Benjamin Bloom’s classic taxon-
omy that incorporate Al; for instance, Figure
1 displays an Oregon State University revi-
sion of Bloom’s taxonomy! that is refer-
enced in the book. One could similarly mod-
ify my pyramid of a quantitative reasoning
perspective to reflect the significance of Al
(see Figure 2, on page 9). Furthermore, sev-
eral recent discussions have focused on the
movement from Ed 3.0 (one size fits all) to

I https://ecampus.oregonstate.edu/faculty/

artificial-intelligence-tools/meaningful-learning

Ed 4.0 (dynamic and responsive) and even
Ed 5.0 (adaptive learning) [8]. These levels
represent three paradigms: (i) directed edu-
cation, wherein the student is a recipient; (ii)
supported education, wherein

While Bowen and Watson explicitly
address concerns about cheating and pla-
giarism, they do so after a chapter titled
“Reimagining Creativity” because they
believe that educators must

the student is a co-learner;
and (iii) empowered educa-
tion, wherein the student is

BOOK REVIEW
By John R. Jungck

first appreciate that Al is
iterative. “The goal is not
to have Al do the thinking,”

a collaborator [7]. For adult
learners, this shift marks a transition from
pedagogy to andragogy to heutagogy [1].
While most STAM News readers can like-
ly skip Bowen and
Watson’s introduc-
tory chapter about
Al and the shift from
early  rule-based
systems to contem-
porary machine
learning and large
language  models
(LLMs), I still found
helpful tidbits in their
narrative of differ-
ent Al applications
that can survey the
literature and possi-
bly verify informa-
tion. The authors list
12 LLMs (seven of
which they describe
in terms of ability
and limitation) and
20 software inter-
mediaries for spe-

A PRACTICAL GUIDETO A
NEW ERA OF HUMAN LEARNING

they write, “but to have a dia-
logue that helps you think.” After detailing
AlphaFold’s? success in the 2020 Critical
Assessment of Structure Prediction com-
petition and its sub-
sequent prediction of
a three-dimensional
structure with more
than 200 million pro-
teins, they surmise
that Al will signifi-
cantly impact numer-
ous scientific prob-
lems — including
star mapping, climate
modeling, the new
generation of anti-
bodies, and hydro-
gen fusion research.
The authors thus
view Al as a part-
nership, stating that
“it 1S in the iteration,
the reflection, the
back and forth, and
the refined questions
that thinking and

cific functions such
as writing, research,

Teaching with Al: A Practical Guide to a New
Era of Human Learning. By José Antonio
Bowen and C. Edward Watson. Courtesy of

creativity happen.”
A subsequent
about

and coding. This first
chapter also contains
a glossary of significant terms like LLM,
application programming interface, genera-
tive AL, and artificial general intelligence.

Consistent with existing math education
literature on problem posing, Bowen and
Watson elaborate on the axiom that “asking
the right question requires first question-
ing the problem.” They illustrate a Double
Diamond innovation process that involves
both divergent and convergent thinking
about discoveries and definitions in prob-
lem posing as well as ideas, prototypes, and
tests in problem solving. The authors write
that “the more we can prepare students to
question assumptions, analyze problems
more deeply, tolerate the discomfort of
ambiguity, find subproblems, and clearly
reframe problems...the better prepared they
will be not only for the first wave of
Al-inspired jobs, but for the subsequent
waves that are still unknown.”

1ctive Human Skills

 How GenAl Can Supplement Learning*

Johns Hopkins University Press.

chapter
“Al Cheating and
Detection” reveals that 22 percent of college
students have utilized Al for schoolwork; 49
percent used Al tools on a daily, weekly, or
monthly basis in fall 2023; and 89 percent

2 https://alphafold.ebi.ac.uk

use ChatGPT in some capacity. Given this
current state of affairs, the text details a
number of Al detectors with varying rates
of false positives. Since many of these tools
are unreliable (even if they exceed most fac-
ulty’s ability to detect Al writing), Bowen
and Watson assert that the alternative is
better course design. Their proposed strate-
gies include discussing academic integrity,
giving “integrity quizzes,” allowing students
to withdraw submissions, demonstrating Al
detection tools, and normalizing homework
assistance. They conclude the chapter by
stating that “increasing transparency, rel-
evancy, belonging, and motivation will all
reduce cheating, but none will eliminate it.”

This commentary introduces a very inter-
esting rubric with four assessment levels:
Absent (0 percent), Al level (50 percent) =
F, Good (80 percent) = B, and Great (100
percent) = A. When I tried this rubric on my
own students, they only reacted negatively
to the criteria for the harsh reality of an
“F.” “Al has shrunk the distance between
a C grade and an A grade, but it has made
articulating the distance between them more
important,” the authors write. “Combining
high standards with high care, building
trust and community, focusing on equity
and inclusion, increasing motivations, and
creating better, clearer, and more relevant
assignments...can both increase learning
and reduce cheating.”

The culminating section of Teaching
with Al focuses on “Learning with AL”
Bowen and Watson concentrate on the
use of Al to provide instantaneous and
individualized feedback; offer responsive
tutoring; serve as a debate partner with
specificity and contextual knowledge; act
as a discussion leader to eliminate certain
social pressures; and help students run sce-
narios, create visualizations, and forecast

See Al in Education on page 9
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MPE24 Panel Explores Mathematical

Careers in Earth Science and Sustainability

By Jillian Kunze

M athematicians who are passionate
about the environment have many
opportunities to bridge these two fields.
Applied mathematics, computational sci-
ence, and data science directly contribute
to studies on climate modeling, ecological
dynamics, and clean energy technologies
— among numerous other application areas
in science, technology, engineering, and
mathematics (STEM). While these connec-
tions are not always clear from the outset, a
multitude of paths within academia, indus-
try, and the national laboratories lead to jobs
that focus on important research questions
that are rooted in Earth science.

During the 2024 SIAM Conference on
Mathematics of Planet Earth! (MPE24),
which took place in Portland, Ore., this past
June, a panel2 of researchers discussed career
trajectories for mathematically inclined
individuals who are also enthusiastic about
MPE. Alex Cannon of the Meteorological
Service of Canada chaired the conversa-
tion between Nicole Jackson of Sandia
National Laboratories, Alice Nadeau of C.H.
Robinson,® and Thordis Thorarinsdottir of
the University of Oslo, all of whom over-
viewed the ways in which STEM careers
can encompass both mathematical methods
and domain applications in the broad realm
of Earth and environmental science.

Initial conversation centered on whether
graduate school is necessary to work in
this space. Nadeau—who performs backend
data analytics for carbon emission report-
ing tools at a third-party logistics com-
pany—provided an industry-based point
of view. “On my team, there’s a mix,” she

I https://www.siam.org/conferences-

events/past-event-archive/mpe24

2 https://meetings.siam.org/sess/dsp_
programsess.cfm?SESSIONCODE=80664

3 https://www.chrobinson.com

said. “Half of my team started right after
undergrad as entry-level data analysts and
moved up, and the other half are academic
converts.” In light of this flexibility, Nadeau
urged students to consider their personal
motivations: Would they rather enter the
workforce immediately or

simultaneously tightened the job market. As
such, it is especially important that job seek-
ers highlight specific projects in their appli-
cation materials that directly relate to their
desired career paths. Online platforms like
Kaggled are great resources for activities

that can later serve as con-

pursue graduate school and
postdoctoral appointments,
given that such credentials
are not strict requirements
for MPE-relevant occupa-

CAREERS IN
MATHEMATICAL
SCIENCES

crete interview talking points.

Although Jackson sent out
a relatively small number of
applications before securing
a postdoctoral appointment

tions? “Graduate school isn’t
a necessary condition in my case,” she said.

However, Thorarinsdottir cautioned that
individuals who do not obtain advanced
degrees may find themselves passed up
for promotions or opportunities to tackle
more interesting problems. She suggested
that one might wish to earn an undergradu-
ate degree, work for a few years to gain
real-world experience, then revaluate per-
sonal and professional goals and potentially
return to graduate school. Jackson noted
that Sandia National Laboratories’ robust
internship program* can lead to permanent
employment for successful and engaged
undergraduate students. But while Sandia
hires employees at all educational levels,
graduate degrees may indicate a stronger
aptitude for problem-solving and accel-
erate pathways towards leadership roles.
“You shouldn’t let the job market dictate
your educational goals,” Jackson said. “You
should do it because it matters to you.”

The discussion then turned to job-hunting
strategies. The last several years have seen
an increase in the availability of remote
positions, providing additional avenues for
researchers to find placements that align with
their ambitions and values. Unfortunately,
recent layoffs in the tech industry have

4 https://www.sandia.gov/careers/

career-possibilities/students-and-postdocs/
internships-co-ops

at Sandia, she was forthright
about her desire to convert to a full staff
position at the lab. “If you want to have
competing offers and boost your salary,
there is a little bit more strategy in being
aggressive and seeking lots of job offers,”
she said. On the other hand, Thorarinsdottir
commented that the application portfolios
of people who apply for too many positions
may become generic and untargeted — and
hiring managers will notice. She hence

5 https://www.kaggle.com

advised attendees to focus on positions that
they genuinely find compelling.

The timeline for job application submis-
sions compared to graduation date varies by
field and company. If a soon-to-be graduate
applies well before their feasible start date
but submits a strong portfolio, some places
may wait to hire them. “If you’re good and
apply to something you really want and
they really want you, they will wait for
you,” Thorarinsdottir said. However, other
organizations may operate on more rapid
timelines and seek to fill open appointments
as soon as possible. Either way, it never
hurts to take a chance. “If you think a place
might work for you, submit your things and
just see where the chips land,” Jackson said.

Nadeau began the job search process by
chatting with all of her contacts in industry
and inquiring about their responsibilities.
When one of her colleagues asked her what
she wanted to do, Nadeau reframed her think-
ing and determined that she felt motivated by

See MPE24 Panel on page 11

At the 2024 SIAM Conference on Mathematics of Planet Earth, which took place in Portland, Ore.,
this past June, a panel of researchers explored career opportunities at the intersection of mathe-
matics, environmental science, and sustainability. From left to right: moderator Alex Cannon of the
Meteorological Service of Canada and panelists Thordis Thorarinsdottir of the University of Oslo,
Nicole Jackson of Sandia National Laboratories, and Alice Nadeau of C.H. Robinson. SIAM photo.

Al in Education
Continued from page 8

and test ideas. They note that “if we are
to prepare students for a world where col-
laboration with Al is required rather than
prevented, then helping students leverage
Al to produce better work should become
a signature pedagogy of higher education.”

As a faculty member, I was surprised by
the many ways in which Al already influenc-
es my professional life. For instance, some
journals and grant agencies are deploying
Al in a variety contexts that extend beyond
checking for plagiarism, quality, and adher-
ence to guidelines even before they share
a manuscript or grant application with
reviewers. Unfortunately, Teaching with Al
was already complete when Lisa Messeri
and M.J. Crockett published their “tax-
onomy of productivity and objectivity” with
four aspects of considerable concern about
the use of Al for research as an (i) oracle,
(ii) surrogate, (iii) quant, and (iv) arbiter [5].
Each of these Al collaborations engenders

epistemic, ethical, social, and cultural sus-
ceptibilities to illusions of understanding.
Messeri and Crockett argue that “the prolif-
eration of Al tools in science risks introduc-
ing a phase of scientific enquiry in which we
produce more but understand less.”

So what’s missing? Applied mathemat-
ics educators may feel that Bowen and
Watson are simultaneously too generic and
too focused on humanities and social sci-
ence. With 20 pages of references, readers
have plenty of opportunities to peruse further
literature. In fact, many SIAM members
are already exploring the issues and poten-
tialities of Teaching with Al in their own
classrooms. In STAM News earlier this year,
Alvaro Ortiz Lugo summarized a SIAM
Education Committee session about Al and
education® at the 2024 Joint Mathematics
Meetings [6]. The eight talks in the session
addressed the use of Al in theorem prov-
ing; data analysis; modeling; coding and
computation; visualization; parameteriza-
tion; spatial reasoning; audio, video, and text
processing; emotion detection and classifica-
tion; lesson planning; report

Counting/Measuring/Calculating

writing; and more. As Al
continues to advance in the
coming months and years,
increasingly more members
of the SIAM community
will undoubtedly witness
and adapt to its effects in a
variety of academic settings.
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Pseudomagnetism in Photonics: From

Mathematical Theory to Experiment

By Mikael C. Rechtsman
and Michael 1. Weinstein

hile magnetic fields deflect the paths

of charged particles like electrons,
they do not directly influence the path of
light. In 2021, we developed a mathematical
theory that demonstrated how to engineer
a two-dimensional (2D) nonmagnetic pho-
tonic crystal in which photons of light move
much like electrons under the influence of a
magnetic field [5]. In particular, we showed
that a nonuniformly deformed photonic
(or other wave-propagating) continuous 2D
medium with honeycomb spatial symme-
tries gives rise to effective pseudomag-
netic and electric fields, which influence
the propagation of light waves. A strained
pattern that produces a constant perpendicu-
lar pseudomagnetic field induces photonic
Landau levels within the structure. We can
use these infinitely degenerate states of light
to enhance light-matter interactions; poten-
tial applications include increased emission
from quantum emitters such as quantum
dots, and more efficient generation of quan-
tum light in the form of entangled pairs of
photons. Our study also suggested strate-
gies for inducing topological phenomena in
photonic and other wave systems that are
analogous to the phenomena in quantum
materials. Recent experiments observed and
confirmed our predictions [1, 2].

Our work was motivated by an analo-
gous effect in condensed matter physics
for the 2D material graphene: a monolayer
of carbon atoms with the symmetries of a
honeycomb tiling. After graphene’s discov-
ery, researchers realized that appropriately
strained graphene causes electrons to behave
as though they were flowing in the presence
of an out-of-plane magnetic field — thus
exhibiting Landau-level electronic spectra
with a high density of electronic states [9].

Is such an effect possible for photons
as well? A previous study used the tight-
binding approximation, which underlies
condensed matter predictions for graphene,
to anticipate this effect for photons in
optical waveguide arrays [10]. However,
tight-binding theory is not valid in 2D pho-
tonic crystals [6]; instead, we proposed a
continuum theory that is applicable to 2D
Maxwell’s equations [5]. As a complement
to our experimental work [2], we extend-
ed this theory to encompass the vecto-
rial effects of three-dimensional Maxwell’s
equations. This vectorial theory yields
excellent agreement with experiment, with
no free fitting parameters.

The Unstrained Honeycomb
Medium and Dirac Quasi-particles
Time-harmonic transverse electric modes
of Maxwell’s equations, which model elec-
tromagnetic waves of frequency w in a
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Figure 2. Unstrained and strained photonic crystals and their associated spectra. 2a. Electron microscope image of photonic crystal structure,
with a unit cell in purple. 2b. An experimentally observed reflectance spectrum that shows the Dirac point as a small gap that results from
perturbations to the structure. 2c. A photonic crystal structure that is similar to 2a, after the application of a coordinate transformation that
corresponds to the strain. 2d. The resulting spectrum with Landau levels. Here, ky is the y-component of the wavevector, n indicates the
Landau level indices, and a is the lattice constant. Figure courtesy of [2].

dielectric medium, are determined by solu-
tions of the scalar Helmholtz equation

Hyp ==V -{2)V, P(z) = B(z),

2
2€R% E= [ﬂ] .
c

Here, &(z)=[e(z)]" and e(z) denotes the
medium’s electric permittivity. We assume
that the medium is nonmagnetic and set
the vacuum value for the magnetic per-
meability as p =y . The scalar function
Y(x)=1(x,,7,) denotes the z, (longitu-
dinal) component of the magnetic field:
H(z)=1(z)x,. We also assume that the
dielectric constant has the symmetries of
honeycomb tiling on the plane (see Figure
la). Precisely, we suppose that £(z) is peri-
odic with respect to the equilateral triangu-
lar lattice, invariant under parity inversion
(PlE](z)=£&(—x)=&(x)), and real-valued

(Cl¢](z) = &(2) = £(x)).-

Since L =—V _-{(x)V is a self-adjoint
operator on L(R*) with periodic coeffi-
cients, L has a Floguet-Bloch band struc-
ture: a generalization of the usual spectral
decomposition of I*(R®) into the plane-
wave eigenstates of the Laplacian that arise
for £(z)=1. We can express the wave
propagation in a honeycomb medium via
a continuous weighted superposition of
Floquet-Bloch modes ®(z,k) € L; _ that
solve the family of self-adjoint elliptic
eigenvalue problems

HO=E®, ®(x+v,k)=e""®(z,k),
(D
which are parameterized by the quasi-

momentum (or k pseudo-periodicity
parameter) k € B. Here, B is the Brillouin
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Figure 1. Undeformed and deformed honeycomb media and their local band structures.

Figure courtesy of Zeyu Zhang.

zone: a fundamental period cell that is
associated with the dual lattice A". For
each k€ B, (1) has a discrete spectrum of
E(k)<E,(k)<...<E,(k)<... with cor-
responding % pseudo-periodic eigenstates
@, (z,k) of (1). The graphs k— E, (k) are
called dispersion surfaces or bands and are
the analogues of dispersion relations that
arise in the solution of constant coefficient
wave equations via the Fourier transform.

Remarkably, the symmetries of honey-
comb media give rise to Dirac points in
the band structure. At these energy/quasi-
momentum pairs (E,,k,), two adjacent
dispersion surfaces touch in a locally
conical manner:

E (k)-E

D

=Fu, [k =k, |1+ Ok = k),

where v, >0 and E,=(w,/c)* [3, 8].
Figure la illustrates a medium with honey-
comb symmetry, while Figure 1c depicts the
local behavior of two dispersion surfaces
that touch in a Dirac point. Around £ =F
the spectrum of H is continuous with zero
density of states at ¥, . An important conse-
quence of this local band structure—which
underlies many of graphene’s important
properties—is the fact that the envelope of
wavepackets (quasi-particles) that are spec-
trally localized about a Dirac point propa-
gates according to a system of 2D Dirac
equations with propagation speed (Dirac/
Fermi velocity) v,. The effective Dirac
Hamiltonian is as follows [4]:

Zj w=v, o-P.
Here, P:(—iayl,—iﬁyz), o,=1d,,, 0=
(0,,0,), and o, are the standard 2x2
Pauli matrices.

Inducing Effective Magnetic
and Electric Field Potentials

Now imagine a nonuniform distortion
of the honeycomb medium (a strain) on a
length scale of ™', which is large when
compared with the triangular lattice period
a:x— T (z)=r+u(kz), where ra < 1.
Figure 1b displays a strain deformation that
only varies along z; it maintains discrete
translation symmetry with respect to z,.
The modes of the strained medium are gov-
erned by the deformed Helmholtz equation

—V_,f’(:c)v_,,w(x):[%] ¥(z), zeR?

with  dielectric ~ parameter ¢ (z)=
(¢oT ") (z), where &(z)=1/e(x).

So, how do wavepackets evolve in such
a distorted medium? We found that the

envelope of wavepackets evolves under
i0,a =D , sa: aDirac equation where

IjA,effEUDJ'(P—Aeff)+UoWeff'

A (Y) and W, (Y) are effective mag-
netic and electric potentials that are given
explicitly in terms of the deformation
z—T () [5].

Choice of Strain Gives Rise
to Photonic Landau Levels

Next, we describe the connection
between the choice of strain and the sce-
nario in Figures 1b and 1d. For a strain
with a single direction of discrete transla-
tion symmetry (as in Figures 1b and 1d),
the band structure consists of dispersion
curves that are parameterized by a sin-
gle quasi-momentum parameter ky. If this
distortion is taken to be quadratic—that
is, T (z)=(z,,z,)+(0,(kz,)*)—then we
claim that for small x, the dispersion curves
are well-approximated in an asymptotic
sense by the flat k, independent bands
(see Figure 1d). The eigenspaces that cor-
respond to the flat bands are spanned
by states of the form g(xl)elkyzz, which
are Gaussian localized in the x, direction
(around the structure’s center of symmetry)
and similar to plane waves in the =, direc-
tion. Because the group velocity vanishes
on a flat band, wavepackets that are formed
from a superposition of these states will
neither transport nor dispersively spread
light. Such states are therefore candidates
for enhanced light-matter coupling, includ-
ing nonlinear optical effects.

Experiments

We used a silicon-on-insulator platform
to conduct our experiments and employed
electron beam lithography to fabricate a
periodic photonic crystal by etching small
triangles into a silicon slab—220 nanome-
ters thick with a refractive index of 3.5—on
a silica substrate with a refractive index
of 1.5 (see Figure 2). The periodic struc-
ture is a honeycomb lattice with six-fold
rotational symmetry. Experimentally, we
injected a focused beam (several microns
in width) onto the slab and captured the
reflected light through the focusing lens.
The slab’s band structure corresponds to
resonant modes at particular wave vectors
k and frequencies w that absorb the incom-
ing light and produce clearly observable
features in the reflectance spectra at the
appropriate angles and wavelengths.

We fabricated this structure in both the
fully periodic honeycomb lattice geom-
etry and the strained geometry, wherein
the lattice is distorted according to the
transformation 7' (described above). In the

See Pseudomagnetism on page 12
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Understanding Jupyter as a Valuable Student
Resource for Computational Discovery

By Neil J. Calkin, Eunice Y.S.
Chan, and Robert M. Corless

The following is a brief description from
the authors of Computational Discovery
on Jupyter,! which was published by STAM
in 2023. The text uses Python, a popular
programming language, to expose stu-
dents to mathematical ideas outside of the
standard curriculum. Multimedia materi-
als, associated Jupyter Notebooks, and
sample projects facilitate an active learn-
ing approach and encourage students to
interact and play with the concepts.

C omputational Discovery on Jupyter
utilizes  deliberately nonstan-
dard and offbeat computational topics
to motivate the notion of mathematical
proof and inspire students to write small
computer programs. Each of the seven
chapters contains multiple “activities”
that promote further exploration, and the
appendix includes a complete report on
every activity. With guidance from these
examples, the book prompts students to
ask their own questions.

I https://epubs.siam.org/doi/book/10.1137/
1.9781611977509

The Target Audience

The text is meant for students who are
just entering university. It contains almost
no proofs because we concur with the
dictum of Ed Barbeau—professor emeritus
at the University of Toronto—that “there
should be no proof with-

that incoming college students have much
less experience with proofs than in the past.
Therefore, we decided to sneak up on the
idea of proof from a different angle. We
also want students to discover things on
their own, so we encourage active learn-
ing with rich mathematical

out doubt” (in this case,
doubt on the student’s part
about the result). Similarly,
during a conference at
the Pennsylvania State

FROM THE SIAM
BOOKSHELF

topics (like continued frac-
tions) that leave room for
experimentation. Writing
small programs that per-
form unusual computations

University in 1994, the late
physics professor Henry Abarbanel stated
that “I have absolutely no interest in proving
things that I know are true.” This attitude is
widespread throughout the community.
Teachers generally wish to motivate their
students to actually want to prove things,
but they must overcome several obstacles
in order to do so. We wrote this book—
which we originally conceptualized as an
online educational resource,? rather than a
full publication—to help surmount some
of these challenges. Because many high
school curriculums have eliminated proofs
from their lesson plans, the first hurdle is

2 https://computational-discovery-on-jupyter.
github.io/Computational-Discovery-on-Jupyter

Figure 1. An eigenvalue density plot for skew-symmetric tridiagonal matrices with
population (2, 5i, 2+1), shown on —10<R(A\) <10, —=5<F(\) <5 (axes are not identi-
cally scaled). Eigenvalues of all 3" =1,594,323 dimension-14 matrices are computed and
imaged in the Maple™ programming language. What can be said about the “vortex” in the
middle? We certainly don’t understand it! Figure courtesy of Robert Corless.

quickly leads to “bugs,” as
such programs often do not behave as
expected. This, we find, is a natural place to
plant the seeds of doubt.

Students are typically eager to learn
to code, and use of the popular language
Python (as well as Maple) inside the Jupyter
Notebook environment? allows for some
economy of effort on their part. The skills
within Computational Discovery on Jupyter
are easily transferable to other topics, and the
exploration of simple mathematical concepts
is perhaps the most straightforward path to
programming that we are likely to find.

Purpose and Intent

By highlighting offbeat topics with moti-
vating applications and appealing images,
we hope to attract a wide pool of students
who are potentially interested in math-
ematical careers. For instance, students
really seem to delight in the inclusion of
Bohemian matrices* [1] and appreciate the
project-based nature of the work. While
instructors probably could use this book for
an exam-based course, we have not done so.

Given its many possibilities, this book is
not going to simplify your life as an instruc-
tor. It will, however, make coursework
more fun for both you and your students.

Open Problems

Another goal of the text is to introduce
students to open problems, which appear
in every chapter. To be sure, the majority
of them are not “serious” problems — they
are mostly just problems for which we do
not have answers. For instance, Figure 1
contains a visible spiral in the center even
though the image depicts a plot of the
density of all eigenvalues of a particular
Bohemian family of matrices. Each matrix

3
4

https://jupyter.org
https://www.siam.org/publications/siam-
news/articles/rhapsodizing-about-bohemian-
matrices

is 14 x 14, skew-symmetric, and tridi-
agonal; they draw their nonzero entries
from the finite population 2, 57, and 2 + ¢,
where i = —1. Why should the eigenval-
ues spiral? We simply do not know.

In addition to witnessing their teach-
ers’ occasional bafflement with existing
images, students like to generate their
own images that also sometimes baffle
us. In fact, some of the figures on our
Bohemian matrices website> were created
by students and gave rise to questions
(e.g., about circulant matrices) that still
remain unanswered.

We had a lot of fun writing
Computational Discovery on Jupyter and
enjoy teaching with this material. We
believe that other instructors can come up
with creative new ways to use the text,
and we wish you joy and success in your
teaching endeavors.

Enjoy this passage? Visit the SIAM

Bookstore® to learn more about
Computational Discovery on Jupyter’ and
browse other SIAM titles.
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sustainability questions. She then began ask-
ing individuals in her network if they could
connect her with people at their companies
who worked in her targeted domain, which
led to interview opportunities.

Reaching out to professional acquain-
tances in this capacity can be intimidating,
but referrals to new contacts are almost
always helpful. Even without a direct
connection at a company of interest, craft-
ing a tailored message and demonstrating
legitimate enthusiasm increases the likeli-
hood of a response. Additionally, potential
employers find it easier to respond if
an initial message inquires more broadly
about general opportunities, rather than
immediately requesting an interview. “If
it’s a place that you’re really interested in,
it also doesn’t hurt to follow up,” Nadeau
said, adding that the recipient might have
missed the original message.

While many people naturally transition
to industry after graduate school, former
academics should nonetheless make a con-
certed effort to market themselves for
industry positions. Nadeau recommended

that candidates craft a one-minute elevator
pitch that serves as a condensed introduc-
tion to their personal story, skills, and
goals. “Have some sort of motivation of
why you’re interested in the types of jobs
that you’re applying to,” she said. “People
want to connect with you on a human level.
They want to know that they can work with
you and understand your motivation.”

To effectively communicate these incen-
tives, candidates must first explicitly define
their career goals and articulate them in
a succinct manner. “You have to explain
why you, as a person, want this job,”
Thorarinsdottir said. “That holds for what-
ever job you're applying for.” Doing so
often requires pivoting between different
levels of technical descriptions and breaking
down ideas for non-experts in an approach-
able, non-condescending way.

The panelists next addressed potential
tensions between the pursuit of novel mathe-
matical methods versus the use of established
techniques to answer real-world questions.
In many settings—particularly when simul-
taneously managing the varying expecta-
tions of multiple different people—research-
ers must trust themselves to strike a balance
between these two sides. Jackson especially

feels this distinction when writing proposals,
as funding is typically bucketed into either
fundamental or applied science. Difficulties
can arise when a project is potentially too
fundamental for the applied fund or too
applied for the fundamental fund; applicants
must then decide which aspect of their
work to emphasize. Regardless, Jackson
first determines whether a call for funding
involves a topic area that excites her. If it
does, she crafts a proposal that responds to
the specifics of the funding opportunity and
addresses the corresponding need within the
scientific community.

Thorarinsdottir typically tries to balance
applications for funding opportunities that
have high acceptance rates with the pursuit
of projects that most interest her. “You
have to be a bit flexible here because the
best money you're going to apply for is
the money you’re going to get,” she said.
Nadeau brought a different perspective, as
she does not have to apply for funding in her
industry role. However, other groups at C.H.
Robinson occasionally ask her team about
particular analyses or tools, which ignites a
conversation about the requisite funding for
completing a task internally versus hiring an
external contractor or buying a product.

To conclude the panel session, Nadeau
confirmed that numerous industry positions
focus on both analytics and environmental
concerns. “If sustainability is important to
you, those jobs exist and should continue to
grow,” she said. She also reassured listen-
ers that many people successfully find work
that is not directly related to their Ph.D.
dissertation if their interests have shifted.
Jackson encouraged current mathematics
students who are passionate about environ-
mental science to seize the flexibility of the
academic setting and take classes beyond
the realm of mathematics and statistics.
“Having some experience in the language
of the domain side will help you approach it
on the math side,” she said.

Ultimately, building a career based on
one’s interests and passions is always a per-
sonal journey. “If I had to give my former
self advice, it is to not worry so much —
everyone’s path is winding,” Thorarinsdottir
said. “Do not worry so much about closing
doors. There are many doors.”

Jillian Kunze is the associate editor of
SIAM News.
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Chinese Academy of Sciences SIAM Student
Chapter Hosts 13th Annual Meeting

By Yan Yang and Jingru Zhu

n July 2024, the Chinese Academy of

Sciences (CAS) STAM Student Chapter1
successfully held its 13th Annual Meeting.
The conference—which explored compu-
tational mathematics and its real-world
applications—attracted more than 40
attendees from various institutions, includ-
ing the CAS Academy of Mathematics
and Systems Science (AMSS), the Central
University of Finance and Economics,
Peking University, Tsinghua University,
and even Louisiana State University
(LSU). This event served as a valuable
opportunity for student attendees to chat
about cutting-edge research, seek academ-
ic advice from distinguished scientists with
experience in the field, and exchange ideas
with colleagues from other academic insti-
tutions in Beijing and beyond.

I https://lsec.cc.ac.cn/~siamstuc

The CAS SIAM Student Chapter was
founded in June 2011 thanks to the initia-
tive of then-SIAM President Lloyd Nick
Trefethen of the University of Oxford and
faculty advisor Ya-xiang Yuan of CAS.
The chapter has continued to grow steadi-
ly over the years and currently services
roughly 200 members.

The CAS SIAM Student Chapter was hon-
ored to host SIAM Past President Susanne
Brenner of LSU, who delivered a public lec-
ture at the meeting that traced computational
mathematics’ fascinating history—including
scientists, machines, and algorithms—from
ancient times to the modern day. She also
discussed the goals, practices, challenges,
and opportunities that are associated with
computational math. Brenner’s engaging
lecture, which was accompanied by illustra-
tive videos, sparked lively conversations
among audience members.

Additionally, two early-career research-
ers gave presentations at the conference

Speakers and attendees of the Chinese Acad
13th Annual Meeting, which took place in July 2024, gather for a group photo at the CAS

y of Sciences (CAS) SIAM Student Chapter’s

Academy of Mathematics and Systems Science. Photo courtesy of Renfeng Peng.

SIAM Past President Susanne Brenner of Louisiana State University overviews historical com-
putational instruments during the 13th Annual Meeting of the Chinese Academy of Sciences
SIAM Student Chapter, which was held in July 2024. Photo courtesy of Yan Yang.

about their recent work. Bigiang Mu of
AMSS spoke about the use of two-step
estimators to solve non-convex localiza-
tion and pose estimation problems, and
Jinting Wang of the Central University of
Finance and Economics introduced val-
ue-at-risk-based queueing game systems.
These talks addressed innovative research
topics in applied mathematics and encour-
aged student attendees to further investi-
gate related areas of study.

The 13th Annual Meeting also featured
a discussion session that allowed students
to ask Brenner and Yuan both academic
and career-related questions. During this
segment, Brenner shared valuable sugges-
tions for organizational strategies and future
student chapter activities based on the prac-
tices of the LSU SIAM Student Chapter?
(for which she is a faculty advisor). She also
distributed commemorative SIAM pens to

2 https://www.math.lsu.edu/~siam

all participating students, which made the
interaction even more memorable. Yuan
then offered his perspectives on effective
research methodologies and career develop-
ment in applied mathematics.

The CAS SIAM Student Chapter is
grateful to both the speakers and attendees
for their valuable contributions and looks
forward to similarly successful events in
the coming months.

Yan Yang is a Ph.D. student at the Chinese
Academy of Sciences’ (CAS) Academy of
Mathematics and Systems Science (AMSS)
and president of the CAS SIAM Student
Chapter. His research interests include
low-rank optimization, bilevel optimization,
and reinforcement learning. Jingru Zhu is
a Ph.D. student at AMSS of CAS and vice
president of the CAS SIAM Student Chapter.
Her research interests include nonlinear
system control, adaptive control, and rein-
forcement learning.

Pseudomagnetism
Continued from page 10

periodic case, the Dirac cone is associated
with the six-fold rotational symmetry of
the structure. And in the strained geometry,
the spectra did indeed break into Landau
levels, reflecting the pseudomagnetic field
that resulted from the strain. The spacing
between Landau levels closely matched
predictions from our theoretical description
based on a two-scale expansion [2, 5] (see
Figure 2, on page 10).

In practice, the Landau levels are not
perfectly flat. Some dispersion exists in
k, because the strain locally shifts the fre-
quency of the Dirac cone up and down — a
phenomenon that does not arise in the tight-
binding model for solid-state graphene.
We subsequently found that we could miti-
gate this dispersion and flatten the Landau
level bands by adding an additional strain
with a different functional form, namely
T (z)=(z,,,) + (0,(k2,)") +((B2,)",0).
This strain induces an additional pseu-
doelectric potential and locally shifts the
Dirac cone’s frequency in the opposite
direction, effectively flattening the Landau
levels (see Figure 3).

Concluding Remarks
and Future Work

Since their very conception [7, 11], pho-
tonic crystals have been used to engineer
the density of states — either decreasing
it in a band gap to suppress emission or
increasing it to achieve stronger light-matter
coupling. Periodicity-breaking strains offer
a new design principle to engineer photonic
crystals and improve their properties. This
capability can find purpose in a variety of
applications, including the design of lower-
threshold on-chip lasers; the shaping of the

spectral and spatial profiles of these lasers’
modes; the realization of enhanced non-
linear optical effects, such as photon pair
generation; and strong coupling to quantum
emitters. Ultimately, the use of gauge fields
to mathematically describe the effects of
aperiodic photonic crystals will facilitate
a better analytical understanding of the
effects of deformation without resorting to
brute-force numerics. This form of physi-
cal intuition will likely enable the design
of new structures whose relevant physical
properties bridge very distinct length scales.
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Figure 3. Additional strain flattens the Landau level bands. 3a. Lattice distortion due to the strain. 3b. Photonic spectra

that show flat Landau levels, in contrast to the dispersive levels in Figure 2d. Figure courtesy of [2].
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Nominations Close October 16 for the SIAM Fellows Class of 2025! Support your profession by
nominating colleagues for excellence related to the goals of SIAM at siam.org/nominate-fellows.

Nominate a Colleague for 2025
Major Awards and SIAM Activity
Group Prizes

siam.org/deadline-calendar

SIAM Postdoctoral Support
Program Seeks Applicants

siam.org/postdoctoral-support

The SIAM Postdoctoral Support Program provides financial support
for postdoctoral scholars to foster direct research experience and
professional development. Up to $15,000 in financial support is
available for postdoctoral researchers who design a research and
collaboration plan with a mentor from a different institution. Up to
four postdoc/mentor pairs are selected annually.

SIAM is accepting nominations for prizes that will be awarded at 2025
conferences. These prizes identify outstanding contributions to specific
fields by recognizing published papers and individuals in various stages
of their careers.

Every nomination counts! Visit the website for full eligibility requirements

and required materials. Priority deadline for applications is November 1, 2024.

The deadline for nominations is October 15, 2024.
Submit your nominations at go.siam.org/prizes-nominate.

Gene Golub SIAM Summer School
Seeks Letters of Intent for 2026

siam.org/gene-golub-school

*Open dates and deadlines may vary. Contact prizeadmin@siam.org with questions.

Apply Now for the SIAM Science
Policy Fellowship Program

siam.org/science-policy-fellowship

SIAM is calling for Letters of Intent submitted in advance of possible
proposals of sites, topics, and organizers for the Gene Golub SIAM
Summer School (G2S3) offered over two weeks to approximately 40

graduate students in 2026.
The SIAM Science Policy Fellowship Program develops

postdoctoral fellows and early career researchers into strong
advocates for U.S. federal

support in applied mathematics ——
and computational science. The ! -—-7/-'———'?—“[ \a]

program enables participants e = ¢ .
to gain in-depth knowledge ~ Information about the 2025 G2S3 on Frontiers in Multi-dimensional

of the policy processes that ’ ’i_‘{:s Pattern Formation, an archive of prior summer schools, and the full call
: . . for proposals for the 2026 G2S3 can be found at the URL above.
determine science funding and

policy decisions while still pursuing their research and teaching.

Courses in the G2S3 are expected to be at the research level, have a
computational component, and cover topics not usually found in regular
— university courses. The G2S3 should have an overall theme of current
interest, with lectures and exercises/project sessions on complementary
topics for this area.

¢

v

The deadline for Letters of Intent is January 31, 2025.

The program is open to SIAM members currently working
and living in the United States. SIAM encourages all qualified
individuals to apply.

Applications are Being Accepted
for the MGB-SIAM Early Career

Three to five fellowship recipients will be selected each year to
serve two-year terms that include:

In-person and remote training
Attending biannual SIAM Committee on Science Policy meetings

Interfacing with federal officials, congressional staff, and
policy-makers

Participating in an advocacy day in Washington, D.C.
The deadline to apply is November 1, 2024.

Don’t Forget to Renew SIAM
for 2025 at my.siam.org

If your SIAM membership expires December 31, 2024 and you
have not yet renewed for 2025, please log in to your account at
my.siam.org and click on the "My Renewals" tab, where you can
either pay your dues online or print out a renewal invoice to mail
your payment. Contact membership@siam.org with questions.

Free student members must renew their membership in order to
continue receiving benefits in 2025.

Fellowship Program

siam.org/msec-fellowship

The MGB-SIAM Early Career

Fellowship aims to recognize

the achievements of early-career

applied mathematicians and

provide support for professional

activities and career development

— particularly for those who belong to racial and ethnic groups
that are historically excluded from the mathematical sciences in the
United States. The Fellowship is a joint program of Mathematically
Gifted & Black (MGB) and SIAM.

Fellows receive:
Complimentary SIAM membership for the duration of the fellowship
Complimentary registration to SIAM Annual Meetings and one
additional SIAM Activity Group conference
Travel support to attend SIAM conferences
Mentoring and professional development opportunities
Leadership and conference organization experience

The deadline to apply is November 1, 2024.

FOR MORE INFORMATION: siam.org/programs AND siam.org/prizes-recognition
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BOOKS

Quality and Value in Mathematical Science Literature

New

Numerical Methods for
Least Squares Problems
Second Edition
Ake Bjoérek

The first edition

was the leading
reference on the
topic for many years.
The updated second
edition provides an
in-depth and up-to-
date treatment of direct and iterative
methods for solving different types of
least squares problems and for computing
the singular value decomposition. It
covers generalized, constrained, and
nonlinear least squares problems as well
as partial least squares and regularization
methods for discrete ill-posed problems.
The bibliography of over 1,100 historical
and recent references provides a
comprehensive survey of past and present
research in the field.

2024 / xiv + 494 pages / Softcover / 978-1-61197-794-3
List $89.00 / SIAM Member $62.30 / OT196

Numerical Methods
for Least Squares
Problems

Second Edition

Set-Valued, Convex, and
Nonsmooth Analysis

in Dynamics and Control
An Introduction
Rafal K. Goebel

Set-valued analysis,
convex analysis,

and nonsmooth
analysis are relatively
modern branches of
mathematical analysis
that have become
increasingly relevant
in current control theory and control
engineering literature. This book serves
as a broad introduction to analytical tools
in these fields and to their applications in
dynamical and control systems and is the
first to cover these topics with this scope
and at this level. Both continuous-time
and discrete-time mutlivalued dynamics,
modeled by differential and difference
inclusions, are considered.

2024 / xiv + 221 pages / Softcover / 978-1-61197-797-4
List $72.00 / SIAM Member $50.40 / OT197

Set-Valued, Convex,

and Nonsmooth Analysis
in Dynamics and Control
An Introduction

Rafal K. Goebel

Uncertainty Quantification
Theory, Implementation, and
Applications, Second Edition
Ralph C. Smith
Uncertainty
quantification serves

a fundamental role
when establishing the
predictive capabilities
of simulation models.
This book provides a
comprehensive and
unified treatment of the
mathematical, statistical, and computational
theory and methods employed to quantify
uncertainties associated with models from a
wide range of applications.

2024 / xxiv + 541 pages / Hardcover / 978-1-61197-783-7
List $89.00 / SIAM Member $62.30 / CS30

RALPH C. SMITH

Uncertainty
Quantification
Theory, Implementation,

and Applications

Second Edition

Coming Soon!

Optimal Transport: A Comprehensive Introduction to
Modeling, Analysis, Simulation, Applications

Gero Friesecke

This accessible book begins with an elementary and self-contained chapter on
optimal transport on finite state spaces that does not require measure theory or
functional analysis. It builds up mathematical theory rigorously and from scratch,
aided by intuitive arguments, informal discussion, and carefully selected applications. It is the first
book to cover modern topics such as Wasserstein GANs and multimarginal problems and includes a
discussion of numerical methods and basic MATLAB code for simulating optimal transport problems
directly via linear programming or more efficiently via the Sinkhorn algorithm.

2024 / xii + 331 pages / Softcover / 978-1-61197-808-7 / List $79.00 / SIAM Member $55.30 / OT199

Numerical Mathematics

Jeffrey S. Ovall

This textbook introduces key numerical algorithms used for problems arising

in three core areas of scientific computing: calculus, differential equations, and
linear algebra. Theoretical results supporting the derivation and error analysis of
algorithms are given rigorous justification in the text and exercises, and a wide
variety of detailed computational examples further enhance the understanding of
key concepts. It includes topics not typically covered in similar texts at this level,
such as a Fourier-based analysis of the trapezoid rule, finite volume methods for
the 2D Poisson problem, and more.

2024 / Approx. 602 + xxiv pages / Softcover / 978-1-61197-806-3 / List $89.00 / SIAM Member $62.30 / OT198

Numerical
Math_ematics

Design of Delay-Based Controllers for Linear Time-Invariant Systems
Adrian Ramirez, Rifat Sipahi, Sabine Mondié, Rubén Garrido

This book provides the mathematical foundations needed for designing
practical controllers for linear time-invariant systems. The authors accomplish
this by incorporating intentional time delays into measurements with the goal
of achieving anticipation capabilities, reduction in noise sensitivity, and a fast
response. Also included: a thorough survey of the field and the details of the
analytical approaches needed to design delay-based controllers. In addition,
readers will find accessible mathematical tools and self-contained proofs for
rigorous analysis, numerous examples and comprehensive computational
algorithms to motivate the results, and experiments on single-input single-
output systems and multi-agent systems using real-world control applications to
illustrate the benefits of intentionally inducing delays in control loops.

2024 / Approx. xxiv + 184 pages / Softcover / 978-1-61197-813-1/ List $73.00 / SIAM Member $51.10 / DC42

Design of Delay-Based
Controllers for Linear
Time-Invariant Systems

Advances in Design and Control

Mathematics and Finite Element Discretizations

of Incompressible Navier—Stokes Flows

Expanded and Revised Edition

Christine Bernardi, Vivette Girault, Frédéric Hecht,

Pierre-Arnaud Raviart, and Beatrice Riviere

This revised and expanded edition of Girault and Raviart’s 1986 textbook
provides a thorough theoretical study of finite element methods for solving
incompressible Navier—Stokes equations, which model flow of incompressible
Newtonian fluids and are used in many practical applications. It focuses on
efficient and widely used finite element methods that are well adapted to large-scale simulations.
Readers will find rigorous proof of stability and convergence, analysis of practical algorithms, and a
stand-alone chapter on finite element methods that is applicable to a large range of PDEs.

2024 / xviii + 838 pages / Softcover / 978-1-61197-811-7 / List $99.00 / SIAM Member $69.30 / CL90

Mathematics and
Finite Element
Discretizations of

Time Parallel Time Integration

Martin J. Gander and Thibaut Lunet

How does one predict the far future before the near future is known?

Time parallel time integration, also known as PinT (parallel in time) methods,
aims to predict the near and far future simultaneously. In this self-contained
book, the first on the topic, readers will find a comprehensive and up-to-date
description of methods and techniques that have been developed to do just
this. The authors describe the four main classes of PinT methods and provide
historical background for each of the method classes, complete convergence
analysis for the most representative variants of the methods in each class, and
illustrations and runnable MATLAB code.

2024 / Approx. 260 + x pages / Softcover / 978-1-61197-801-8 / List $79.00 / SIAM and CBMS Member $55.30 / CB99

Time Parallel
Time Integration

Order online: bookstore.siam.org
Or call toll-free in U.S. and Canada: 800-447-SIAM; worldwide: +1-215-382-9800

Eurospan, SIAM’s international book distributor, is currently undergoing administrative changes and is
unable to fulfill orders at this time. Please contact service@siam.org if you have any concerns and for
information about temporary international shipping discounts (excluding North and South America).

FOR MORE INFORMATION ON SIAM BOOKS: siam.org/books
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CONFERENCES

A Place to Network and Exchange Ideas
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Upcoming Deadlines

SIAM International Conference on

Data Mining (SDM25)

May 1-3, 2025 | Alexandria, Virginia, U.S.
go.siam.org/sdm25 | #SIAMSDM25
GENERAL CO-CHAIRS

Matteo Riondato, Amherst College, U.S.
Vagelis Papalexakis, University of California, Riverside, U.S.

SUBMISSION AND TRAVEL AWARD DEADLINES
October 11, 2024: Workshop and Tutorial Proposals
January 30, 2025: Travel Fund Applications

SIAM Conference on
Applications of Dynamical Systems (DS25)

May 11-15, 2025 | Denver, Colorado, U.S.
go.siam.org/ds25 | #SIAMDS25
ORGANIZING COMMITTEE CO-CHAIRS

Ryan Goh, Boston University, U.S.
Alexandria Volkening, Purdue University, U.S.

SUBMISSION AND TRAVEL AWARD DEADLINES

October 14, 2024: Minisymposium Proposal Submissions

November 11, 2024: Contributed Lecture, Poster, and Minisymposium Presentation Abstracts
February 11, 2025: Travel Fund Applications

SIAM Conference on

Applied Algebraic Geometry (AG25)

July 7-11, 2025 | Madison, Wisconsin, U.S.
go.siam.org/ag25 | #SIAMAG25

ORGANIZING COMMITTEE CO-CHAIRS
Carina Curto, Brown University, U.S.
Sonja Petrovié, lllinois Institute of Technology, U.S.

SUBMISSION AND TRAVEL AWARD DEADLINES

December 9, 2024: Minisymposium Proposal Submissions

January 6, 2025: Contributed Lecture, Poster, and Minisymposium Presentation Abstracts
April 7, 2025: Travel Fund Applications

SIAM Conference on

Control and Its Applications (CT25)

July 28-30, 2025 | Montréal, Québec, Canada
go.siam.org/ct25 | #SIAMCT25

ORGANIZING COMMITTEE CO-CHAIRS
Birgit Jacob, University of Wuppertal, Germany
Kirsten Morris, University of Waterloo, Canada

SUBMISSION AND TRAVEL AWARD DEADLINES

January 13, 2025: Minisymposium Proposal Submissions

January 27, 2025: Contributed Lecture, Poster, and Minisymposium Presentation Abstracts
and Proceedings Papers

April 28, 2025: Travel Fund Applications

SIAM Conference on
Computational Geometric Design (GD25)

July 28-30, 2025 | Montréal, Québec, Canada
go.siam.org/gd25 | #SIAMGD25
ORGANIZING COMMITTEE CO-CHAIRS

Hendrik Speleers, University of Rome Tor Vergata, Italy
Jessica Zhang, Carnegie Mellon University, U.S.

SUBMISSION AND TRAVEL AWARD DEADLINES

January 13, 2025: Minisymposium Proposal Submissions

January 27, 2025: Contributed Lecture, Poster, and Minisymposium Presentation Abstracts
April 28, 2025: Travel Fund Applications

Information is current as of September 16, 2024. Visit siam.org/conferences for the most up-to-date
information.

Students and Early Career Researchers: Apply Now for Conference Support

SIAM is dedicated to giving students and early career professionals the support they need to be
successful. The SIAM Travel Awards Program awards $240,000+ in conference travel funding yearly to
these two groups. Apply now at siam.smapply.org/prog/travel_awards_program.

Upcoming SIAM Events

GLSIAM Meeting 2024
October 12, 2024
Hammond, Indiana, U.S.

SIAM Conference on Mathematics of
Data Science
October 21-25, 2024

Atlanta, Georgia, U.S.
Sponsored by the SIAM Activity Group on Data
Science

Bulgarian Section of SIAM
Annual Meeting 2024
December 9-11, 2024
Sofia, Bulgaria

ACM-SIAM Symposium on
Discrete Algorithms
January 12-15, 2025

New Orleans, Louisiana, U.S.
Sponsored by the SIAM Activity Group on
Discrete Mathematics and the ACM Special
Interest Group on Algorithms and Computation
Theory

SIAM Symposium on Algorithm
Engineering and Experiments
January 12-13, 2025

New Orleans, Louisiana, U.S.

SIAM Symposium on Simplicity in
Algorithms

January 13-14, 2025

New Orleans, Louisiana, U.S.

SIAM Conference on Computational
Science and Engineering
March 3-7, 2025

Fort Worth, Texas, U.S.
Sponsored by the SIAM Activity Group on
Computational Science and Engineering

SIAM International Conference on
Data Mining

May 1-3, 2025

Alexandria, Virginia, U.S.

Sponsored by the SIAM Activity Group on Data
Science

SIAM Conference on Applications of
Dynamical Systems
May 11-15, 2025

Denver, Colorado, U.S.
Sponsored by the SIAM Activity Group on
Dynamical Systems

SIAM Conference on Applied
Algebraic Geometry
July 7-11, 2025

Madison, Wisconsin, U.S.
Sponsored by the SIAM Activity Group on
Algebraic Geometry

The Third Joint SIAM/CAIMS
Annual Meetings

July 28—-August 1, 2025
Montréal, Québec, Canada

SIAM Conference on Control
and Its Applications
July 28-30. 2025

Montréal, Québec, Canada
Sponsored by the SIAM Activity Group on
Control and Systems Theory

SIAM Conference on Computational
Geometric Design
July 28-30, 2025

Montréal, Québec, Canada
Sponsored by the SIAM Activity Group on
Geometric Design

SIAM Conference on Applied and
Computational Discrete Algorithms
July 30—-August 1, 2025

Montréal, Québec, Canada
Sponsored by the SIAM Activity Group on
Applied & Computational Discrete Algorithms

FOR MORE INFORMATION ON SIAM CONFERENCES: siam.org/conferences
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Recently Posted Articles

SIAM REVIEW

Combinatorial and Hodge Laplacians: Similarities
and Differences

Emily Ribando-Gros, Rui Wang, Jiahui Chen,

Yiying Tong, and Guo-Wei Wei

When Data Driven Reduced Order Modeling Meets
Full Waveform Inversion

Liliana Borcea, Josselin Garnier,

Alexander V. Mamonov, and Jorn Zimmerling

Operator Learning Using Random Features:
A Tool for Scientific Computing
Nicholas H. Nelsen and Andrew M. Stuart

MULTISCALE MODELING & SIMULATION:
A SIAM Interdisciplinary Journal

Kinetic Description of Swarming Dynamics with
Topological Interaction and Transient Leaders
Giacomo Albi and Federica Ferrarese

High-Frequency Homogenization for Periodic
Dispersive Media

Marie Touboul, Benjamin Vial, Raphaél Assier,
Sébastien Guenneau, and Richard V. Craster

Multiscale Approach for Variational Problem Joint
Diffeomorphic Image Registration and Intensity
Correction: Theory and Application

Peng Chen, Ke Chen, Huan Han, and Daoping Zhang

SIAM Journal on
APPLIED ALGEBRA and GEOMETRY

Orbit Recovery for Band-Limited Functions
Dan Edidin and Matthew Satriano

Analog Category and Complexity

Ben Knudsen and Shmuel Weinberger
Tangent Space and Dimension Estimation
with the Wasserstein Distance

Uzu Lim, Harald Oberhauser, and Vidit Nanda

SIAM Journal on
APPLIED DYNAMICAL SYSTEMS

Reduction and Reconstruction of the Oscillator
in 1:1:2 Resonance plus an Axially Symmetric
Polynomial Perturbation

Yocelyn Pérez Rothen and Claudio Vidal

Hawkes Process Modelling for Chemical Reaction
Networks in a Random Environment

Mark Sinzger-D’Angelo, Jan Hasenauer,

and Heinz Koeppl

Forward Attraction of Nonautonomous Dynamical
Systems and Applications to Navier—Stokes Equations
Hongyong Cui, Rodiak N. Figueroa-Lépez,

José A. Langa, and Marcelo J. D. Nascimento

SIAM Journal on
APPLIED MATHEMATICS

The Impact of High-Frequency-Based Stability on
the Onset of Action Potentials in Neuron Models
Eduardo Cerpa, Nathaly Corrales, Matias Courdurier,
Leonel E. Medina, and Esteban Paduro

Periodic Dynamics of a Reaction-Diffusion-
Advection Model with Michaelis—Menten Type
Harvesting in Heterogeneous Environments
Yunfeng Liu, Jianshe Yu, Yuming Chen,

and Zhiming Guo

Increasing Stability of the First Order Linearized
Inverse Schrédinger Potential Problem with Integer
Power Type Nonlinearities

Sen Zou, Shuai Lu, and Boxi Xu

SIAM Journal on COMPUTING

Stronger 3-SUM Lower Bounds for Approximate
Distance Oracles via Additive Combinatorics
Amir Abboud, Karl Bringmann, and Nick Fischer
Complexity Classification Transfer for CSPs via
Algebraic Products

Manuel Bodirsky, Peter Jonsson, Barnaby Martin,
Antoine Mottet, and Zaneta Semani$inovd

Resolving Matrix Spencer Conjecture
up to Poly-logarithmic Rank
Nikhil Bansal, Haotian Jiang, and Raghu Meka

SIAM Journal on
CONTROL and OPTIMIZATION

Controlled Martingale Problems and Their Markov
Mimics

Siva Athreya, Vivek S. Borkar, and Nitya Gadhiwala
Local Exact Controllability of the One-Dimensional
Nonlinear Schrédinger Equation in the Case of
Dirichlet Boundary Conditions

Alessandro Duca and Vahagn Nersesyan

Backward Stochastic Differential Equations with
Conditional Reflection and Related Recursive Optimal
Control Problems

Ying Hu, Jianhui Huang, and Wengiang Li

SIAM Journal on
DISCRETE MATHEMATICS

Graphs of Degree at Least 3 with Minimum Algebraic
Connectivity

Maryam Abdi and Ebrahim Ghorbani

Maximum Number of Symmetric Extensions in
Random Graphs

Stepan Vakhrushev and Maksim Zhukovskii

On Powers of Hamilton Cycles in Ramsey—Turan Theory
Ming Chen, Jie Han, Yantao Tang, and Donglei Yang

SIAM Journal on
FINANCIAL MATHEMATICS

A Two-Person Zero-Sum Game Approach for a
Retirement Decision with Borrowing Constraints
Junkee Jeon, Hyeng Keun Koo, and Minsuk Kwak

Option Pricing in Sandwiched Volterra Volatility Model
Giulia Di Nunno, Yuliya Mishura,
and Anton Yurchenko-Tytarenko

Reconciling Rough Volatility with Jumps
Eduardo Abi Jaber and Nathan De Carvalho

SIAM Journal on IMAGING SCIENCES

Restoration Guarantee of Image Inpainting via Low
Rank Patch Matrix Completion

Jian-Feng Cai, Jae Kyu Choi, Jingyang Li,

and Guojian Yin

Inclusion and Estimates for the Jumps of Minimizers
in Variational Denoising

Antonin Chambolle and Michat tasica

Removing the Mask—Reconstructing a Real-Valued
Field on the Sphere from a Masked Field by Spherical
Fourier Analysis

Jan Hamann, Quoc T. Le Gia, lan H. Sloan,

and Robert S. Womersley

SIAM Journal on

MATHEMATICAL ANALYSIS

Stationary Flows of the ES-BGK Model

with the Correct Prandtl Number

Stephane Brull and Seok-Bae Yun

A Free Boundary Problem in an Unbounded Domain
and Subsonic Jet Flows from Divergent Nozzles
Yuanyuan Nie, Chunpeng Wang, and Guanming Gai
On Fully Nonlinear Parabolic Mean Field Games
with Nonlocal and Local Diffusions

Indranil Chowdhury, Espen R. Jakobsen,

and Mitosz Krupski

optimization
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SIAM Journal on
MATHEMATICS of DATA SCIENCE

Improving the Accuracy-Robustness Trade-Off
of Classifiers via Adaptive Smoothing

Yatong Bai, Brendon G. Anderson, Aerin Kim,
and Somayeh Sojoudi

New Equivalences between Interpolation and
SVMs: Kernels and Structured Features
Chiraag Kaushik, Andrew D. McRae,

Mark Davenport, and Vidya Muthukumar
Optimal Dorfman Group Testing for Symmetric
Distributions

Nicholas C. Landolfi and Sanjay Lall

SIAM Journal on
MATRIX ANALYSIS and APPLICATIONS

On Substochastic Inverse Eigenvalue Problems
with the Corresponding Eigenvector Constraints
Yujie Liu, Dacheng Yao, and Hangin Zhang
Low-Rank Plus Diagonal Approximations

for Riccati-Like Matrix Differential Equations
Silvére Bonnabel, Marc Lambert, and Francis Bach

Multichannel Frequency Estimation with Constant
Amplitude via Convex Structured Low-Rank
Approximation

Xunmeng Wu, Zai Yang, and Zongben Xu

SIAM Journal on
NUMERICAL ANALYSIS

Two-Scale Finite Element Approximation

of a Homogenized Plate Model

Martin Rumpf, Stefan Simon, and Christoph Smoch
Numerical Schemes for Coupled Systems

of Nonconservative Hyperbolic Equations

Niklas Kolbe, Michael Herty, and Siegfried Miiller
Error Analysis Based on Inverse Modified
Differential Equations for Discovery of Dynamics
Using Linear Multistep Methods and Deep Learning
Aiging Zhu, Sidi Wu, and Yifa Tang

SIAM Journal on OPTIMIZATION

Minimum Spanning Trees in Infinite Graphs:
Theory and Algorithms

Christopher T. Ryan, Robert L. Smith,

and Marina A. Epelman

Newton-Based Alternating Methods for the Ground
State of a Class of Multicomponent Bose—Einstein
Condensates

Pengfei Huang and Qingzhi Yang

On Minimal Extended Representations of
Generalized Power Cones

Victor Blanco and Miguel Martinez-Antén

SIAM Journal on
SCIENTIFIC COMPUTING

Robust Iterative Method for Symmetric Quantum
Signal Processing in All Parameter Regimes

Yulong Dong, Lin Lin, Hongkang Ni, and Jiasu Wang
Interpolating Parametrized Quantum Circuits

Using Blackbox Queries

Lars Simon, Holger Eble, Hagen-Henrik Kowalski,
and Manuel Radons

The Sparse-Grid-Based Adaptive Spectral Koopman
Method

Bian Li, Yue Yu, and Xiu Yang

FOR MORE INFORMATION ON SIAM JOURNALS: epubs.siam.org/journals




