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Abstract

Low-rank adaptation (LoRA) methods show great potential for scaling pre-trained
general-purpose Large Language Models (LLMs) to hundreds or thousands of
use scenarios. However, their efficacy in high-stakes domains like finance is
rarely explored, e.g., passing CFA exams and analyzing SEC filings. In this paper,
we present the open-source FinLoRA project that benchmarks LoRA methods
on both general and highly professional financial tasks. First, we curated 19
datasets covering diverse financial applications; in particular, we created four novel
XBRL analysis datasets based on 150 SEC filings. Second, we evaluated five
LoRA methods and five base LLMs. Finally, we provide extensive experimental
results in terms of accuracy, F1, and BERTScore and report computational cost in
terms of time and GPU memory during fine-tuning and inference stages. We find
that LoRA methods achieved substantial performance gains of 36% on average
over base models. Our FinLoRA project provides an affordable and scalable
approach to democratize financial intelligence to the general public. Datasets,
LoRA adapters, code, and documentation are available at https://github.com/
Open-Finance-Lab/FinLoRA

1 Introduction

Large language models (LLMs) [49, 50] have demonstrated impressive general capabilities in various
vertical domains, such as finance [42, 22, 17, 1], healthcare [41, 5, 51], law [43], education [20], and
scientific discovery [26, 3]. In the finance sector, LLMs have been applied to tasks such as sentiment
analysis [47], question-response, and stock market prediction [17].

Cost-effective adaptation is critical for applying LLMs to vertical domains like finance, since general-
purpose LLMs lack the specialized knowledge to excel in professional-level tasks. Full fine-tuning
can close such performance gaps but is prohibitive for most organizations due to its computationally
demanding nature. As such, parameter-efficient fine-tuning (PEFT), particularly Low-Rank Adapta-
tion (LoRA) [12] and its variants [7, 29, 46, 13, 19, 4, 31], has emerged as an affordable and scalable
solution. LoRA methods can enhance pre-trained general-purpose LLMs with domain-specific
knowledge and improve performance on downstream tasks [29].

Recent research like FinGPT [22, 23] has applied a quantized LoRA method [7] to general financial
tasks; however, the comparative performance of various LoRA variants in complex, professional-level
financial tasks remains rarely explored. Previous research shows that LLMs are struggling with
professional-level financial tasks, such as analyzing SEC filings [15] and passing financial certificate
exams [2]. A critical area within professional finance involves eXtensible Business Reporting
Language (XBRL) data [34], the de facto global standard for business reporting. Despite XBRL’s
importance, dedicated datasets for related analytical tasks are scarce. This deficiency, coupled with
the need to evaluate different LoRA methods on highly specialized financial tasks, motivates our
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Figure 1: Average performance of base models and LoRA models.

introduction of FinLoRA: a comprehensive benchmark designed to assess LoRA variants across
diverse financial scenarios, with an emphasis on professional XBRL applications.

This paper demonstrates that fine-tuning state-of-the-art LLMs can significantly improve performance
across a range of financial tasks, including specialized XBRL analysis, locally and cost-effectively
using widely accessible GPUs. As illustrated in Fig. 1, our LoRA-adapted models achieve notable
performance improvements over baseline models across four categories of financial tasks. Our main
contributions are summarized as follows:

• We curated 19 financial datasets, including general financial tasks, financial analysis, and
professional-level XBRL tasks. In particular, we created four novel XBRL analysis datasets.
This enables future research to perform rigorous evaluation of LoRA methods in financial tasks.

• We implemented and fairly compared five LoRA methods—including LoRA [12], QLoRA [7],
DoRA [21], rsLoRA [16], and Federated LoRA—by fine-tuning models on financial datasets.
LoRA methods achieved an average increase of 36% in accuracy over baseline models, which
validates the effectiveness of low-rank adaptation and quantization for fine-tuning LLMs.

• We conducted an extensive analysis with 46 rounds of fine-tuning and 194 rounds of evaluations
for LoRA methods from four angles: (i) a comprehensive comparison across different base models
and datasets, (ii) performance on various types of financial tasks, (iii) resource requirements for
fine-tuning and inference, and (iv) practical considerations for LoRA deployment in finance.

Our benchmark is open-sourced at https://github.com/Open-Finance-Lab/FinLoRA.

2 Is Fine-tuning of LLMs Needed on Financial Tasks?

While general-purpose LLMs—such as GPT-4o [14], Llama 3.1 [8], and DeepSeek-
V3 [18]—demonstrate broad NLP competence, their performance often falls short on nuanced
financial tasks [15, 2]. This section discusses three key reasons that underscore the necessity of
fine-tuning, particularly with methods like LoRA, for developing effective financial LLMs: (i) Lack
of High-Quality Financial Data in Pre-Training Datasets. Many pre-training datasets, such as The
Pile [9], primarily draw from general web crawls (e.g., GitHub, arXiv). These sources often under-
represent high-quality, specialized financial data, which may be private and exist in complex formats
(like XBRL). Consequently, to equip LLMs with the understanding required for complex financial
analysis, targeted fine-tuning on curated, domain-specific datasets becomes essential. (ii) General
LLMs’ Failure in Specialized Financial Tasks. General LLMs often struggle with specialized tasks
that demand deep domain-specific knowledge. XBRL analysis provides a clear illustration of these
difficulties: Table 1 details the typical Llama base model’s errors on XBRL questions and its improved
outputs after LoRA fine-tuning. In Question 1, the base model mistags a $2.0 billion value because it
relies on superficial keyword matches (e.g., "equity," "carrying value,") and applies the generic tag
us-gaap:MajorityEquityInterest, ignoring the context "under the equity method." In Question 2, the
base model incorrectly selects a tag referencing the value 1,209,000,000 by matching the keyword
"Equity" and also ignores the decimals="-6" attribute. (iii) Cost and Time. As shown in Table 5, the
training-from-scratch approach of BloombergGPT [42], which reportedly cost $2.7 million and took
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Table 1: Case study—XBRL tagging (Google 10-Q 2025-Q1) and XBRL formula calculation
(Travelers 10-K FY-2023)—from base Llama 3.1 8B Instruct and our LoRA fine-tuned version.

Question 1 What is the appropriate XBRL US-GAAP tag for “2.0” in “...equity
securities accounted for under the equity method had a carrying
value of approximately $2.0 billion” ?

Llama 3.1 8B us-gaap:MajorityEquityInterest

Llama 3.1 8B LoRA (8bit r8) us-gaap:EquityMethodInvestments

Ground truth us-gaap:EquityMethodInvestments

Question 2 What is Travelers Companies Inc’s Equity Multiplier for FY 2023?
(Answer with a formula substituted with values.) {XBRL Context}

Llama 3.1 8B (1,209,000,000 / 249,210,000,000)

Llama 3.1 8B LoRA (8bit r8) 125, 978, 000, 000 / 249, 210, 000, 000

Ground truth 125, 978, 000, 000 / 249, 210, 000, 000

53 days to train (Table 5), is economically nonviable for most organizations. In contrast, fine-tuning
existing foundational models using LoRA methods is significantly more accessible and time-efficient.

3 FinLoRA Benchmark

3.1 Benchmark Tasks, Datasets, and Metrics

As displayed in Table 2, we consider four types of tasks: general financial tasks, financial certificate,
financial reporting, and financial statement analysis.

Public Financial Datasets FinLoRA includes 15 public financial datasets. (i) Sentiment analysis
(SA): Financial Phrase Bank (FPB) [28], Financial QA Sentiment Analysis (FiQA SA) [27], Twitter
Financial News Sentiment (TFNS) [33], and News with GPT Instruction (NWGI) [23], each with
financial text from news or tweets and sentiment labels. (ii) Headline analysis: The Headline
dataset [37] classifies financial headlines based on various questions into two classes: "yes" and "no".
(iii) Named-entity recognition (NER): NER dataset [35] annotates one entity per sentence, categorized
into one of three classes: "location", "person", and "organization". (iv) Financial certificate: CFA
Level I, II, and III, and CPA Regulation. (v) Financial reporting: XBRL Terminology [10], Financial
Numeric Entity Recognition (FiNER) [25], and Financial Numeric Extreme Labeling (FNXL) [36].
(vi): Financial statement analysis: Financial Math [10] and FinanceBench [15, 10].

Newly-added XBRL Analysis Datasets We introduce 4 novel XBRL analysis datasets, i.e.,
extracting and analyzing SEC financial reports in XBRL format. These question-answering datasets,
derived from the 2019-2023 annual reports of Dow Jones 30 companies, provide each example with a
question, a relevant filtered XBRL text segment as source material, and a ground truth answer. The
datasets cover four distinct task types: (i) XBRL tag extraction involves extracting a specific XBRL
tag from a raw XBRL text segment given a natural language description of the tag. (ii) XBRL value
extraction focuses on extracting a numeric value from the raw XBRL text segment given a natural
language description of the value. (iii) XBRL formula construction tasks the LLM to first identify
and select multiple relevant facts (and their corresponding XBRL tags) from the XBRL data, and
then construct a standard financial formula (e.g., Net Profit Margin, Quick Ratio) using these selected
tags as components. (iv) XBRL formula calculation builds on the previous task and requires the
LLM to substitute the actual numeric values into the formula and compute the final result.

Dataset Construction Pipeline Initially, we classified financial tasks into nine categories, creating
a training set for each to develop category-specific LoRA adapters per configuration. The four novel
XBRL analysis datasets were constructed using XBRL-formatted 10-K annual reports from Dow
Jones 30 companies (2019-2023). For these, we generated the four aforementioned types of questions
by applying five distinct templates to consolidated, company-specific facts. To ensure contextual
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Table 2: Benchmark tasks and datasets.

Datasets Types #Train/#Test

Average
Prompt
Length Metrics

Sources
& License

General Financial Tasks (Total: 122.9k/31.7k)

FPB [28] Sentiment Analysis 3.1k/970 56 Accuracy, F1 HF, CC BY-SA 3.0

FiQA SA [27] Sentiment Analysis 822/234 48 Accuracy, F1 HF MIT

TFNS [33] Sentiment Analysis 9.5k/2.4k 52 Accuracy, F1 HF MIT

NWGI [22] Sentiment Analysis 12.9k/4.1k 81 Accuracy, F1 HF MIT

Headline [37] Headline Analysis 82.2k/20.5k 43 Accuracy, F1 HF CC BY-SA 3.0

NER [35] NER 13.5k/3.5k 138 Accuracy, F1 HF CC BY-SA 3.0

Financial Certificate Tasks (Total: 472/346)

CFA Level I Analyst Exam 180/90 181 Accuracy, F1 Internet
(Public; Not

Released Due to
Copyright)

CFA Level II Analyst Exam 88/77 1.0k Accuracy, F1
CFA Level III Analyst Exam 80/78 961 Accuracy, F1
CPA REG Accountant Exam 124/101 147 Accuracy, F1

Financial Reporting Tasks (Total: 15.9k/8.3k)

FiNER-139 [25] XBRL Tagging 10.0k/7.4k 1.8k Accuracy, F1 HF CC BY-SA 4.0

FNXL [36] XBRL Tagging -/247 7.1k Accuracy, F1 GitHub Public

XBRL Term [10] Terminology 5.9k/651 25 BERTScore GitHub MIT

Financial Statement Analysis Tasks (Total: 27.9k/7.3k)

Financial Math [10] Math 800/200 116 Accuracy GitHub MIT

FinanceBench [15, 10] Math 86/43 983 BERTScore GitHub CC BY-NC 4.0

Tags Extraction XBRL Analysis 10.1K/2.9k 3.8k Accuracy, F1 HF MIT

Values Extraction XBRL Analysis 10.1k/2.5k 3.8k Accuracy, F1 HF MIT

Formula Construction XBRL Analysis 3.4K/835 3.8k Accuracy, F1 HF MIT

Formula Calculation XBRL Analysis 3.4K/835 3.8k Accuracy, F1 HF MIT

relevance, XBRL file segments were automatically filtered based on pertinent factors like year and
reporting axes. Further details on the XBRL dataset creation and the processing of other public
datasets are available in Appendix A.

Metrics For all general financial tasks, financial analysis, XBRL tagging, financial math, and
XBRL analysis tasks, we use Exact Match (EM) to evaluate the LLMs’ output and report both the
accuracy and weighted F1 score (in the supplementary materials). For XBRL Term and FinanceBench,
we report BERTScore F1 [48] instead. We also report the average of scores across the tasks with
BERTScore F1 multiplied by 100.

3.2 Base Models and LoRA Methods

Base Models We benchmark two models for both base model and LoRA fine-tuning perfor-
mance—Llama 3.1 8B Instruct [8] and Gemini 2.0 Flash Lite [39]. We also evaluated three additional
models—Llama 3.1 70B Instruct [8], DeepSeek V3 [18], and GPT-4o [14]—as base models only.

LoRA Methods We considered the following five popular LoRA methods.

• (Vanilla) LoRA: Low-rank adaptation (LoRA) [12] is a parameter-efficient fine-tuning method that
preserves the weights of the pre-trained model and introduces a smaller set of trainable weights.
The updated weights follow the low-rank decompositions ∆W = γrBA, where γr is a scaling
factor (γr = α

r with α > 0 and rank r > 0), A ∈ Rr×k and B ∈ Rd×r are trainable parameters,
and W0 ∈ Rd×k denote the pre-trained weights. During the fine-tuning stage, the forward pass is
y =

(
W0 + γrBA

)
x = W0x + γrBAx.

• QLoRA. Quantized LoRA (QLoRA) [7] further reduces memory usage by using 4-bit quantization.
During fine-tuning, all weights of the pre-trained model are quantized to 4 bits. Weights will be
dynamically dequantized back to 16 bits when performing computation with the input sequence x
and the adapter matrix A and B, which remain in 16-bit precision throughout the process, where
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y = p16(W
NF4
0 )x + γrBAx. The process is similar in the inference stage, where the merged

weights W are loaded in 4-bit precision.

• DoRA. Weight-Decomposed Low-Rank Adaptation (DoRA) [21] decomposes W0 ∈ Rd×k into a
column-wise magnitude vector m ∈ R1×k and a direction matrix V ∈ Rd×k, where m = ∥W0∥c
(with ∥ · ∥ being column-wise norm) and V = W0. Only the direction matrix receives updates
through LoRA. The magnitude vector is updated separately. DoRA can achieve accuracy close to
that from full fine-tuning while keeping the same parameter count as LoRA.

• rsLoRA. Vanilla LoRA uses a scaling factor α/r, which may cause gradients to explode or
diminish as the rank r increases. Rank-Stabilized LoRA (rsLoRA) [16] uses a scaling factor α/

√
r:

W ′ = W0 +
α√
r
BA. This scaling results in gradient-scale stability at higher ranks, enabling the

rank to be higher for long-context tasks like XBRL analysis.

• LoRA with Federated Learning. In the finance sector, multiple institutions may want to collabo-
rate using their own proprietary datasets, but they cannot share their data due to compliance reasons
and privacy concerns. Federated learning solves this issue by fine-tuning a model on local data and
aggregating LoRA updates to a central node.

3.3 Benchmark Angles

Angle I: LoRA Methods’ Performance on Financial Datasets We seek to learn which LoRA
method is most effective in financial tasks, in terms of both category-specific and overall performance,
and how these LoRA fine-tuned models perform compared to existing state-of-the-art (SOTA) models.
We fine-tuned Llama 3.1 8B Instruct using LoRA, QLoRA, rsLoRA, and DoRA, representing open-
source models and fine-tuning approaches, and fine-tuned Gemini 2.0 Flash Lite using Google’s
proprietary fine-tuning methods as a baseline representing closed-source counterparts.

Angle II: LoRA Suitability for Financial Tasks We wish to investigate how the benefits of LoRA
fine-tuning vary across different financial tasks. This angle is motivated by the need to identify which
specific applications (e.g., sentiment analysis, XBRL tagging, XBRL analysis) are most responsive to
fine-tuning, and what properties of the datasets cause this.

Angle III: Resources of LoRA Fine-tuning and Inference We aim to compare which LoRA
methods, out of the tested methods, are the most cost-effective in fine-tuning and compare the
fine-tuning cost to closed-source fine-tuning services. We are also motivated to measure and compare
the inference speeds of LoRA-fine-tuned models against their larger base model counterparts. The
goal is to quantify the potential for reduced latency and increased throughput, which are critical for
real-time financial applications and operational efficiency.

Angle IV: Practical Considerations for LoRA Deployment in Finance To assess the viability of
deploying LoRA-fine-tuned models in real-world financial scenarios, we investigate two key concerns:
(i) Data Privacy in Collaborative Training: While local LoRA fine-tuning enhances data protection,
collaborative model training across multiple institutions often requires approaches like Federated
Learning to preserve the privacy of proprietary training data. We investigate this by simulating data
distribution across several nodes and evaluating LoRA fine-tuning performance against centralized
training. (ii) Catastrophic Forgetting: Fine-tuning can risk degrading a model’s pre-existing general
knowledge and capabilities. To quantify this, we evaluate our LoRA-fine-tuned models on established
general-domain benchmarks, such as MMLU [11], measuring any performance changes on tasks
outside their financial fine-tuning scope.

4 Benchmark Results

Setup Our experiments were conducted on four NVIDIA A5000 GPUs. For closed-source models,
we employed various inference and fine-tuning APIs. For each LoRA method, we fine-tuned 9 LoRA
adapters based on their respective training sets merged by task categories. We used a learning rate of
1e-4 and a batch size of 2–8 based on prompt length (Refer to Appendix C for details). For inference,
we used a temperature of 0.0. Overall, we conducted 46 rounds of fine-tuning and 194 rounds of
evaluations to benchmark these LoRA methods from different angles.
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Figure 2: Task suitability.

4.1 Angle I: LoRA Methods Performance on Financial Datasets

Comparative Performance of LoRA Variants Table 4 shows the performance of base models
and different LoRA fine-tuned models. Vanilla LoRA (8-bit, rank 8) achieves the highest overall
average score (74.74), a 37.69% increase over the Llama 3.1 8B base model’s 37.05. Fig. 1 shows the
performance by category. Vanilla LoRA outperforms other LoRA variants in general financial tasks,
while rsLoRA leads in financial analysis, financial reporting, and financial statement analysis.

rsLoRA Performs Better at High Ranks rsLoRA scales with α/
√
r instead of α/r to prevent

gradient exploding or vanishing at large ranks. We set r = 8 for memory efficiency. rsLoRA just
slightly underperforms against LoRA and QLoRA. The rsLoRA paper’s experiments [16] led to
lower perplexity at higher ranks (e.g., r = 64). This lower perplexity and the fact that higher rank
LoRA captures more details suggest rsLoRA’s benefits are primarily exploited at high ranks.

DoRA Benefits from Two Learning Rates DoRA performed worse than the other three LoRA
methods. We used the same learning rate for updating the magnitude vector and direction matrix.
However, as shown in Table 4, this can lead to sub-optimal performance in some cases due to the
gradient scales being different between the two types of updates in DoRA. This leads to DoRA
sometimes under-training the magnitude vector in our experiments, which uses the same low learning
rate. Thus, DoRA may achieve higher performance if the magnitude vector has its own learning rate
that is higher than the low-rank update’s learning rate.

LoRA-Tuned Llama 3.1 8B vs. Baseline Models and Gemini Fine-Tuned Compared to SOTA
base LLMs, the LoRA-tuned Llama 3.1 8B Instruct models generally show superior performance
across most datasets, with NWGI and FNXL being the exceptions. Against another fine-tuned
baseline, the Gemini 2.0 FL fine-tuned model, this Gemini model excels in general financial tasks
and XBRL data reporting. However, our Llama 3.1 8B Instruct LoRA variants demonstrate stronger
average performance in financial analysis and XBRL data analysis tasks.

4.2 Angle II: Financial Task LoRA Suitability

Fig. 2 highlights LoRA’s varying effectiveness across different financial tasks. A key observation
is the contrast in LoRA method improvements between XBRL Analysis tasks and FinanceBench.
Although both aim to analyze financial statements, tasks based on XBRL data demonstrate substantial
LoRA-induced performance improvements, whereas FinanceBench exhibits minimal gains. This
disparity underscores XBRL’s superior suitability for financial statement analysis. The standardized
semantics and taxonomy inherent in XBRL likely provide a more structured and consistent learning
environment for LLMs, facilitating more effective adaptation compared to FinanceBench, which relies
on OCR-processed PDF data lacking such rich, standardized metadata. These findings emphasize the
crucial role of XBRL in enabling effective LLM integration for financial report analysis.
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Table 4: Performance on financial tasks: accuracy in blue, F1 in gray, and BERTScore F1 in green.

Datasets

Base Models Fine-tuned Models

Llama 3.1 Llama 3.1 DeepSeek GPT- Gemini 2.0 Llama 3.1 Llama 3.1 Llama 3.1 Llama 3.1 Gemini
8B [8] 70B [8] V3 [18] 4o [14] FL [39] 8B 8B 8B 8B 2.0 FL

LoRA QLoRA DoRA rsLoRA N/A
8bit-r8 4bit-r4 8bit-r8 8bit-r8 N/A

General Financial Tasks

FPB 68.73
0.677

74.50
0.736

78.76
0.764

81.13
0.818

81.02
0.894

85.64
0.922

84.16
0.909

81.93
0.901

82.84
0.853

87.62
0.878

FiQA SA 46.55
0.557

47.27
0.565

60.43
0.686

72.34
0.773

68.09
0.810

81.28
0.884

78.30
0.874

78.72
0.874

73.19
0.806

88.09
0.879

TFNS 69.97
0.683

68.42
0.686

84.38
0.846

73.32
0.740

26.38
0.385

88.02
0.932

83.84
0.910

59.09
0.702

59.51
0.655

89.49
0.896

NWGI 43.86
0.583

50.14
0.596

7.44
0.097

66.61
0.656

48.16
0.614

54.16
0.690

49.96
0.645

19.57
0.281

35.80
0.464

62.59
0.581

NER 48.89
0.569

46.28
0.454

40.82
0.360

52.11
0.523

65.13
0.769

98.05
0.981

96.63
0.966

71.59
0.834

95.92
0.963

97.29
0.973

Headline 45.34
0.558

71.68
0.729

76.06
0.779

80.53
0.814

76.60
0.847

84.66
0.852

88.03
0.886

64.93
0.781

71.75
0.828

97.32
0.973

Financial Certificate Tasks

CFA
Level 1

13.33
0.133

42.22
0.418

54.44
0.556

63.33
0.631

55.56
0.556

86.67
0.867

87.78
0.878

87.78
0.878

87.78
0.878

52.22
0.530

CFA
Level 2

19.48
0.199

29.87
0.303

46.75
0.485

55.84
0.563

56.67
0.567

88.31
0.883

83.12
0.835

90.91
0.909

92.21
0.922

51.11
0.519

CFA
Level 3

16.67
0.179

24.36
0.271

47.44
0.496

51.28
0.517

52.56
0.538

70.51
0.705

66.67
0.675

69.23
0.697

79.49
0.795

51.28
0.557

CPA
REG

31.68
0.317

41.58
0.426

65.35
0.654

67.33
0.667

63.37
0.638

80.20
0.802

88.12
0.885

90.10
0.901

90.10
0.901

51.28
0.557

Financial Reporting Tasks

FiNER 21.28
0.232

61.82
0.606

68.92
0.699

72.29
0.725

63.91
0.638

74.10
0.759

74.32
0.760

70.92
0.732

70.72
0.724

80.32
0.802

FNXL 3.64
0.045

20.14
0.210

27.33
0.288

42.41
0.398

37.75
0.356

23.57
0.250

23.05
0.253

33.50
0.311

35.68
0.348

47.98
0.438

XBRL
Term 0.574 0.587 0.573 0.584 0.572 0.599 0.606 0.606 0.630 0.666

Financial Statement Analysis Tasks

Tag
Extraction

69.16
0.739

69.64
0.782

85.03
0.849

81.60
0.864

80.27
0.811

89.13
0.886

86.89
0.872

80.44
0.896

85.26
0.879

85.03
0.907

Value
Extraction

52.46
0.565

88.19
0.904

98.01
0.982

97.01
0.974

98.02
0.980

98.49
0.986

97.14
0.974

98.57
0.988

99.13
0.992

99.20
0.992

Formula
Construction

12.92
0.201

59.28
0.665

22.75
0.315

79.76
0.820

61.90
0.644

77.61
0.876

89.34
0.898

88.02
0.882

89.46
0.893

67.85
0.786

Formula
Calculation

27.27
0.317

77.49
0.783

85.99
0.868

83.59
0.857

53.57
0.536

98.68
0.990

92.81
0.947

98.92
0.993

98.80
0.988

54.76
0.548

Finance
Bench 0.443 0.528 0.573 0.564 0.552 0.511 0.542 0.477 0.575 0.544

Financial
Math

11.00
0.136

10.50
0.134

21.50
0.255

27.00
0.296

19.00
0.204

30.00
0.332

26.50
0.307

28.50
0.317

34.50
0.370

66.00
0.785

Overall Average (Using BERTScore F1 × 100)

Aggregated 37.05 52.36 57.16 63.39 58.97 74.74 74.29 69.53 73.82 71.08
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Table 5: Comparison of fine-tuning cost. GPT-4o
cost is estimated based on 4 epochs of fine-tuning at
OpenAI fine-tuning pricing [32].

Models Time GPUs
Est. Cost

(USD)

BloombergGPT [42] 53 days 512×A100 $2.7 M

LoRA 14.9h 4 × A5000 $15.50
QLoRA 14.1h 4 × A5000 $14.66
DoRA 15.9h 4 × A5000 $16.54
rsLoRA 14.5h 4 × A5000 $15.11

Gemini 2.0 FL 8.8h - $162.02
GPT-4o-mini - - $312.00

Figure 3: Average inference time of LoRA
fine-tuned Llama 3.1 8B and LoRA fine-
tuned Gemini 2.0 FL across tasks

FiNER
FNXL

Sentiment Analysis NER

Headline Analysis

FinancialMath
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FinanceBench
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Table 6: Accuracy on MMLU & GSM8K bench-
marks for Llama 3.1 8B base and eight LoRA
adapters. Scores are colored relative to base: gray
(same), green (higher), red (lower)

Dataset Llama
3.1 8B
(base)

Llama 3.1 8B Adapters

LoRA
8bit-r8

QLoRA
4bit-r4

DoRA
8bit-r8

rsLoRA
8bit-r8

MMLU [11]
(Sentiment) 0.229 0.229 0.229 0.229 0.229

MMLU
(FiNER) 0.229 0.229 0.229 0.229 0.229

GSM8K [6]
(Sentiment) 0.011 0.014 0.014 0.011 0.011

GSM8K
(FiNER) 0.011 0.011 0.014 0.011 0.016

Table 7: Performance comparison of central
LoRA and LoRA federated learning using four
nodes on sentiment analysis tasks: accuracy
(blue) and F1 score (gray).

Llama 3.1
8B 8bit-r8 FPB FiQA SA TFNS NWGI

Base 68.73 46.55 69.97 46.58
0.677 0.557 0.683 0.412

Central
(LoRA)

89.11 88.09 91.96 61.92
0.941 0.923 0.955 0.748

FedAvg [30] 82.43 76.17 73.41 56.02
0.902 0.860 0.842 0.698

4.3 Angle III: Resource Usage and Performance Trade-offs of LoRA methods

Table 5 details the computational costs of LoRA fine-tuned models. Using four NVIDIA A5000
GPUs, the wall-clock time for fine-tuning ranged from 14.1 hours (QLoRA) to 15.9 hours (DoRA),
corresponding to a total of approximately 56.4 to 63.6 GPU hours. At an estimated rate of $0.26
per GPU hour, this translates to a cost of roughly $14.66 to $16.54. This is substantially more
cost-effective than fine-tuning services from providers like Google or OpenAI. Figure 3 illustrates
the inference time of fine-tuned models on various datasets. Gemini API generally exhibits lower
inference latency and is less sensitive to increasing prompt lengths than local Llama 3.1 8B Instruct
inference, even when accounting for network overhead for the API. However, the inference speed of
locally deployed Llama models can be significantly enhanced through the use of larger batch sizes.

4.4 Angle IV: Practicability of Applying LoRA in Real-world Financial Scenarios

Federated LoRA The sensitive nature of financial data necessitates privacy-preserving techniques
like Federated Learning for collaborative training. To explore this, we evaluated Federated LoRA [38],
with results presented in Table 7. Our experimental setup simulated a four-node environment
employing the FedAvg algorithm [30], where the sentiment analysis dataset was partitioned across
these nodes. The performance of this approach was benchmarked against both the base Llama model
and standard centralized LoRA fine-tuning. While Federated LoRA did not match the performance
levels of centralized LoRA, the results demonstrate a notable improvement compared to the base
Llama model.

Catastrophic Forgetting A major concern with PEFT is that fine-tuning on domain-specific
tasks leads to the model forgetting pre-training knowledge. To investigate this, we evaluated eight
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adapters—covering both sentiment and FiNER tasks and all four LoRA variants—as well as the
Llama 3.1 8B Instruct base model on two out-of-domain benchmarks, MMLU [11] and GSM8K [6].
We used a zero-shot, no chain-of-thought setting to isolate stored knowledge. Table 6 shows identical
MMLU accuracy across all adapters and the base model, and equal or higher scores on GSM8K.
Hence, at the ranks r we tested (4 and 8) with α:r equal to 8:1 or 4:1, we observe that LoRA does
not exhibit catastrophic forgetting. In fact, the slight GSM8K performance improvements hint at
cross-domain knowledge transfer—fine-tuning on financial data may improve the model’s numerical
reasoning skills.

5 Related Works

5.1 Financial LLMs and Benchmarks

BloombergGPT [42] is the first LLM specialized for the financial domain. The-50-billion parameter
model was trained from scratch using a mix of financial and general datasets. The evaluation was
conducted on a series of financial tasks including sentiment analysis, named entity recognition
(NER), and question answering (QA) as well as general benchmarks, showing performance exceeding
comparable models on financial tasks and strong performance on general tasks.

FinGPT [22, 24, 23] aims to provide a customized and personalized financial LLM. Instead of training
from the ground up, FinGPT applied LoRA fine-tuning on open-source LLMs using general financial
training sets. Performance evaluation displayed noticeable improvement over the base model, even
surpassing that of BloombergGPT, while having substantial memory reduction and training speedup
compared to training-from-scratch.

FinBen [44] and PIXIU [45] are financial benchmarks that offer a broad array of curated datasets.
Benchmarking various general LLMs, they conclude that while LLMs demonstrate strong capabilities
in textual analysis, they face challenges with advanced reasoning and complex financial problem-
solving.

5.2 Parameter-Efficient Fine-Tuning (PEFT) with Low-rank Adaptation (LoRA) Methods

Full fine-tuning, which fine-tunes the full parameters of an LLM, is extremely computationally
expensive. Parameter-efficient fine-tuning (PEFT) was proposed to reduce the number of trainable
parameters by only fine-tuning a small number of model parameters [29]. Low-rank adaptation
(LoRA) [12] is a widely used PEFT method that inserts a smaller set of pluggable low-rank trainable
weights. The performance of downstream tasks after LoRA fine-tuning is comparable to that of full
fine-tuning. Quantized LoRA (QLoRA) [7] quantizes the LLM to 4 bits and applies LoRA fine-tuning
on such a model. QLoRA can significantly reduce GPU memory usage.

5.3 LoRA Methods with Federated Learning

In the financial domain, private training data might be spread across multiple institutions. To fine-
tune LLMs with non-centralized data, federated learning is needed. Several research papers have
applied LoRA on federated learning, such as PrivateLoRA [40] and Federated Freeze A LoRA
(FFA-LoRA) [38].

6 Conclusion and Future Work

In this paper, we present FinLoRA, a benchmark that evaluates LoRA methods on both general
and highly specialized financial tasks. We curated 19 diverse datasets covering a wide range of
financial applications. Our study includes 46 rounds of fine-tuning and 194 rounds of evaluation
to thoroughly assess and analyze commonly used LoRA methods. FinLoRA offers insights into
overall performance, task-specific results, resource requirements for fine-tuning and inference, and
practical considerations for real-world deployment—including data privacy in collaborative training
and catastrophic forgetting. Our results demonstrate that fine-tuning can significantly enhance the
effectiveness of LLMs on financial tasks. Additionally, FinLoRA provides a comprehensive collection
of datasets with baseline results, laying a solid foundation for future research in this field. Moving
forward, we plan to expand FinLoRA by incorporating additional LoRA methods into the project.
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