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Abstract

The classical iteratively reweighted least-squares (IRLS) algorithm aims to re-
cover an unknown signal from linear measurements by performing a sequence of
weighted least squares problems, where the weights are recursively updated at each
step. Varieties of this algorithm have been shown to achieve favorable empirical
performance and theoretical guarantees for sparse recovery and ωp-norm mini-
mization. Recently, some preliminary connections have also been made between
IRLS and certain types of non-convex linear neural network architectures that are
observed to exploit low-dimensional structure in high-dimensional linear models.
In this work, we provide a unified asymptotic analysis for a family of algorithms
that encompasses IRLS, the recently proposed lin-RFM algorithm (which was
motivated by feature learning in neural networks), and the alternating minimization
algorithm on linear diagonal neural networks. Our analysis operates in a “batched”
setting with i.i.d. Gaussian covariates and shows that, with appropriately chosen
reweighting policy, the algorithm can achieve favorable performance in only a
handful of iterations. We also extend our results to the case of group-sparse re-
covery and show that leveraging this structure in the reweighting scheme provably
improves test error compared to coordinate-wise reweighting.

1 Introduction

Many high-dimensional machine learning and signal processing tasks rely on solving optimization
problems with regularizers that explicitly enforce certain structure on the learned parameters. The
traditional formulation for such tasks involves a regularized empirical risk minimization (ERM)
problem of the form

min
ω→Rd

L(ω) + εR(ω), (1)

where L(·) is a loss function that encourages fidelity to the observed training data and R(·) encodes
desirable structural properties. In many important applications, it is desirable to obtain a sparsity-
seeking solution; in such cases, the regularizer is typically non-smooth, as in the LASSO, group
LASSO, and nuclear norm regularizers. As an alternative approach to this non-smooth optimization,
several recent works have proposed the “Hadamard over-parameterization” of ω into the entry-
wise product of two factors u → v. While the resulting minimization problem is non-convex, this
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parameterization, coupled with a smooth regularizer, has been shown to achieve competitive empirical
performance (in terms of numerical stability, robustness, and convergence rate) when compared to
traditional sparse recovery algorithms [13, 25]. For example, rather than solving the convex, but non-
smooth LASSO (where L is the squared loss and R is the ω1 norm), the Hadamard reparameterization
yields the following non-convex and smooth formulation:

min
u,v→Rd

L(u→ v) +
ε

2
(↑u↑22 + ↑v↑22). (2)

In the case where the regression function is linear in ω, solving (2) is equivalent to learning a function
of the form

fu,v(x) = ↓x,u→ v↔ = ↓diag(v)x,u↔,
which can be thought of as a one hidden layer neural network with linear activation function and inner
weight matrix diag(v). In this context, this linear diagonal neural network (LDNN) architecture has
also been studied as an illustrative case study to improve our understanding of how neural networks
perform iterative “feature learning” to leverage low-dimensional structure in high-dimensional
settings [34, 23]. We note here that, in the linear model case, feature learning is equivalent to learning
which subset of the input’s coordinates are relevant for the true predictor (i.e., feature selection).

One way to understand the connection between classical sparse recovery algorithms and the Hadamard
product/LDNN form in (2) is to consider the change of variable vi ↗

↘
ϑi and ui ↗ ωi↑

εi
[25]. This

yields the following optimization problem, which is jointly convex in ε and ω:

min
ω→Rd

min
ε→Rd

+

L(ω) +
ε

2

d∑

i=1

(
ϖ2i
ϑi

+ ϑi

)
. (3)

After solving the minimum over ε explicitly, the second term becomes exactly ε↑ω↑1, and we recover
the Lasso objective. This is a special case of the so-called “eta-trick” [1], which can be used to write
many common sparsity-inducing penalties as the minimization of a quadratic functional of ω.

A variety of algorithms for learning Hadamard product parameterizations have recently been studied,
including alternating minimization [13], bi-level optimization [25], and joint gradient descent on
(u,v) [34]. The connection to the (ω,ε) optimization in (3) can also be leveraged to construct
algorithms based on classical sparse recovery techniques. In particular, alternating minimization
over ω and ε in (3) yields the popular iteratively reweighted least-squares (IRLS) algorithm [11, 9].
Translating these updates to the equivalent updates on (u,v), we obtain an iterative least-squares
algorithm for LDNNs, which alternately sets v(t+1) =

√
|u(t) → v(t)| and performs a weighted least

squares update on u. This particular form of reparameterized IRLS was generalized in [28] to a
larger family of iterative least-squares algorithms under the name of linear recursive feature machines
(lin-RFM).

While several methods for learning Hadamard/LDNN parameterizations have been introduced in the
literature, there remain many open questions about how they each perform and how they compare.
Theoretical analyses of these algorithms typically assume fixed, possibly worst-case training data,
and aim to characterize the properties of the fixed-points [28, 34] or give convergence guarantees
to second-order stationary points [25]. However, these worst-case analyses do not readily yield
guarantees on the estimation error, which is the principal metric of interest. Indeed, many works have
shown that studying the average-case, or typical, behavior of non-convex optimization algorithms
can allow for estimation guarantees that are more precise and reflective of practice [14, 18, 7].

In this paper, we provide a precise analysis of a general family of iterative algorithms for learning
LDNNs that take the form

u(t+1) = arg min
u→Rd

1

n

∥∥∥∥y
(t) ≃ 1↘

d
X(t)(u→ v(t))

∥∥∥∥
2

2

+
ε

d
↑u↑22

v(t+1) = ϱ(u(t+1),v(t)),

for some reweighting function ϱ and batches of training data (X(t),y(t)). As we show in Section 2,
this formulation encompasses multiple existing algorithms, including reparameterized IRLS, lin-RFM,
and alternating minimization over u and v. We consider the common scenario where training is
performed with batches of data and characterize the exact distribution of the parameters after each
iteration in the high-dimensional limit (n, d) ↗ ⇐. This allows us to address questions such as
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• How do different algorithm choices compare (in terms of convergence and signal recovery)
in the high-dimensional regime?

• How many iterations does it take common algorithms to find statistically favorable solutions?
• What is the effect of model architecture in LDNNs? Does leveraging group structure

provably improve sample complexity when the ground-truth signal is group-sparse?

Contributions: We define a general class of algorithms which learns LDNNs by alternately
performing least-squares and reweighting steps in a sample-split/batched setting, and we show the
following.

(1) Under mild assumptions on the target signal, initialization, and reweighting function, we provide
an exact characterization of the distribution of the entries of the parameters at each iteration in the
limit as n, d approach infinity (Theorem 1).

(2) We show that this asymptotic result aligns well with numerical simulations and allows for accurate
prediction of the test error at each iteration. This enables rigorous comparison between different
algorithms and demonstrates that, with appropriate reweighting schemes, a statistically favorable
solution can be obtained in only a handful of iterations.

(3) Lastly, we extend our asymptotic framework to a setting of structured sparsity, where ω↓ has group-
sparse structure (Theorem 2). Our results show that using a grouped Hadamard parameterization (i.e.,
tying together groups of weights in the LDNN) effectively learns such signals, with performance
scaling with the number of non-zero groups, rather than the total sparsity level.

1.1 Related work

IRLS and the ϑ-trick: The reformulation of non-smooth regularizers in terms of quadratic variational
forms (the “ϑ-trick”) has been studied in various early works in computer vision and robust statistics
[12, 4]. Further analysis and examples of sparsity-promoting norms are provided in [20, 2], and
[25] provides a characterization of when a regularizer admits a variational form of this type. The
resultant optimization algorithm is iteratively-reweighted least-squares (IRLS), a popular technique
for compressive sensing and sparse recovery [11, 9]. These works also consider IRLS algorithms
corresponding to ωp-norm regularization for 0 < p < 1; in this case, the minimization is no longer
convex, but [11] shows that such methods can find sparse solutions with fast local convergence rate.
The family of algorithms we consider includes a reparameterized version of each of these IRLS
algorithms, but unlike these prior works, we consider a batched setting and the high-dimensional
asymptotic regime. Moreover, our results apply to other algorithms which may not be easily expressed
as resulting from the ϑ-trick.

Hadamard parameterization and linear diagonal networks: The reparameterization of ω into
the product of factors u → v has been considered in a variety of recent works. The authors of
[31, 35] show that early-stopped joint gradient descent over the two factors can lead to optimal
sample complexity for sparse linear regression. The equivalence of this parameterization to LDNNs
has also led to a surge of interest in the implicit bias of gradient descent/flow on this parameterization,
i.e., a characterization of which solution gradient descent will reach without explicit regularization
(corresponding to ε = 0). These works typically consider gradient flow run until completion and
characterize the solution as a minimizer of a certain sparsity-inducing functional that depends on the
initialization [34, 10, 23].

The connection between the LASSO (as well as some non-convex ωq penalties) and the Hadamard
parameterization was studied in [13], where alternating minimization over the two factors is used
instead of first-order methods. More recently, [25] extends these observations by making explicit the
connection to the ϑ-trick and showing that saddle points are strict (escapable). These insights lead to
global convergence guarantees and a smooth bi-level optimization scheme [25, 26] for non-smooth
structured optimization problems that was shown to perform competitively with state-of-the-art
solvers. The non-convex landscape of such formulations is further explored in [15], where it is
shown that for a large class of parameterizations (including grouped, deep, and fractional Hadamard
products), the non-convex problem has no spurious local minima. Motivated by the type of feature
learning observed in neural networks, the authors of [28] propose lin-RFM, which updates one of the
parameters via weighted least-squares while iteratively updating the other parameter via a reweighting
scheme based on the average gradient outer product of the learned function. The authors characterize
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properties of the fixed-points and show that, for certain reweighting schemes, lin-RFM is equivalent
to a reparameterization of IRLS. The family of algorithms we consider is similar, consisting of a
weighted least-squares step and a reweighting step; however, it is more general and doesn’t require
the reweighting function to have the particular form required by lin-RFM. Moreover, our asymptotic
characterization of the iterates allows for a precise understanding of how the test error evolves. On
the other hand, our analysis relies on batching/sample-splitting of training data while all of the above
works reuse the entire batch of training data at each iteration.

We make particular note here of the few works which explicitly consider a “grouped” Hadamard
parameterization, which we consider in Section 4. This corresponds to a LDNN with groups of tied
weights in the hidden layer. Early stopped gradient flow/descent for this type of architecture was
shown in [17] to achieve sample-complexity scaling with the number of non-zero groups (rather than
the overall sparsity). The non-convex landscape for this grouped architecture is studied in [36] and
[15]. Our results complement these works by studying group-reweighted least-squares algorithms
(rather than gradient methods) for learning functions of this form.

Precise characterization of higher-order non-convex optimization problems: On a technical level,
our work provides a precise deterministic characterization of a family of higher-order optimization
algorithms. In this sense, our results are of a similar flavor to [7], where Gaussian comparison
inequalities are used to obtain a precise characterization of non-convex optimization problems.
However, since the Hadamard parameterization is a re-parameterization of the actual estimator of
interest (ω := u→ v), the results of [7] are not directly applicable. While our results are asymptotic
and do not provide finite-sample guarantees, we provide a distributional characterization of v after
each reweighting step, which allows us to characterize the behavior of more complicated functions of
the iterates. Precise characterizations of alternating minimization and lin-prox methods for rank-1
matrix sensing are studied in the works [6, 19]. While these works obtain non-asymptotic guarantees,
the estimation model and resulting optimization objective are quite different, with each unknown
parameter interacting with independent sensing vectors (rather than a single sensing vector interacting
with the product of the two parameters).

2 Background and formulation

Notation: The ones vector of dimension d is denoted as 1d. We denote the element-wise multiplica-
tion (Hadamard product) of two vectors x and y as x→ y. Element-wise division of two vectors is
denoted as x

y . We say a function f : Rp ↗ R is pseudo-Lipschitz of order 2 if, for all x,y ⇒ Rp,

|f(x)≃ f(y)| ⇑ C(1 + ↑x↑2 + ↑y↑2)↑x≃ y↑2
for some constant C > 0. The set of such functions is denoted by PL(2).

Convergence in probability of a sequence of random variables Xd to a random variable X is denoted
by Xd

P↗ X . Convergence in Wasserstein-2 distance of a sequence of probability distributions
ςd to a limiting distribution ς is denoted as ςd

W2↗ ς, and this fact is equivalent to the statement
EX↔ϑd g(X) ↗ EX↔ϑ g(X) for all g ⇒ PL(2) [3]. If the ςd are random probability measures, we
say that ςd

W2↗ ς if the same convergence holds in probability, i.e., EX↔ϑd g(X)
P↗ EX↔ϑ g(X) for

all g ⇒ PL(2). The empirical distribution of a vector z ⇒ Rd is defined as 1
d

∑d
i=1 φ(zi), where φ(zi)

is the Dirac delta distribution centered at zi.

Formulation: We consider a batched noisy linear model where, at each time t = 0, 1, . . . , T , a user
has access to an independent batch of data (X(t),y(t)) ⇒ Rn↗d ⇓ Rn satisfying

y(t) =
1↘
d
X(t)ω↓ + ϑ(t).

Above, ω↓ ⇒ Rd is an unknown signal, X(t) has i.i.d. standard Gaussian entries, and ϑ(t) ⇔
N (0,↼2In) is i.i.d. noise in the measurements. Given an initial weight vector v(0) ⇒ Rd, we are
interested in the behavior of iterative algorithms of the form

u(t+1) = arg min
u→Rd

1

n

∥∥∥∥y
(t) ≃ 1↘

d
X(t)(u→ v(t))

∥∥∥∥
2

2

+
ε

d
↑u↑22

v(t+1) = ϱ(u(t+1),v(t)),

(4)
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Table 1: Some algorithms taking the form (4)
Algorithm Reweighting function

Alternating minimization (AM) [13] ϱ(u, v) = u
Reparameterized IRLS [9, 11, 28] ϱ(u, v) = (u2v2 + ↽)ϖ

Linear recursive feature machines (lin-RFM) [28] ϱ(u, v) = ⇀(u2v2)

where ϱ : R⇓ R ↗ R is a “reweighting” function that acts entry-wise on (u(t),v(t)) and ε > 0 is a
hyperparameter governing the strength of the regularization. We we will study the behavior of the
iterates u(t),v(t) in the high-dimensional limit where n and d both approach infinity with fixed ratio
d
n = ⇁. Since our primary interest is to reveal the feature learning capabilities of such algorithms
when ω↓ is a high-dimensional signal with low-dimensional structure, we will typically focus on the
regime where ⇁ > T , where T is the number of total iterations. This ensures that the total number of
observed samples nT is smaller than the ambient dimension d.

Before proceeding to our main results, we note that this formulation encompasses a wide variety of
classical and modern algorithms (summarized in Table 1):

• Alternating minimization: One perspective on this algorithm is to consider it as a way to
perform alternating minimization on the non-convex loss function

L(u,v) =
1

n

∥∥∥∥y ≃ 1↘
d
X(u→ v)

∥∥∥∥
2

2

+
ε

d
↑u↑22 +

ε

d
↑v↑22.

Using the fact that the loss function is symmetric in u and v, choosing ϱ(u, v) = u recovers
the mini-batched alternating minimization algorithm for this loss. In other words, ϱ simply
switches the two parameters u and v.

• IRLS algorithms for sparse recovery: As shown in [28], classical IRLS reweighting
schemes used for sparse recovery and compressed sensing [11, 21] can be reparameterized
in the form of (4) ϱ(u, v) = (u2v2 + ↽)ϖ, where different choices of α correspond to
different ωp penalties. In particular, the choice p = 2 ≃ 4α corresponds to the IRLS-p
algorithm of [21].

• Lin-RFM [28]: Generalizing the reparameterized IRLS update, the authors of [28] propose
the choice ϱ(u, v) = ⇀(u2v2) for some continuous function ⇀ : R ↗ R+. Here, the quantity
u2v2 arises from the average outer product of the gradient of the learned regression function,
which was shown empirically in [27] to correlate with the features learned in the weight
matrices of various common neural network architectures.

Our goal is to understand statistical properties of the iterates for different choices of ϱ, and in
particular how the test error evolves from iteration to iteration. In the following section, we develop
an asymptotic characterization of the iterates that can be used to gain insight into these questions for
a large class of reweighting functions and problem settings.

3 A precise characterization of the iterates

In this section, we provide a precise characterization of the iterates of the algorithm in Equation 4
with i.i.d. Gaussian covariates. First, we introduce and discuss the two main assumptions needed for
our main result. The first assumption is concerned with the distribution of the initialization v0 and
the target signal ω↓:

Assumption 1. The empirical distribution of the entries of v(0) and ω↓ converges in W2 distance to
some joint distribution !0, i.e., 1

d

∑d
i=1 φ(v

(0)
i , ϖ↓i )

W2↗ !0. Additionally, v(0)i ↖= 0 for all i and ω↓

has bounded entries almost surely.

Here, the requirement of empirical distribution convergence is easily satisfied by common choices of
v(0), including the ones vector and i.i.d. Gaussian entries. For a typical sparse regression setup, we
might, for example, consider the !0 induced by choosing v(0) = 1d and letting ω↓ have i.i.d. entries

5



that equal 0 with certain probability. The requirement that ω↓ has bounded entries appears to be an
artifact of the proof, and is used only in the proof of one technical lemma. In our simulations, we find
that our asymptotic predictions often remain accurate when ω↓ has entries from distributions which
are not bounded almost surely (e.g., Gaussian entries).

Secondly, we define the set of reweighting functions ϱ for which our result will apply.
Assumption 2. The reweighting function ϱ : R⇓ R ↗ R satisfies the following:

1. If U, V are random variables such that U, V ↖= 0 with probability 1, then ϱ(U, V ) ↖= 0 with
probability 1.

2. ϱ is continuous and bounded or ϱ2 is pseudo-Lipschitz of order 2.

This family allows us to consider many of the choices of ϱ discussed in the previous section,
including ϱ(u, v) = u (AM on linear diagonal networks), ϱ(u, v) =

√
|uv| (lin-RFM and IRLS),

ϱ(u, v) = ⇀(u2v2) for bounded ⇀ (lin-RFM). We note that this does not include some choices of ϱ
which apply more “aggressive” weighting, such as ϱ(u, v) = |uv|. Nevertheless, we can apply our
theoretical predictions for these choices of ϱ after passing the weights through a bounded activation
(such as a sigmoid). In Appendix D, we show that our predictions often still show excellent agreement
with empirical simulation even when the boundedness assumption is violated.

Our results are stated in terms of the following iteration, for t ↙ 0:

τt+1,▷t+1 = argmax
ϱ↘0

min
ς↘0

{
τ↼2

▷
+ τ▷(1≃ ⇁)≃ τ2 + τεE(V,!)↔”t

[
”2 + ▷2⇁

τV 2 + ▷ε

]}

Qt+1 =
τt+1V (”+ ▷t+1

↘
⇁Gt)

τt+1V 2 + ▷t+1ε
,

!t+1 = Law(ϱ(Qt+1, V ),”),

(5)

where Gt
i.i.d.⇔ N (0, 1). In words, given a probability distribution !t over R⇓ R, τt+1 and ▷t+1 are

scalars computed as the unique1 solutions to a deterministic optimization problem (this can be solved
easily by studying the optimality conditions, as shown in Appendix C). Then, Qt+1 is defined as a
random variable that is a function of (V,”) ⇔ !t and Gt ⇔ N (0, 1). Lastly, !t+1 is defined as the
joint distribution of ϱ(Qt+1, V ) and ”.

Given this iteration, we obtain the following result, which is proved in Appendix A:
Theorem 1. Suppose Assumptions 1 and 2 are satisfied. Then, for any t ↙ 0 and any function
g : R3 ↗ R such that g ⇒ PL(2) or g is bounded and continuous, we have

1

d

d∑

i=1

g(u(t+1)
i , v(t)i , ϖ↓i )

P↗ E[g(Qt+1, V,”)],

where the expectation is over the independent random variables (V,”) ⇔ !t and Gt ⇔ N (0, 1).

The limit in this theorem should be interpreted as being the limit as n, d ↗ ⇐ with their ratio ⇁ = d
n

held as a constant. Applying the above theorem for each t ↙ 0, we can get precise asymptotic
predictions for a wide variety of test functions of the iterates. One example of particular interest
is the test error, which we measure as the normalized ω1 distance between u(t+1) → v(t) and ω↓,
corresponding to g(u, v, ϖ) = |uv ≃ ϖ| (we provide a proof that this is PL(2) in Proposition 1
in Appendix B). We note that the limiting expectation can be computed via simple Monte Carlo
simulation of a scalar random variable.

From a technical standpoint, our result is obtained by applying the Convex Gaussian Min-Max
Theorem (CGMT) [30, 29] to the weighted least-squares objective function in (4). Previous works
have obtained a similar distributional characterization for the solution to least-squares with anisotropic
covariates (where the “weights” v are the square root of the eigenvalues of the data covariance) [8].
However, while [8] assume that the eigenvalues are uniformly bounded by constants, this is not a
reasonable assumption in our setting, since many common choices of ϱ are not bounded and hence

1The uniqueness of the solution is shown in the proof of Theorem 1.

6



1 2 3 4 5 6 7 8

Iterations

10→2

φ 1
Te

st
Er

ro
r

ω = |uv|
1
2 (theory)

ω = |uv|
1
2 (sim)

ω = tanh |uv| (theory)
ω = tanh |uv| (sim)
ω = u (theory)
ω = u (sim)

ω = tanhu2 (theory)

ω = tanhu2 (sim)

(a) ω = 0.1
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(b) ω = 0.001

Figure 1: Theoretical predictions and simulations of the test error 1
d↑u → v ≃ ω↓↑1 (log scale,

pluses denote the median over 100 trials and the shaded region indicates the interquartile range)
for two different noise levels, where n = 250, d = 2000, and ω↓ has Bernoulli(0.01) entries. Here,
ϱ = |uv| 12 corresponds to the classical IRLS weighting from [11], ϱ = tanh |uv| is a version of
lin-RFM, ϱ = u corresponds to AM, and ϱ = tanhu2 is a new reweighting scheme we introduce.
We note that the ϱ which depend only on u can lead to oscillatory behavior in the test risk.

v(t) is not necessarily bounded uniformly for t > 1. A second key difference is that we need to
obtain a distributional characterization which can be applied recursively for all t ↙ 0. The analysis in
[8] assumes convergence of the initialization in W4 distance and proves convergence of the estimator
in W3 distance. However, to apply the result recursively in our setting, if assume that the empirical
distribution of (v(0),ω↓) converges in Wk distance, then we need to show that after one iteration, the
iterates also converge in Wk distance (and not in any weaker sense).

To overcome these differences, we use a different technique to show distributional convergence of the
iterates. Similar to the approach in [5], we apply the CGMT to a perturbed optimization problem,
which ultimately allows us to show convergence of test functions of the solutions to the unperturbed
problem. While this approach necessitates the additional assumption that ω↓ has bounded entries
and we obtain results for a slightly smaller family of test functions g (note, for example, that the
squared loss g(u, v, ϖ) = (uv ≃ ϖ)2 is not PL(2)), we obtain a distributional convergence result
that can be applied to a sequence of recursively defined least-squares problems which define the
trajectory of an algorithm, rather than to a single optimization problem. Moreover, our simulations
in Appendix D suggest that the predictions of Theorem 1 still often apply without these additional
assumptions, including in the case of the squared loss, indicating that these additional assumptions
could potentially be weakened with a more complicated analysis.

3.1 Application to sparse linear regression

In this subsection, we apply Theorem 1 to a sparse recovery setting and compare the asymptotic
predictions to numerical simulations on high-dimensional Gaussian data. First, we consider a setting
where n = 250, d = 2000, and ω↓ has Bernoulli(0.01) entries (so the expected sparsity level is
E[s] = 20). We run Algorithm 4 with initialization v(0) = 1d for four different choices of reweighting
function and display the test error at each iteration (median over 100 trials) in Figure 1. For each
choice of reweighting function ϱ, we choose the regularization parameter ε that minimizes the
asymptotic test loss achieved within 8 iterations, and we plot the corresponding trajectory. As shown
in the figure, the numerical simulations show excellent alignment with the asymptotic predictions
even for this moderate choice of n and d.

The asymptotic predictions show that this family of algorithms can find solutions with low test error
within only a few iterations. Our results also reveal fine-grained differences in the convergence
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behavior of the different algorithms. For instance, more aggressive weightings ϱ = tanh |uv|
and ϱ = tanhu2 seem to find better solutions after several iterations. Interestingly, the weighting
functions which depend only on u (like alternating minimization) sometimes display a non-monotonic,
oscillatory decay of the test loss, particularly in the low-noise regime. However, we do see a steady
decrease in test error after every pair of iterations (e.g., in AM, after both parameters have been
updated). Finally, we note that our framework allows for analysis of new algorithms for training
LDNNs. In particular, to our knowledge, weighting functions of the form ⇀(u2) have not been
previously considered for this task, but our results indicate that this small modification to AM is
competitive with many existing algorithms in this setting.

4 Grouped IRLS and the benefits of structured feature learning

In many scenarios, the unknown signal ω↓ is known to possess additional structure that can be
leveraged during training. One commonly studied example of this is structured sparsity, or group
sparsity, where ω↓ has many blocks which are zero. In this section, we generalize the results of
Theorem 1 to the case where the reweighting function respects this additional structure in the signal,
i.e., ϱ acts on blocks of v, rather than on individual coordinates.

Concretely, we consider the following modification to our formulation. Let b ↙ 1 be a constant and
write Rd as a product space over M = d

b factors: Rb ⇓ · · ·⇓ Rb. Then, ω↓,u(t),v(t) ⇒ Rd can all
be represented as M stacked blocks, each in Rb. Under the same linear measurement model, we now
let ϱ : Rb ⇓ Rb ↗ Rb act on each of the factors of (u(t),ω↓), and consider the same Algorithm 4.

Here, the case b = 1 recovers the results of the previous section, but the case b > 1 allows us to
study the interplay between signal structure and reweighting scheme in a more fine-grained way. For
example, suppose ω↓ is known to be group-sparse, meaning that many of the factors {ω↓

i }Mi=1 are
zero. In this case, it might make sense for ϱ to return a vector of the form

ϱ(u(t)
i ,v(t)

i ) = αi1b,

for some αi ⇒ R that is chosen as a function u(t)
i and v(t)

i . This corresponds to a reweighting
scheme which acts on blocks, rather than individual entries. Another way to motivate this “grouped
reweighting” is to leverage the connection to the ϑ-trick, as in (3). In particular, the group Lasso
problem can be written in the following variational form [2]:

min
ω→Rd

min
ε→RM

+

L(ω) +
ε

2

M∑

i=1

(
↑ωi↑22
ϑi

+ ϑi

)
, (6)

where the closed-form solution to the ε minimization yields the classical group norm regularizer∑M
i=1↑ωi↑2. Here, reparameterizing as αi ↗

↘
ϑi and ui ↗ ωi↑

εi
gives rise naturally to the grouped

Hadamard parameterization, with vi = αi1b.

From the perspective of linear diagonal networks, such an approach is equivalent to “tying” together
the weights of the hidden layer that correspond to each block. Rather than studying gradient
descent/flow for this parameterization (as in [16, 17]), we consider an optimization approach that
relies on alternate updates of u(t) and v(t).

We make the same technical assumptions as in Assumptions 1 and 2, with the natural modifications
to accommodate b ↙ 1:

1. !0 is the limit of the empirical distribution of factors of (v(0),ω↓) and hence is a distribution
over Rb ⇓ Rb.

2. Each factor ω↓
i ⇒ Rb for i = 1, . . . ,M has bounded ω2-norm almost surely.

3. ϱ is bounded and continuous or each of its coordinate projections satisfies ϱ2
j ⇒ PL(2) for

j = 1, . . . , b.
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Figure 2: Group-blind (ϱgb) vs. group-aware (ϱga) reweighting when ω↓ has group-sparse structure.
We set n = 500, d = 4000,↼ = 0.1, and ω↓

i
i.i.d.⇔ Bernoulli(0.01)1b. For each curve, ε is set to

minimize the asymptotic test error achieved. Simulation results are the median/IQR over 100 trials.
Left: Comparison of the test error trajectory (log scale) for a fixed block size b = 8. Right: ω1 test
error after T = 4 iterations, for varying group sizes.

A straightforward extension of Theorem 1 yields the following generalization for the grouped
algorithm, where V ,!,Gt,Qt+1 ⇒ Rb are now vector-valued random variables: For t ↙ 0, let

τt+1,▷t+1 = argmax
ϱ↘0

min
ς↘0





τ↼2

▷
+ τ▷(1≃ ⇁)≃ τ2 + τεE(V ,!)↔”t



1

b

b∑

j=1

”2
j + ▷2⇁

τV 2
j + ▷ε










Qt+1 =
τt+1V → (!+ ▷t+1Gt

↘
⇁)

τt+1V ≃2 + ▷t+1ε1b
, (entry-wise division)

!t+1 = Law(ϱ(Qt+1,V ),!).

(7)

Here, Gt
i.i.d.⇔ N (0, Ib). Then, we have the following result, which is proved in Appendix A.

Theorem 2. [Generalization of Theorem 1 for b ↙ 1] Under the assumptions above, for any t ↙ 0
and any function g : (Rb)3 ↗ R such that g ⇒ PL(2) or g is bounded and continuous, we have

1

M

M∑

i=1

g(u(t+1)
i ,v(t)

i ,ω↓
i )

P↗ E[g(Qt+1,V ,!)].

Given a reweighting function ϱ, Theorem 2 characterizes the distribution of the factors (blocks) of
the iterates. Hence, by choosing g(u,v,ω) = |u → v ≃ ω|, we can predict the exact limiting test
error for this family of algorithms.

Computing these theoretical predictions reveals that choosing ϱ in a group-aware way can lead to
significant performance improvements compared to coordinate-wise reweighting. In Figure 2, we
fix ↼ = 0.1, n = 500, d = 4000, and set the overall expected sparsity level of ω↓ as in Figure 1. We
compare the performance of Algorithm 4 for a “group-blind” (ϱgb) and “group-aware” (ϱga) choice
of reweighting function:

• ϱgb(u,v) = tanh |u→ v| — note this is identical to one of the reweightings considered in
Section 3.1.

• ϱga(u,v) =


1
b

∑b
j=1 tanh |ujvj |


1b

The theoretical predictions align with simulations and show a notable improvement in performance
when using the group-aware scheme with b > 1. Moreover, as the group size b increases, the
performance of ϱgb remains approximately the same, indicating that it is not able to take adapt to the
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group-structure. By contrast, using ϱga leads to a consistent improvement in test error as b gets larger.
Hence, the test error when using the group-aware scheme scales with the size/number of groups,
rather than the overall sparsity level.

5 Conclusion

In this paper, we derived a precise asymptotic characterization of the iterates of a family of algorithms
for learning high-dimensional linear models with linear diagonal networks. We used these predictions
to obtain fine-grained predictions of the test error at each iteration for various existing algorithms
for this task, and we showed that our framework can also be used as a test bed for new variations on
these algorithms that take a similar form. Lastly, we demonstrated the advantage of embedding more
structure into the model by tying together groups of weights when the ground-truth has structured
sparsity. Several interesting open questions about these types of algorithms remain. While our
simulations align very well with the predicted asymptotic trajectory, it would be interesting to obtain
finite-sample guarantees that hold even for batch sizes that are much smaller than d (as in the “mini-
batch” case studied by [19]). Moreover, seeing as our analysis depends crucially on the independence
the covariates at every iteration, developing precise predictions of the trajectory in the non-batched
setting remains an interesting direction for future work.
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A Proof of main results

In this section, we provide the proofs of our main results.

A.1 Notation and background

For convenience, we first restate the main notation that is used in our proofs.

Notation The ones vector of dimension d is denoted 1d. We write a ↭ b when a ⇑ Cb for
some sufficiently large constant C > 0 which does not depend on d. We denote the element-wise
multiplication (Hadamard product) of two vectors x and y as x→ y. Element-wise division of two
vectors is denoted as x

y . We use the shorthand (·)+ = max(·, 0). A function f : Rp ↗ R is called
pseudo-Lipschitz of order 2 if, for all x,y ⇒ Rp,

|f(x)≃ f(y)| ⇑ C(1 + ↑x↑2 + ↑y↑2)↑x≃ y↑2
for some constant C > 0. The set of such functions is denoted PL(2).

Convergence in probability of a sequence of random variables Xd to a random variable X is denoted
Xd

P↗ X . Convergence in Wasserstein-2 distance of a sequence of probability distributions ςd
to a limiting distribution ς is denoted as ςd

W2↗ ς, and this fact is equivalent to the statement
EX↔ϑd g(X) ↗ EX↔ϑ g(X) for all g ⇒ PL(2) [3]. If the ςd are random probability measures, we
say that ςd

W2↗ ς if the same convergence holds in probability, i.e., EX↔ϑd g(X)
P↗ EX↔ϑ g(X) for

all g ⇒ PL(2). The empirical distribution of a vector z ⇒ Rd is defined as 1
d

∑d
i=1 φ(zi), where φ(zi)

is the Dirac delta distribution centered at zi. For any random variable (or group of random variables)
X , we use the notation Law(X) to denote the probability distribution of X .

We also define two key quantities which appear in the analysis.
Definition 1. The Moreau envelope function of a lower semi-continuous, proper convex function
ω : Rp ↗ R with step size τ is defined as

Mφ(x; τ) = min
y→Rp

ω(y) +
1

2τ
↑y ≃ x↑22.

The proximal (prox) operator of ω with step size τ , denoted proxφ(x, τ) is defined as the argmin of
the above optimization problem.

Lastly, we restate the version of the Convex Gaussian Min-Max Theorem (CGMT) that we will use
in our proofs.
Theorem 3 (Convex Gaussian Min-Max Theorem [29]). Let G ⇒ Rm↗n, g ⇒ Rm,h ⇒ Rn have
i.i.d. N (0, 1) entries. Let Sw ∝ Rn and Su ∝ Rm be compact, convex sets, and f : Rn ⇓ Rm ↗ R
be convex-concave on Sw ⇓ Su. Define the following two min-max problems:

#(G) := min
w→Sw

max
u→Su

u⇐Gw + f(w,u)

⇀(g,h) := min
w→Sw

max
u→Su

↑w↑2u⇐g + ↑u↑2w⇐h+ f(w,u)

Then, for all c ⇒ R and t > 0,
P{|#(G)≃ c| > t} ⇑ 2P{|⇀(g,h)≃ c| > t}

A.2 Proof of Theorems 1 and 2

Proof of Theorem 1. Assume that 1
d

∑d
i=1 φ(v

(t)
i , ϖ↓i )

W2↗ !t (note that this holds by assumption at
t = 0; we will show later that it holds at time t+ 1).

First observe that convergence of the joint empirical distribution of (u(t+1),v(t),ω↓) to the joint
distribution of (Qt+1, V,”) in Wasserstein-2 distance implies that

1

d

d∑

i=1

g(u(t+1)
i , v(t)i , ϖ↓i )

P↗ E[g(Qt+1, V,”)],
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for any g ⇒ PL(2) or which is bounded and continuous. This is because W2 convergence implies
convergence in expectation of any pseudo-Lipschitz function of order 2 [3, Lemma 5] and of any
bounded continuous function (since W2 convergence is stronger than weak convergence [33, Theorem
6.9]). Hence, it suffices to show that

1

d

d∑

i=1

φ(u(t+1)
i , v(t)i , ϖ↓i )

W2↗ Law(Qt+1, V,”), (8)

where (V,”) ⇔ !t and Qt+1 is defined as in Eq. 5.

Recall that the objective function for the update on u is given by

u(t+1) = arg min
u→Rd

1

n

∥∥∥∥y
(t) ≃ 1↘

d
X(t)(u→ v(t))

∥∥∥∥
2

2

+
ε

d
↑u↑22.

Rather than study this update directly, we first analyze a slightly more general problem (following the
approach in [5]). Let h : R3 ↗ R be a continuous test function with ↑′2h↑2 ⇑ C and that satisfies
one of the following:

1. h is uniformly bounded.

2. h(u, v, ϖ) = u2.

Then we consider the following problem (the dependence of X,y, ϑ, and v on t is dropped to
simplify the notation):

P1(µ) = min
u→Rd

1

n

∥∥∥∥y ≃ 1↘
d
X(u→ v)

∥∥∥∥
2

2

+
ε

d
↑u↑22 +

µ

d

d∑

i=1

h(ui, vi, ϖ
↓
i ), (9)

where µ ⇒ [≃µ↓, µ↓] and µ↓ = ↼
C is chosen sufficiently small so that the objective function (scaled

by d) is ε-strongly convex for all µ in this range. The case µ = 0 recovers the original problem of
interest.

Step 1: Convergence of the loss Rewriting this in terms of the error vector ” := 1↑
d
(u→ v≃ ω↓),

we have

P1(µ) = min
”→Rd

1

n
↑ϑ≃X”↑22 +

ε

d

∥∥∥∥∥

↘
d”+ ω↓

v

∥∥∥∥∥

2

2

+
µ

d

d∑

i=1

h

↘
d$i + ϖ↓i

vi
, vi, ϖ

↓
i


.

In writing this, we use the fact that vi ↖= 0 for all i with probability 1 (and the notation in the second-
to-last term indicates entry-wise division). Now, using the identity ↑·↑22 = maxq 2q⇐(·)≃ ↑q↑22, we
can write this as

P1(µ) = min
”→Rd

max
q→Rn

2↘
n
q⇐ϑ≃ 2↘

n
q⇐X”≃ ↑q↑22 +

ε

d

∥∥∥∥∥

↘
d”+ ω↓

v

∥∥∥∥∥

2

2

+
µ

d

d∑

i=1

h

↘
d$i + ϖ↓i

vi
, vi, ϖ

↓
i


.

(10)

Next, in Lemma 1, we show that there exist Euclidean balls B# and Bq, each of radius C1↑v↑⇒
such that, with probability approaching 1, we can constrain the feasible set to lie with these balls
without changing the value of P1(µ), so we can study

P̃1(µ) = min
”→B!

max
q→Bq

2↘
n
q⇐ϑ≃ 2↘

n
q⇐X”≃ ↑q↑22 +

ε

d

∥∥∥∥∥

↘
d”+ ω↓

v

∥∥∥∥∥

2

2

+
µ

d

d∑

i=1

h

↘
d$i + ϖ↓i

vi
, vi, ϖ

↓
i


,

(11)

where P1(µ) = P̃1(µ) with probability tending to 1. We can therefore condition on this event for the
remainder of the analysis without changing our asymptotic conclusions.
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Now, noting that this is in the correct form to apply Theorem 3, we define the auxiliary optimization
problem

P2(µ) = min
”→B!

max
q→Bq

2↘
n
q⇐ϑ≃ 2↘

n
↑q↑2g⇐”≃ 2↘

n
↑”↑2h⇐q ≃ ↑q↑22 +

ε

d

∥∥∥∥∥

↘
d”+ ω↓

v

∥∥∥∥∥

2

2
(12)

+
µ

d

d∑

i=1

h

↘
d$i + ϖ↓i

vi
, vi, ϖ

↓
i


,

(13)
where g ⇒ Rd and h ⇒ Rn have i.i.d. standard normal entries. By Theorem 3, for all φ > 0 and fixed
P̄ (µ) ⇒ R,

P{|P1(µ)≃ P̄ (µ)| > φ} ⇑ 2P{|P2(µ)≃ P̄ (µ)| > φ}.
In particular, if we can find some P̄ (µ) such that P2(µ)

P↗ P̄ (µ), then we can conclude also that
P1(µ)

P↗ P̄ (µ).

To accomplish this, we next perform a series of simplifications to P2(µ) which will later help us
characterize its asymptotic behavior. First, we can decouple the optimization over q into its norm and
direction, and the latter can be solved explicitly. Letting τ = ↑q↑2, this yields

P2(µ) = min
”→B!

max
0⇑ϱ⇑R

2τ↘
n
↑ϑ≃ ↑”↑2h↑2 ≃

2τ↘
n
g⇐”≃ τ2 +

ε

d

∥∥∥∥∥

↘
d”+ ω↓

v

∥∥∥∥∥

2

2

+
µ

d

d∑

i=1

h

↘
d$i + ϖ↓i

vi
, vi, ϖ

↓
i


,

(14)

where R := C1↑v↑⇒. Next, note that ϑ and h are independent Gaussian vectors and hence ϑ ≃
↑”↑2h

d
=

√
↼2 + ↑”↑22h. So, we have

P2(µ)
d
= min

”→B!

max
0⇑ϱ⇑R

2τ↑h↑2↘
n


↼2 + ↑”↑22 ≃

2τ↘
n
g⇐”≃ τ2 +

ε

d

∥∥∥∥∥

↘
d”+ ω↓

v

∥∥∥∥∥

2

2

+
µ

d

d∑

i=1

h

↘
d$i + ϖ↓i

vi
, vi, ϖ

↓
i


.

(15)
Before proceeding further, we rewrite this in terms of a minimization over the variable u =

↑
d”+ω→

v .

P2(µ)
d
= min

u→Bu

max
0⇑ϱ⇑R

2τ↑h↑2↘
n


↼2 +

1

d
↑u→ v ≃ ω↓↑22 ≃

2τ↘
nd

g⇐(u→ v ≃ ω↓)

≃ τ2 +
ε

d
↑u↑22 +

µ

d

d∑

i=1

h(ui, vi, ϖ
↓
i )

(16)

Here, Bu :=

u ⇒ Rd :

∥∥∥ 1↑
d
(u→ v ≃ ω↓)

∥∥∥
2
⇑ R


. After this step, observe that the objective

function is strongly concave in τ and strongly convex in u (the sum of the last two terms is strongly
convex in u based on the assumption that h has bounded Hessian and µ is sufficiently small). Since
the objective function is convex-concave over convex and compact sets, we can invoke Sion’s minimax
theorem to switch the min and max. Furthermore, we use the fact that

↘
x = minς>0

x
2ς + ς

2 to
write this as

P2(µ)
d
= max

0⇑ϱ⇑R
min

u→Bu,
↽⇑ς⇑↽+R

τ↑h↑2↘
n


↼2

▷
+

↑u→ v ≃ ω↓↑22
▷d

+ ▷


≃ 2τ↘

nd
g⇐(u→ v ≃ ω↓)

≃ τ2 +
ε

d
↑u↑22 +

µ

d

d∑

i=1

h(ui, vi, ϖ
↓
i ).

(17)
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Here, note that we can add the constraint on ▷ without changing the solution since the optimal value

of ▷ will be obtained at

↼2 + 1

d↑u→ v ≃ ω↓↑22 ⇒ [↼,↼ +R] for all feasible u.

Next, we can explicitly solve the inner minimization over u. To do this, we first show in Lemma 2
that the optimal solution to the unconstrained minimization is strictly feasible for large enough C1,
and hence, the unconstrained and constrained minimizations over u are equivalent. Next, observe that
the unconstrained problem is separable over the indices, so we need only to solve the scalar problem

min
ui→R

τ↑h↑2(uivi ≃ ϖ↓i )
2

▷d
↘
n

≃ 2τ↘
nd

gi(uivi ≃ ϖ↓i ) +
ε

d
u2
i +

µ

d
h(ui, vi, ϖ

↓
i ) (18)

Completing the squares, we obtain that the above problem can be written in terms of the Moreau
envelope (Definition 1) of the function ω(u) = εu2 + µh:

1

d


τ◁ϖ↓2i
▷

≃ τ

▷◁


▷gi

↘
⇁≃ ◁ϖ↓i

2
+M↼(·)2+µh(·,vi,ω→

i )


◁ϖ↓i ≃ ▷gi

↘
⇁

◁vi
;

▷

2◁τv(t)2i


,

where we have introduced the shorthand notation ◁ = ⇓h⇓2↑
n

. Substituting this into the expression for
P2 above, we obtain

P2(µ)
d
= max

0⇑ϱ⇑R
min

↽⇑ς⇑↽+R

τ↼2◁

▷
+ τ▷◁ ≃ τ2 +

1

d

d∑

i=1

[
τ◁ϖ↓2i
▷

≃ τ

▷◁


▷gi

↘
⇁≃ ◁ϖ↓i

2
]

+
1

d

d∑

i=1


M↼(·)2+µh(·,vi,ω→

i )


◁ϖ↓i ≃ ▷gi

↘
⇁

◁vi
;

▷

2◁τv(t)2i



:= max
0⇑ϱ⇑R

min
↽⇑ς⇑↽+R

fd(τ,▷)

(19)

Now that the optimization has been fully “scalarized”, we proceed by considering its asymptotic
behavior. First, note that the partial minimization over u preserves the concavity/convexity in (τ,▷).
In Lemma 3, we prove that for any fixed τ and ▷, the objective function fd(τ,▷) converges in
probability to

f(τ,▷) =
τ↼2

▷
+ τ▷(1≃ ⇁)≃ τ2 + E

[
M↼(·)2+µh(·,V,!)

(
”≃ ▷G

↘
⇁

V
;

▷

2τV 2

)]
, (20)

where the expectation is over (V,”) ⇔ !t and an independent G ⇔ N (0, 1). We note here that
Lemma 3 is the only place in our proof which requires the boundedness of the entries of ω↓.

Since fd(τ,▷) is strongly concave in τ with parameter 1 for all feasible ▷, we can conclude that
f(τ,▷) is also strongly concave in τ with parameter 1. Directly taking a derivative with respect to ▷,
we also find that f has a single non-negative critical point, at the point ▷̂ =

√
↼2 + E[(ûV ≃”)2],

where

û = û(V,”) = prox↼(·)2+µh(·,V,!)

(
”≃ ▷G

↘
⇁

V
;

▷

2τV 2

)
.

So, we can conclude that f has unique saddle point (τ̂ , ▷̂). Note f is a deterministic function that
does not depend on d and hence (τ̂ , ▷̂) are also deterministic and independent of d.

Now let C2 := max{τ̂ , ▷̂}+ 1. By the “convexity lemma” (as stated in [24]), pointwise convergence
(in probability) of a convex function is uniform over compact sets. So, this result implies that the
convergence is uniform over (τ,▷) ⇒ [0, C2]⇓ [0, C2],2 so

max
0⇑ϱ⇑C2

min
0⇑ς⇑C2

fd(τ,▷)
P↗ max

0⇑ϱ⇑C2

min
0⇑ς⇑C2

f(τ,▷)

Let (τ̂d, ▷̂d) denote the optimnal solution for the problem on the left. We can also conclude that
(τ̂d, ▷̂d)

P↗ (τ̂ , ▷̂) by [22, Theorem 2.1], which states that uniform convergence in probability of
2Note we could not have directly applied this to the feasible sets of P2(µ), since R may have a dependence

on d.
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a convex function over a compact set implies convergence of the optimal minimizer. So, with
probability approaching 1, (τ̂d, ▷̂d) are strictly smaller than C2, and the same solution is also optimal
for P2(µ). We can therefore conclude

P2(µ)
P↗ max

0⇑ϱ⇑C2

min
0⇑ς⇑C2

f(τ,▷) = max
ϱ↘0

min
ς↘0

f(τ,▷) =: P̄ (µ)

Therefore, by Theorem 3, for any fixed µ ⇒ [≃µ↓, µ↓], we have the convergence

P1(µ)
P↗ P̄ (µ).

In the special case µ = 0, we can further simplify the Moreau envelope term to obtain

P̄ (0) := max
ϱ↘0

min
ς↘0

τ↼2

▷
+ τ▷(1≃ ⇁)≃ τ2 + τεE

[
”2 + ▷2⇁

τV 2 + ▷ε

]
. (21)

Step 2: Convergence of the optimal solution We next need to extend this result to the desired
Wasserstein-2 convergence result (8). Recall here that u(t+1) is the solution of P1(0).

First, let h : R3 ↗ R be any bounded, Lipschitz function, and let h(k) be a sequence of bounded,
twice-differentiable functions that converge uniformly to h as k ↗ ⇐ (e.g., the convolution of h
with a sequence of mollifiers). Let P (k)

1 (µ), P̄ (k)(µ) be the optimal cost of P1 and P̄ when using
test function h(k) and for µ ⇒ [≃µ↓, µ↓]. Note the convergence P (k)

1 (µ)
P↗ P̄ (k)(µ) for any µ in a

sufficiently small neighborhood around zero holds by Step 1.

By the uniform convergence of the h(k) to h,

lim
k⇔⇒

P (k)
1 (µ) = P1(µ)

lim
k⇔⇒

P̄ (k)(µ) = P̄ (µ).

Now, fix φ > 0 and choose k large enough that |P (k)
1 (µ)≃ P1(µ)| < ⇀

3 and |P̄ (k)(µ)≃ P̄ (µ)| < ⇀
3 .

Then,
P

|P1(µ)≃ P̄ (µ)| > φ


⇑ P


|P (k)

1 (µ)≃ P̄ (k)(µ)| > φ/3

↗ 0,

since P (k)
1

P↗ P̄2
(k) for all k. Hence, we can also apply the result of Step 1 to any bounded Lipschitz

function h.

Since the convergence result of Step 1 holds for any µ in a neighborhood around zero, we can
conclude that

1

d

d∑

i=1

h(u(t+1)
i , vi, ϖ

↓
i )

P↗ dP̄ (µ)

dµ


µ=0

,

where the derivative is well-defined since P̄ has a unique solution in a neighborhood around zero.
The proof of this fact is identical to that of Lemma 7 of [5], so we omit it here. Moreover, using
the Dominated Convergence Theorem to differentiate inside the expectation, we can compute this
exactly:

dP̄ (µ)

dµ


µ=0

= Eh


prox↼(·)2


”≃ ▷̂G

↘
⇁

V
;

▷̂

2τ̂V 2


, V,”


= Eh


τ̂V (”≃ ▷̂G

↘
⇁)

τ̂V 2 + ▷̂ε
, V,”


,

where (▷̂, τ̂) are found in the optimal solution to P̄ (0).

Hence, for all bounded, Lipschitz h, we have

1

d

d∑

i=1

h(u(t+1)
i , vi, ϖ

↓
i )

P↗ Eh


τ̂V (”≃ ▷̂G

↘
⇁)

τ̂V 2 + ▷̂ε
, V,”


,

so the empirical distribution of the triple (u(t+1)
i , vi, ϖ↓i ) converges weakly to the distribution of

the random variable ( ϱ̂V (!↖ς̂G
↑
⇁)

ϱ̂V 2+ς̂↼
, V,”), where G ⇔ N (0, 1) and (V,”) ⇔ !t. By choosing

h(u, v, ϖ) = u2, we also know that second moments of the empirical distribution converge in
probability. Hence, the convergence can be strengthened from weak convergence to convergence in
W2 distance (see, e.g. [33, Theorem 6.9]).
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Step 3: Verifying the inductive hypothesis Lastly, we need to show that

1

d

d∑

i=1

φ(v(t+1)
i , ϖ↓i )

W2↗ Law(ϱ(Qt+1, V ),”) := !t+1.

where (V,”) ⇔ !t. Here, weak convergence follows from the result of Step 2 since ϱ is a continuous
map. To show convergence of second moments, we need to show

1

d

d∑

i=1

v(t+1),2
i =

1

d

d∑

i=1

ϱ(u(t+1)
i , v(t)i )2

P↗ E[ϱ(Qt+1, V )2].

For ϱ that satisfies Assumption 2, this convergence is immediate from the result of Step 2 (since
W2 convergence implies convergence in expectation of bounded continuous and PL(2) functions).
Therefore, the initial inductive assumption made at the beginning of this proof holds at time t+ 1,
and we can apply the result inductively to conclude Theorem 1.

Proof of Theorem 2. The proof is an extension of the proof of Theorem 1 to the case where the test
function h acts on blocks rather than individual entries. Much of the proof is identical, so we only
sketch the argument and highlight the major differences here. We begin with the inductive hypothesis
that 1

M

∑M
i=1 φ(v

(t)
i ,ω↓

i )
W2↗ !t, for a known distribution !t over Rb ⇓ Rb. Recall here that M

denotes the number of blocks/factors of size b (so M = d
b ).

Then, let h : (Rb)3 ↗ R be a test function with ↑′2h↑2 ⇑ C and such that either h is bounded or
h(ui,vi,ωi) = ↑ui↑22. We consider a similar perturbed optimization problem:

P1(µ) = min
u→Rd

1

n

∥∥∥∥y ≃ 1↘
d
X(u→ v)

∥∥∥∥
2

2

+
ε

d
↑u↑22 +

µ

M

M∑

i=1

h(ui,vi,ω
↓
i ). (22)

Again, we consider this for |µ| ⇑ ↼
bC , so that the optimization problem is ↼

d strongly convex in u.
Noting that the proof of Lemma 1 still holds in this grouped case, we can constrain P1(µ) to be over
compact sets and apply the CGMT to obtain the auxiliary problem

P2(µ) = min
”→B!

max
q→Bq

2↘
n
q⇐ϑ≃ 2↘

n
↑q↑2g⇐”≃ 2↘

n
↑”↑2h⇐q ≃ ↑q↑22 +

ε

d

∥∥∥∥∥

↘
d”+ ω↓

v

∥∥∥∥∥

2

2
(23)

+
µ

M

M∑

i=1

h(ui,v
(t)
i ,ω↓

i ). (24)

The sequence of “scalarization” steps on P2 is identical to in Theorem 1, until we arrive at

P2(µ)
d
= max

0⇑ϱ⇑R
min

u→Bu,
↽⇑ς⇑↽+R

τ↑h↑2↘
n


↼2

▷
+

↑u→ v ≃ ω↓↑22
▷d

+ ▷


≃ 2τ↘

nd
g⇐(u→ v ≃ ω↓)

≃ τ2 +
ε

d
↑u↑22 +

µ

M

M∑

i=1

h(ui,v
(t)
i ,ω↓

i ).

(25)
Here, since the sum of the last two terms in the objective function is ↼

d strongly convex by our
choice of µ, the proof of Lemma 2 holds without change and we can consider the unconstrained
minimization over u. In this case, the minimization is block-separable over each of the M factors of
u, so it can be expressed as

1

d

M∑

i=1

min
ui→Rb

{
τ◁

▷
↑ui → vi ≃ ω↓

i ↑22 ≃ 2τ
↘
⇁g⇐

i (ui → vi ≃ ω) + ε↑u↑22 + µbh(ui,vi,ω
↓
i )

}

=
1

bM

M∑

i=1

min
ui→Rb

{
τ◁

▷
↑ui → vi ≃ ω↓

i ↑22 ≃ 2τ
↘
⇁g⇐

i (ui → vi ≃ ω) + ε↑u↑22 + µbh(ui,vi,ω
↓
i )

}

:=
1

bM

M∑

i=1

q(vi,ω
↓
i , gi),
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where gi ⇒ Rb denotes the ith block of g and q := (Rb)3 ↗ R is defined as a shorthand for the
quantity inside the summation.

Next, we consider the asymptotic behavior of P2(µ). Here, the only term which is different than in
Theorem 1 is the term 1

bM

∑M
i=1 q(vi,ω↓

i , gi). By the same argument as in Lemma 3, we can write q
as the Moreau envelope of a convex function and show that

1

bM

M∑

i=1

q(vi,ω
↓
i , gi)

P↗ E 1

b
q(V ,!,G),

where the expectation is over (V ,!) ⇔ !t and G ⇔ N (0, Ib). After the same uniform convergence
argument as in the proof of Theorem 1, we can conclude that for all µ ⇒ [≃µ↓, µ↓], P1(µ)

P↗ P̄ (µ),
where

P̄ (µ) = max
ϱ↘0

min
ς↘0

τ↼2

▷
+ τ▷ ≃ τ2 + E 1

b
q(V ,!,G).

In particular, when µ = 0, the minimization implicit in the definition of q can be solved exactly;
this yields exactly the optimization problem in 7. Step 2 of the proof (convergence of test functions
of the optimal minimizer) is identical to that of Theorem 1, and for the final step (showing the
inductive hypothesis holds at the next iteration), we need to argue that the second moment of
v(t+1) = ϱ(u(t+1)

i ,vi) converges to its expectation under !t+1:

1

M

M∑

i=1

↑ϱ(u(t+1)
i ,vi)↑22

P↗ E↑ϱ(Qt+1,V )↑22

If ϱ is bounded and continuous or has PL(2) coordinate projections (as we have assumed), then
the above convergence holds based on the Wasserstein-2 convergence of the joint distribution of
(u(t+1),v).

B Technical lemmas

Proposition 1. The function g(u, v, ϖ) = |uv ≃ ϖ| is pseudo-Lipschitz of order 2.

Proof. The result follows from the following series of inequalities:

||uv ≃ ϖ|≃ |u↙v↙ ≃ ϖ↙|| ⇑ |uv ≃ ϖ ≃ (u↙v↙ ≃ ϖ↙)|
⇑ |uv ≃ u↙v↙|+ |ϖ ≃ ϖ↙|
⇑ |u||v ≃ v↙|+ |v↙||u≃ u↙|+ |ϖ ≃ ϖ↙|
⇑ (|u|+ |v↙|+ 1)(|u≃ u↙|+ |v ≃ v↙|+ |ϖ ≃ ϖ↙|)
⇑ (1 + ↑x↑1 + ↑x↙↑1)↑x≃ x↙↑1
⇑ 3(1 + ↑x↑2 + ↑x↙↑2)↑x≃ x↙↑2,

where x,x↙ ⇒ R3 denote (u, v, ϖ) and (u↙, v↙, ϖ↙), respectively.

Lemma 1. Let ”↓, q↓ be the optimal solution to (10). Then, there exists universal constant C1 > 0
such that

lim
d⇔⇒

P{↑”↓↑2 ⇑ C1↑v↑⇒} = lim
d⇔⇒

P{↑q↓↑2 ⇑ C1↑v↑⇒} = 1.

Proof. We proceed via a similar argument to Lemma 2 in [5]. First, consider the original expression
for P1(µ) from (9) :

P1(µ) = min
u→Rd

F (u) +R(u),

where F (u) := 1
n

∥∥∥y ≃ 1↑
d
X(u→ v)

∥∥∥
2

2
and R(u) := ↼

d↑u↑
2
2+

µ
d

∑d
i=1 h(ui, v

(t)
i , ϖ↓i ). Recall here

that R is ↼
d -strongly convex for all µ ⇒ [≃µ↓, µ↓], and denote the unique optimal minimizer to this
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problem as u↓. Then, the following chain of inequalities holds, by the optimality of u↓ and the
non-negativity of F .

1

n
↑y↑22 +R(0) = F (0) +R(0) ↙ F (u↓) +R(u↓) ↙ R(u↓).

Moreover, by the strong convexity of R, we have

R(u↓) ↙ R(0) +′R(0)⇐u↓ +
ε

2d
↑u↓↑22.

Combining the above two series of inequalities, we obtain (recall ⇁ = d
n )

↑u↓↑22 +
2d

ε
′R(0)⇐u↓ ⇑ 2⇁

ε
↑y↑22.

After completing the square, this yields
∥∥∥∥u

↓ +
d

ε
′R(0)

∥∥∥∥
2

2

⇑ 2⇁

ε
↑y↑22 +

d2

ε2
↑′R(0)↑22,

whence, by the triangle inequality,

↑u↓↑2 ⇑ d

ε
↑′R(0)↑2 +


2⇁

ε
↑y↑22 +

d2

ε2
↑′R(0)↑22

⇑ 2d

ε
↑′R(0)↑2 +


2⇁

ε
↑y↑2.

Here, standard concentration inequalities for Gaussian random variables (e.g., [32, Theorem 5.2.2,
Corollary 7.3.3]) imply that, with probability approaching 1, ↑X↑2 ↭

↘
d and ↑ϑ↑2 ↭

↘
d. And

Assumption 1 implies that ↑ω↓↑2 ↭
↘
d with probability tending to 1. So,

↑y↑2 ⇑ µ↘
d
↑X↑↑ω↓↑2 + ↑ϑ↑2 ↭

↘
d

with probability approaching 1. Next, we bound ↑′R(0)↑2. Recalling the definition of R,

↑′R(0)↑2 =
µ

d

√√√√
d∑

i=1

(
0

0u
h(u, vi, ϖ↓i )


u=0

)2

=
1↘
d

√√√√1

d

d∑

i=1

(
0

0u
h(u, vi, ϖ↓i )


u=0

)2

.

Since the function g(v, ϖ) = ∂
∂uh(u, v, ϖ)


u=0

is Lipschitz (by the fact that h has bounded sec-

ond derivatives), g2 is pseudo-Lipschitz of order 2. So, the quantity under the square root con-
verges in probability to E(V,!)↔”t

g2 by Assumption 1, and, with probability tending to 1, we have
↑′R(0)↑2 ↭ 1/

↘
d.

Combining the above bounds on ↑y↑2 and ↑′R(0)↑2, we can conclude that ↑u↓↑2 ↭
↘
d. The first

part of the lemma follows by noting that

↑”↓↑2 =
1↘
d
↑u↓ → v ≃ ω↓↑2 ⇑ 1↘

d
↑u↓ → v↑2 +

1↘
d
↑ω↓↑2

⇑ 1↘
d
↑v↑⇒↑u↓↑2 +

1↘
d
↑ω↓↑2

↭ ↑v↑⇒,

where the last inequality holds with probability approaching 1. Lastly, the optimal q for any ” has
closed-form q = 1↑

n
ϑ≃ 1↑

n
X”. By the triangle inequality, we then obtain

↑q↓↑2 ⇑ 1↘
n
↑ϑ↑2 +

1↘
n
↑X↑↑”↓↑2 ↭ ↑v↑⇒,

with the last inequality holding with probability approaching 1, by the concentration of norms of ϑ
and X as discussed above, and the bound on ↑”↓↑2.
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Lemma 2. Consider the following unconstrained minimization problem over u ⇒ Rd:

min
u→Rd

max
0⇑ϱ⇑R

2τ↑h↑2↘
n


↼2 +

1

d
↑u→ v ≃ ω↓↑22 ≃

2τ↘
nd

g⇐(u→ v ≃ ω↓)

≃ τ2 +
ε

d
↑u↑22 +

µ

d

d∑

i=1

h(ui, v
(t)
i , ϖ↓i ).

With probability approaching 1, the solution u↓ satisfies
∥∥∥ 1↑

d
(u↓ → v ≃ ω↓)

∥∥∥
2
↭ ↑v↑⇒.

Proof. First note
∥∥∥ 1↑

d
(u↓ → v ≃ ω↓)

∥∥∥
2
⇑ 1↑

d
↑u↓↑2↑v↑⇒ + 1↑

d
↑ω↓↑2, and 1↑

d
↑ω↓↑2 is bounded

by a constant with probability approaching 1 by the assumed W2 convergence of ω↓ to a fixed limit.
Hence, it suffices to show that ↑u↓↑2 ↭

↘
d with high probability. We begin by noting that the inner

maximization over τ admits a closed form solution, so the problem becomes

min
u→Rd


↑h↑2
2
↘
n


↼2 +

1

d
↑u→ v ≃ ω↓↑22 ≃

1

2
↘
nd

g⇐(u→ v ≃ ω↓)

2

+

+
ε

d
↑u↑22+

µ

d

d∑

i=1

h(ui, v
(t)
i , ϖ↓i ).

Now, we can proceed similarly to in the proof of Lemma 1. Let

F (u) :=


↑h↑2
2
↘
n


↼2 +

1

d
↑u→ v ≃ ω↓↑22 ≃

1

2
↘
nd

g⇐(u→ v ≃ ω↓)

2

+

,

R(u) :=
ε

d
↑u↑22 +

µ

d

d∑

i=1

h(ui, v
(t)
i , ϖ↓i ).

Then, noting F is always non-negative and R is ↼
d strongly-convex, we use the same argument as in

Lemma 1 to obtain the inequality

↑u↓↑22 +
2d

ε
′R(0)⇐u↓ ⇑ 2d

ε
F (0).

After completing the squares, we obtain
∥∥∥∥u

↓ +
d

ε
′R(0)

∥∥∥∥
2

2

⇑ 2d

ε
F (0) +

d2

ε2
↑′R(0)↑22,

so we can conclude

↑u↓↑2 ⇑ d

ε
↑′R(0)↑2 +


2d

ε
F (0) +

d2

ε2
↑′R(0)↑22 ⇑ 2d

ε
↑′R(0)↑2 +


2d

ε
F (0).

As shown in Lemma 1, ↑′R(0)↑2 ↭ 1↑
d

with probability approaching 1. It remains to show that
√
F (0) ↭ 1 with probability approaching 1. To see this, observe that

√
F (0) =


↑h↑2
2
↘
n


↼2 +

1

d
↑ω↓↑22 ≃

1

2
↘
nd

g⇐ω↓



+

⇑


↑h↑2
2
↘
n


↼2 +

1

d
↑ω↓↑22 ≃

1

2
↘
nd

g⇐ω↓



⇑ ↑h↑2
2
↘
n


↼2 +

1

d
↑ω↓↑22 +

1

2
↘
nd

↑g↑2↑ω↓↑2,

where the last line uses the triangle and Cauchy-Schwarz inequalities. By concentration of the norm
for Gaussian vectors, there exists a universal constant c such that ⇓h⇓2↑

n
⇑ c and ⇓g⇓2↑

n
⇑ c with

probability approaching 1. Moreover, by Assumption 1, ⇓ω→⇓2↑
d

⇑ c with probability approaching 1.
Hence,

√
F (0) ↭ 1 with probability approaching 1. Substituting this into the bound for ↑u↓↑2 from

above completes the proof.
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Lemma 3. Under Assumption 1, the function fd(τ,▷) (Eq. 19) converges pointwise in probability to
f(τ,▷) (Eq. 20) as d ↗ ⇐.

Proof. We consider the limit of each term in fd separately. The limit of the terms ϱ↽2ξ
ς and τ▷◁ is

found by noting that ◁ ↗ 1 in probability by Gaussian Lipschitz concentration.

The first summation term simplifies as follows:

1

d

d∑

i=1

[
τ◁ϖ↓2i
▷

≃ τ

▷◁


▷gi

↘
⇁≃ ◁ϖ↓i

2
]
=

1

d

d∑

i=1

[
≃ τ

▷◁


▷2g2i ⇁≃ 2▷gi

↘
⇁◁ϖ↓i

]

= ≃ τ

▷◁

1

d

d∑

i=1

[
▷2g2i ⇁≃ 2▷gi

↘
⇁◁ϖ↓i

] P↗ ≃τ▷⇁,

where the last line follows from the weak law of large numbers since the gi are i.i.d. standard
Gaussian variables.

For the last term, after again using the fact that ◁ P↗ 1, we need to consider

1

d

d∑

i=1


M

↼(·)2+µh(·,v(t)
i ,ω→

i )


ϖ↓i ≃ ▷gi

↘
⇁

v(t)i

;
▷

2τv(t)2i


=:

1

d

d∑

i=1

q(vi, ϖ
↓
i , gi)

To show convergence in probability of this term, first fix φ > 0. Then, we want to show

P


1

d

d∑

i=1

q(vi, ϖ
↓
i , gi)≃ E q(V,”, G)

 > φ


↗ 0,

where the expectation is over (V,”) ⇔ !t and G ⇔ N (0, 1). It suffices to show the following two
statements:

P


1

d

d∑

i=1

q(vi, ϖ
↓
i , gi)≃ Eg

1

d

d∑

i=1

q(vi, ϖ
↓
i , gi)

 >
φ

2


↗ 0, (26)

P
Eg

1

d

d∑

i=1

q(vi, ϖ
↓
i , gi)≃ E q(V,”, G)

 >
φ

2


↗ 0. (27)

To show (26), we rely on a concentration inequality for the Moreau envelope of a Gaussian vector
plus a bounded vector from [5]. First note that

1

d

d∑
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q(vi, ϖ
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d
min
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Mφ
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)
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where the second to last line follows from the change of variable ω = u≃v
ς
↑
⇁

, and ω(ω) := ε
∥∥∥ς

↑
⇁ω
v

∥∥∥
2

2
+

µ
∑d

i=1 h


ς
↑
⇁ωi
vi

, vi, ϖ↓i


. Here, for fixed v, ω is a proper convex function of ω. Moreover, by

Assumption 1, ω→

ς
↑
⇁

has norm of order
↘
d with high probability. Hence, by [5, Lemma 8], this

quantity concentrates around its expectation (with respect to g), and we can conclude that there is
some c > 0 such that

P
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To show (27), note that

Eg
1

d

d∑

i=1

q(vi, ϖ
↓
i , gi) =

1

d

d∑

i=1

EG q(vi, ϖ
↓
i , G).

Observe that this quantity is an expectation with respect to the joint empirical distribution of (v,ω↓).
By the assumption of W2 convergence of the empirical distribution of (v,ω↓) (Assumption 1), if
we can show that mapping (v, ϖ) ↗ EG q(v, ϖ, G) is bounded, then we can conclude that the above
quantity converges in probability to E q(V,”, G), with (V,”) ⇔ !t. To see this, recall that for all
G ⇒ R, q is bounded below as

q(v, ϖ, G) ↙ min
u

εu2 + µh(u, v, ϖ),

which is always bounded below since h is bounded (or, in the case h = u2, the lower bound is zero).
Next, for a given G, we can bound q above as

q(v, ϖ, G) ⇑ µh(0, v, ϖ) +
τ

▷
(ϖ ≃ ▷

↘
⇁G)2.

Hence,
EG q(v, ϖ, G) ⇑ µh(0, v, ϖ) +

τ

▷
ϖ2 + τ▷⇁ < C

for some universal constant C > 0, since ϖ is bounded by assumption and h(0, v, ϖ) is either bounded
above or equal to 0 (in the case where h = u2). Combining (26) and (27) yields the desired result.

C Solving the min-max problem

Below, we show that the max-min problems (5) and (7) have easily computable solutions. Note it
suffices to consider the grouped case (7), since we can apply it with b = 1 to recover the ungrouped
case. The following derivation closely follows the analysis of the scalar max-min problem in [8],
who study a similar scalar problem (albeit in the case of ε = 0, which we do not consider).

First recall that, as shown in the proof of Theorem 1, there exists a unique saddle point, due to the
strong convexity in τ and strict convexity in ▷. Now, taking derivatives with respect to τ and ▷, we
obtain the following saddle point conditions:

0 =
↼2

▷
+ ▷(1≃ ⇁)≃ 2τ + ▷ε2 E


1

b

b∑

i=1

”2
i + ▷2⇁

(τV 2
i + ▷ε)2


, (28)

0 = ≃τ↼2

▷2
+ τ(1≃ ⇁) + τεE


1

b
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i=1

1

τV 2
i + ▷ε


≃ τε2 E


1

b

b∑

i=1

”2
i + ▷2⇁

(τV 2
i + ▷ε)2


. (29)

Solving each of these equations for the quantity ▷2ε2 E
[
1
b

∑b
i=1

!2
i+ς2⇁

(ϱV 2
i +ς↼)2

]
and then equating the

two, we arrive at

2τ▷ ≃ ▷2(1≃ ⇁)≃ ↼2 = ▷2(1≃ ⇁)≃ ↼2 + 2ε▷3⇁E

1

b

b∑

i=1

1

τV 2
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
,

which implies

τ = ▷(1≃ ⇁) + ε▷2⇁E

1

b

b∑

i=1

1

τV 2
i + ▷ε


.

Defining the auxiliary variable 1 = τ/▷, this yields the fixed point equation

1 = 1≃ ⇁+ ε⇁E

1

b

b∑

i=1

1

1V 2
i + ε


. (30)
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Substituting this 1 back into the first optimality condition in (28), we can express the optimal ▷ in
closed-form, in terms of 1:

▷ =

√√√√√
↼2 + ε2 E

[
1
b

∑b
i=1

!2
i

(▷V 2
i +↼)2

]

21 + ⇁≃ 1≃ ε2⇁E
[
1
b

∑b
i=1

1
(▷V 2

i +↼)2

] .

Finally, the optimal τ can be found simply as τ = 1▷.

This yields a simple recipe for solving the min-max problem. First, compute the positive solution 1̂
to the fixed point equation (30) (this can be found easily using standard numerical solvers). Then,
(▷̂, τ̂) are both given in closed-form as functions of 1̂ (where the required expectations can all be
approximated via Monte Carlo simulation).

D Further simulations

In this section, we demonstrate that our asymptotic predictions can provide accurate estimates of the
test error, even when some of our technical assumptions are not satisfied.

First, we compare the two “heavier” weightings considered in Section 3.1, ϱ(u, v) = tanh |uv| and
ϱ(u, v) = tanhu2, to the same weightings without the bounded tanh activation: ϱ(u, v) = |uv|
and ϱ(u, v) = u2. We note that the reweighting choice |uv| is considered in [21, 28] as a limit as
p ↗ 0 of the classical IRLS update for ωp minimization. In Figure 3a, we consider the same sparse
regression as in Section 3.1, i.e., with n = 250, d = 2000,↼ = 0.1, ϖ↓i

i.i.d.⇔ Bernoulli(0.01) and ε
chosen to minimize the predicted asymptotic loss.

For each choice of ϱ, we apply the theoretical predictions of Theorem 1, even if ϱ violates Assumption
2. We find that our predictions remain accurate for all these choices of ϱ. The choice tanh |uv|
performs almost identically without the tanh activation. Interestingly, the choice ϱ = tanhu2

outperforms the variant without the tanh and has a more regular decay of the test loss.

In Figure 3b, we apply Theorem 1 to predict the asymptotic squared test loss: 1
d↑u→v≃ω↓↑22 at each

iteration. While this function is not PL(2), as required by the theorem, the asymptotic predictions
still align well with simulations. Extending our technical results to hold formally in such scenarios is
an interesting direction for future work.
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Figure 3: Here, we fix n = 250, d = 2000,↼ = 0.1, ϖ↓i
i.i.d.⇔ Bernoulli(0.01) and select ε to minimize

the predicted asymptotic loss. Plus marks denote the median over 100 trials, and the shaded region
indicates the interquartile range. Left: Predictions and simulations for weighting functions which are
not uniformly bounded. Right: Predictions and simulations for the squared error 1

d↑u→ v ≃ ω↓↑22.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Theorems 1 and 2 directly reflect the claims from the abstract/introduction.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We provide detailed discussion of the strength of our technical assumptions
after the statement of Theorem 1 and in Appendix D, and we further elaborate on these areas
for improvement in the conclusion.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.
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• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: We formally state and discuss Assumptions 1 and 2, and we provide a complete
proof of our results in the Appendix A of the supplemental material.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide all details of hyperparameters used to run simulations in the corre-
sponding figure caption. We also detail the exact method used to compute our asymptotic
predictions in Appendix C and provide accompanying code for the simulations.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
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• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We provide an accompanying file with code for computing the asymptotic
predictions and running simulations with high-dimensional Gaussian data.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
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Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: For each simulation, hyperparameter choices (and the method for choosing the
ridge parameter ε) are specified either in the caption or in the accompanying discussion in
the text.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We report the median and interquartile range for all simulations over 100
independent trials. These metrics are chosen due to the asymmetry of the distribution across
trials (e.g., the mean minus the standard deviation might be negative in low-noise settings).
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [NA]
Justification: Due to the small-scale of our included simulations, we do not include this
information.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
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• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research presented in this work abides by the Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: Our work provides statistical analysis for a generic family of algorithms in an
abstract setup, and we do not believe our work has immediate social impacts or an immediate
path toward such impacts.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [Yes]
Justification: The paper poses no such risks.
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Guidelines:
• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: The provided code includes all necessary information for running simulations.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
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Answer: [NA]
Justification: The paper does not involve research with human subjects or crowdsourcing.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve research with human subjects or crowdsourcing.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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