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Abstract

Suppose we observe a trajectory of length n from an exponentially a-mixing stochastic
process over a finite but potentially large state space. We consider the problem of estimating
the probability mass placed by the stationary distribution of any such process on elements that
occur with a certain frequency in the observed sequence. We estimate this vector of probabilities
in total variation distance, showing universal consistency in n and recovering known results for
i.i.d. sequences as special cases. Our proposed methodology—implementable in linear time—
carefully combines the plug-in (or empirical) estimator with a recently-proposed modification
of the Good-Turing estimator called WINGIT, which was originally developed for Markovian
sequences. En route to controlling the error of our estimator, we develop new performance
bounds on WINGIT and the plug-in estimator for exponentially a-mixing stochastic processes.
Importantly, the extensively used method of Poissonization can no longer be applied in our non
i.i.d. setting, and so we develop complementary tools—including concentration inequalities for
a natural self-normalized statistic of mixing sequences—that may prove independently useful in
the design and analysis of estimators for related problems. Simulation studies corroborate our
theoretical findings.

1 Introduction

Estimating the stationary distribution of a stochastic process from an n-length trajectory is a
foundational problem in statistics and machine learning, with broad implications for fields such as
ecology (Fisher et al., 1943), genomics (Favaro et al., 2012; Lijoi et al., 2007) and natural language
processing (Church and Gale, 1991; Chen and Goodman, 1999; Ney et al., 1994). Historically, most
research has focused on settings where the data is either i.i.d. or exchangeable, where classical tech-
niques were based on so-called “add-constant” estimators (Laplace, 1814; Krichevsky and Trofimov,
1981). Other estimators that see appealing empirical performance are absolute discounting (Ney
et al., 1994), Jelinek—Mercer smoothing (Jelinek, 1985), and the Good—Turing estimator (Good,
1953). These estimators proceed by first estimating the probability mass' M g placed by the dis-
tribution 7 on symbols occurring with each frequency ¢ = 0,1,...,n in the sequence, and this
estimation problem will form the focus of the current paper. One can then transform the esti-
mate of the vector (M[){_, to an estimator of m itself; see Orlitsky and Suresh (2015). Among
the aforementioned estimators, the Good—Turing estimator has been thoroughly analyzed in the
ii.d. setting, starting from the pioneering work of McAllester and Schapire (2000). In particu-
lar, these authors showed a universal result of the following form: For any i.i.d. sequence from a

'Note that M7 is a random functional of the stochastic process, since the set of symbols occurring ¢ times in the
observed sequence is random.
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distribution 7 defined on a finite alphabet, the Good-Turing estimator consistently estimates the
probability mass M C” placed by the distribution on symbols occurring with each fixed frequency ¢
in the sequence. Subsequent work (Drukh and Mansour, 2005; Acharya et al., 2013; Orlitsky and
Suresh, 2015) refined these bounds and proposed a hybrid estimator, i.e. the Good—Turing estima-
tor to approximate M Cﬂ for small ¢ (i.e., to estimate the probability mass placed on small-frequency
symbols) and the plug-in or empirical estimator to approximate Mg for large ¢ (i.e., to estimate
the probability mass placed on large-frequency symbols). In addition, the problem of estimating
the missing mass, M{, has garnered significant interest in the i.i.d. setting and has been ana-
lyzed thoroughly (McAllester and Ortiz, 2003; Berend and Kontorovich, 2012, 2013). In particular,
the problem of estimating the probability vector (MZT )2‘:0 has been studied in various divergences
including total variation, Kullback—Leibler, and chi-square. In addition to upper bounds, we also
have an intricate understanding of the sharpness properties of various estimators as well as minimax
lower bounds (Acharya et al., 2013; Orlitsky and Suresh, 2015). There has also been a significant
body of follow-up work in the i.i.d. setting (see, e.g., Ohannessian and Dahleh, 2012; Painsky, 2023;
Hao and Orlitsky, 2019).

While the aforementioned papers have provided a detailed understanding of the i.i.d. setting,
many real-world stochastic processes exhibit temporal dependencies. Examples abound in natu-
ral language processing, where sequences of words are sometimes better captured through hidden
Markov modeling, and genomics, where DNA sequences are formed from interdependent base pairs.
These dependencies in the stochastic process pose significant challenges for estimation of the sta-
tionary distribution. Indeed, the naive application of estimators such as Good—Turing is no longer
valid even when the stochastic process is Markovian (Chandra et al., 2024) and different algo-
rithmic tools are required for addressing temporal dependence (Hao et al., 2018; Skorski, 2020;
Chandra et al., 2024). Motivated by this issue, recent work by Pananjady et al. (2024) studied the
Markovian setting and introduced a “leave-a-window-out” variant of the Good—Turing estimator
for estimating the stationary missing mass, i.e., the probability mass placed by the stationary dis-
tribution on elements that do not occur in the observed sequence. They showed that this variant of
Good—Turing — which they termed windowed Good—Turing or WINGIT — estimates the stationary
missing mass with minimax optimal mean-squared error. Some extensions were also provided for
estimation of the “small-count” probability, i.e., the mass placed by the distribution on elements
occurring at most a certain number of times in the observed sequence. However, these results do
not imply a satisfactory bound on distribution estimation. In particular, we still do not have an
estimator for the stationary distribution in a frequency-by-frequency sense that estimates the vector
of probabilities (MZF )2?:0 consistently in any natural divergence measure. Finally, we mention that
besides frequency-by-frequency stationary distribution estimation, researchers have studied various
learning problems involving other parameters of Markov chains (e.g., Hao et al., 2018; Han et al.,
2023; Wolfer and Kontorovich, 2019).

In this paper, we propose and theoretically analyze an estimator for the stationary distri-
bution in a frequency-by-frequency sense. Specifically, we consider a stochastic process X" =
(X1, Xo,...,X,,) defined over a finite but unknown state space X in which we accommodate the
regime |X| > n. We assume that the process is exponentially a-mixing —which subsumes mixing
Markov chains and some hidden Markov models; see Section 2.1 to follow — and aim to estimate
its stationary distribution 7 in the aforementioned sense. Specifically, letting Mg denote the prob-
ability mass placed by the stationary distribution on elements occurring ¢ times in X", our goal is
to estimate the vector (M, Zf )?:0 in total variation distance. Importantly, we would like to develop a



universal result like in the i.i.d. case, which shows that estimation can always be performed consis-
tently in n. We show that such an estimator then naturally yields an estimator for the stationary
distribution 7 defined over the sample space X' (see Lemma 1).

Contributions and organization

Our main contributions are summarized below:

e We propose a simple and efficient estimator for the stationary distribution of any exponentially
a-mixing stochastic process. Our estimator combines the WINGIT estimator (Pananjady et al.
(2024)) for low frequency and the plug-in estimator for high frequency symbols.

e In Theorem 1, we provide a risk bound on the proposed hybrid estimator, showing that
with the appropriate parameter settings it attains total variation risk O (nil/ 6\/’@) for
any exponentially a-mixing process with mixing time tmix (see Egs. (1a) and (2)). This rate
recovers known guarantees in the i.i.d. setting as a special case.

Our main result, Theorem 1, is proved through two key technical pieces of possible independent
interest. First, Proposition 1, presented in Section 4, provides a high-probability bound on the ¢;
error of the plug-in estimator. Notably, these results recover the known guarantees for the i.i.d.
setting as special cases, but our analysis does not rely on Poissonization, a common technique
tailored to the i.i.d. setting used to handle dependent multiplicities of symbols. Instead, we
develop an alternative approach based on blocking arguments, which decomposes the sequence into
approximately independent blocks. In the process, we prove concentration inequalities for a natural
self-normalized statistic for mixing stochastic processes.

Second, we establish a bound on the ¢;-risk of the WINGIT estimator for a general exponen-
tially a-mixing process in Proposition 2, presented in Section 4. Importantly, simply applying
the worst-case bounds provided in Pananjady et al. (2024) would not yield Theorem 1, and so we
provide a sharper bound on the /¢;-risk that adapts to the behavior of the stationary distribution
w. Specifically, if 7 assigns low probability to low-frequency symbols, the bound naturally adjusts
to reflect this, leading to a smaller error for the WINGIT estimator.

The rest of this paper is organized as follows. Section 2 describes basic background and formal-
izes our problem statement. Section 3 describes the methodology for our estimator, and our main
results for the analysis of this estimator are described in Section 4. In Section 5, we simulate our
estimator and compare its performance to alternatives that are available in the literature. In Sec-
tion 6, we provide proofs of our main results, deferring statements and proofs of auxiliary lemmas
to the appendix.

Notation

Let [n] denote the set of natural numbers less than or equal to n. For an index set P C [n], let
Xp = (Xj)iep denote the sequence of random variables with indices in P, ordered canonically. For
a sequence Z € XN and x € X, we let N,(Z) = #{i : Z; = 2} denote the number of occurrences of
x in Z. We frequently use the shorthand N, = N, (X™). We also let ¢¢(2) = #{x : N,(Z) = (}
denote the number of symbols occurring with frequency ¢ in Z, once again adopting the shorthand
o = pc(X™). We use A(S) to denote the set of all probability mass functions on a finite set S.
We use @ to denote the concatenation of sequences, e.g., (X1, X2) ® (X4, X5) = (X1, X2, X4, X5).



We use the notation f(u) < g(u) to mean that there exists some absolute positive constant C
that is independent of all problem parameters, such that f(u) < C - g(u) for all u in the domain
of f and g. We use the notation f(u) 2 g(u) when g(u) < f(u). We write f(u) < g(u) if both
relations f(u) 2 g(u) and g(u) < f(u) hold. Logarithms are taken to the base e. We use (¢, C) to
denote universal positive constants that could be different in each instantiation. We use var(X) to
denote the variance of a random variable X and cov(X,Y’) to define the covariance between two
random variables X and Y. For a sequence of (deterministic or random) scalars a” = (aq, ..., an),

let sp(a™) := ﬁ Doy > (@i — a;j)? denote its spread.

2 Background and problem formulation

As mentioned before, we are interested in estimating the stationary distribution of a mixing stochas-
tic process X™. In this section, we formally set up the assumptions on our stochastic process as
well as the metric in which we wish to perform estimation.

2.1 Model for the stochastic process

We assume that the sequence X" := (Xi,...,X,,) is an ergodic stochastic process defined over a
finite (and possibly unknown) state space X. The unique stationary distribution of this ergodic
process is denoted by m and we assume that the process is initialized at stationarity? with X; ~ .

We also assume that the stochastic process is exponentially a-mixing, which ensures that the
dependencies between lagged past and future observations in the process decay exponentially with
the time lag. Formally, for an ergodic stochastic process {X¢}+>1, define its a-mixing coefficient as

a(T) = ilég sup {|P(ANB) —P(A)P(B)|: A€ o(X;),Bea(X},)}, (1a)

where at time ¢, we use o(X, ) to denote the o-algebra generated by the past RVs (X1, Xo, ..., X}),
and U(X;;T) to denote the o-algebra generated by the future RVs (Xyir, Xy1r41,...). Then, the
stochastic process is said to satisfy ezponential a-mizing if there exist constants p > 0 and p € (0,1)
such that

a(r) < pp” forall 7> 1. (1b)
We also define the mixing time of such a process to level € € (0,1) as
tmix(€) = min{7 € N: a(7) < €}. (2)

Note that for an exponentially mixing process satisfying Eq. (1b), we have

(o) < log(p/€)
tmix(€) < Toa(1/p)’ (3)

The assumption of exponential a-mixing is satisfied by a wide range of stochastic processes, making
it a versatile and practical modeling choice. Below, we discuss some examples:

2This assumption can easily be relaxed by allowing for a burn-in period.



1. I.I.D. sequences: 1ID sequences are special cases of a-mixing sequences. Since all samples
are i.i.d., we have from Eq. (la) that a(7) = 0 for all 7 € N. Then, from the definition of
mixing time in Eq. (2) we obtain tmix(€) = 1 for all e > 0.

2. Finite-State Ergodic Markov Chains: Any ergodic Markov chain on a finite state space
satisfies the exponential a-mixing condition (1b). In particular, the parameters (u, p) depend
on the size of the state space and the spectral gap of the Markov transition matrix (Levin
and Peres, 2017, Theorem 4.9).

3. Hidden Markov Models (HMMs): In HMMs, the observations depend on a latent Markov
chain. When the latent Markov chain (H;):>1 is exponentially a-mixing and the observed pro-
cess (X¢)¢>1 is some measurable function f; of H; and another exponentially mixing Markov
process Wy, then Xy = f;(Hy, W) is also exponentially a-mixing (Doukhan, 2012).

4. Random duplication model: Suppose i.i.d. samples from 7 are input to a random dupli-
cation model (Chandra and Thangaraj, 2024), which for each input z, outputs the duplicated
sequence (z,...,x) with probability «, and x otherwise. The output process is ergodic and

——

k times
satisfies exponentially a-mixing, and the mixing time satisfies tmix(€) = k for all € > 0.

2.2 Frequency-by-frequency estimation of the stationary distribution

The total variation (TV) distance between two probability mass functions p and ¢ defined on a
common probability space (X, F) is given by

1
drv(p,q) = sup [p(4) — q(4)| = 5 > pe — gl
AeF reX

where we have used the shorthand p, = p({z}) and ¢, = q¢({z}).
Recall that our goal is to estimate the vector of probabilities (]\45r )2‘:0 consistently in total

variation, and thereby the stationary distribution 7. Let us set up this problem formally. For each
¢(=0,1,...,n, define

ME(X™) =) 7 - T{N, = ¢} (4)

zeX

as the mass placed by 7 on elements occurring exactly ¢ times in the observed sequence X".
Note that each scalar M[ (X™) is a random functional, since it depends both on the underlying
distribution and on the realized sequence X™. Denote the vector of count probabilities by

MT(X™) = (Mg (X™), MT(X™), ..., M7(X")), ()

which is a random vector taking values in the probability simplex A({0,1,...,n}).

Our goal is to develop an estimator of the random vector M™(X") as a functional of only the
observed sequence X". In particular, we seek to design an estimator M : X" — A({0,1,...,n})
and measure its error using total variation distance. Specifically, define the risk

Ro(M™, M) = E |dry(M7(X"), M(X™) (6)



where the expectation is taken over X™ and any additional randomness in the estimator.

While the problem of estimating the vector M™ is interesting in itself, it is worth pausing to
ask in what sense this yields an estimator for the stationary distribution 7. To describe this, we
recall the notion of a natural estimator due to Orlitsky and Suresh (2015), which is an estimator
of 7 that assigns the same probability to all symbols appearing with the same frequency in X".
Formally, define the set of all natural estimators

Q™ = {g: X" = A(X) | o = gy if No(X™) = N, (X™)}.

Note that natural estimators are indeed intuitive, since if we know only that a sequence is expo-
nentially a-mixing and therefore reaches stationarity, then it is natural to assign the same prob-
ability to symbols that occur an equal number of times. In particular, any estimator M:x" —
A({0,1,...,n}) of the count probability vector can be used to generate an estimator g for the sta-
tionary distribution by dividing the mass J\/ZC equally among all elements of X that occur ¢ times
in X™. The estimator ¢ is natural by definition. The following lemma shows that this estimator is
competitive with respect to the class of natural estimators Q"at.

Lemma 1. Suppose ¢ : X™ — A(X) is generated from an estimator M:xm— A({0,1,...,n}) by
splitting the mass M equally among all elements that occur exactly ¢ times in the sequence X".
Then, we have

dry(m, q(X") <2- qeirélzat drv(m,q) +drv(M(X™), M™(X™)). (7)

Note that the infimum on the RHS is taken over all natural estimators, including those that have
perfect knowledge of m but are constrained to assign the same probability to symbols appearing
the same number of times in X™. We thus have an oracle inequality with approximation factor
2, and estimating the vector of count probabilities automatically yields a good estimator of the
stationary distribution. As an aside, we note that such a competitive relation was proved for the
KL-divergence by Orlitsky and Suresh (2015), who showed an approximation constant of 1 instead
of as above. A corresponding result for the TV distance has not appeared before (to our knowledge).

3 Methodology

We now turn our attention to the estimation problem set up above. Our distribution estimation
algorithm is based on a careful combination of the WINGIT estimator (Pananjady et al., 2024)
for low-frequency symbols and the plug-in estimator for high-frequency symbols. Let us begin by
describing these two estimators.

3.1 Winglt Estimator

The WINGIT estimator generalizes the Good-Turing estimator’s leave-one-out technique to provide
a “leave-a-window-out” framework for estimation with dependent data. To describe this framework,
we define some additional notation. For each index ¢ € [n] in the sequence, define the following
index sets:

Di={ken|:|k—i <7} and Z;=[n|\D;. (8)



For a suitable choice of 7, the set of indices D; represents the “dependent set”, in that the random
variables {X}jep, may depend strongly on the random variable X;. Conversely, Z; represents the
“independent set”: If 7 is chosen large enough and the stochastic process is mixing, then we expect
the random variables indexed by the set Z; to be approximately independent of X;. With this
notation in hand, we define the ezact-count estimator

T(C =1{Nx,(Xz,) =(}, and the averaged estimator Mwmerr (T Z MT%, 9)

where ]/W\WINGIT@(T) is the total probability mass assigned to symbols appearing ( times in the
sample by the WINGIT estimator. Note that substituting 7 = 1 yields the Good—Turing estimator.
We note that the definitions of the exact-count WINGIT estimators in our work differ slightly from
those in Pananjady et al. (2024). Specifically, while Pananjady et al. (2024) were concerned with
estimating the small-count probability given by M’_<T< = Zgzo M7, which corresponds to the total
mass of elements appearing up to ¢ times, our focus is on estimating the exact count probabilities
M C” , which are objects that are more directly useful for distribution estimation.

We now present an explicit implementation of the WINGIT estimator defined in Eq. (9). We
implement the WINGIT estimator in parallel for all values of ¢ € {0,...,n} and return the n + 1-
dimensional vector ]/W\WINGIT- This implementation runs in O(n7) time, where 7 is the window size
used. Given a sequence X™ and a natural number 7, our implementation proceeds via two passes
through the data as shown in Algorithm 1.

Algorithm 1 Linear time implementation of the WINGIT estimator.

Require: Sequence X" = (X1,...,X,,), Natural number 7 (window size)
1: Initialize locations as a dictionary
2: fori=1,...,ndo

3: if X; ¢ locations then

4: Initialize locations[X;] as a list
5. end if
6:  Append i to locations[X|]
7. end for
8: MWINGIT < [0, . ,0]

N——

n+1

9: fori=1,...,ndo
10 count « 0
11:  for j = max(0,i — 7),...,min(i + 7,n) do
12: if Xj == X, then
13: count < count +1
14: end if

15:  end for

16: ¢+ len(locations[ i])— count
17 Mwerr[¢] < MWINGIT (¢l +1/n
18: end for

19: return MWINGIT

The first loop in Algorithm 1 (Steps 2-7) requires a single pass through the data and thus runs in



O(n) time. This loop stores the locations of each symbol in the dictionary locations. In Step 8 we
initialize the vector of count probabilities J\/IWINGIT as a vector of Zeros of size n 4+ 1 corresponding
to each frequency. The (-th element of this vector, denoted by Myynarr[¢], corresponds to the
quantity MVVINGEC(T) defined in Eq. (9). The second loop in this algorithm (Steps 9-18) runs in
O(nT) time. The outer loop performs a single pass through the data, which takes O(n) time, and
the inner loop (Steps 11-15) counts the number of occurrences of a symbol in a window around
its current occurrence, which takes O(7) time. The variable ¢ counts the number of occurrences
of the symbol outside the window in Step 16, which can be implemented in O(1) time on Python.
Finally, the algorithm returns the vector of count probabilities of the WINGIT estimator and runs
in O(nT) time.

3.2 Plug-in estimator

Recall that we denote by ¢, the number of symbols appearing ¢ times in X™. Then, the plug-in
(or empirical) estimator assigns the following total mass to all symbols with multiplicity (:

7 ¢
MPLC = Q¢ H (10)

Clearly, the plug-in estimator (simultaneously for all values of () is linear-time implementable.
When a particular symbol occurs sufficiently many times, the law of large numbers guarantees
that the relative frequency of the symbol in the sample X™ provides a reliable estimate of its
stationary probability. Therefore, we expect this estimator to be accurate for sufficiently large
frequencies (. Conversely, when ( is small, the plug-in estimator ]/\/[\pLg will typically underestimate

3.3 Combined estimator

To leverage the complementary strengths of the WINGIT estimator (which we expect to be inaccu-
rate for large ¢) and the plug-in estimator (which we expect to be inaccurate when ¢ is small), we
define a hybrid estimator that switches between the WINGIT estimator and the plug-in estimator
based on the symbol multiplicity (. Specifically, our estimator takes the following form:

(11)

— ~1. M, ife<C
MC(T; C) _ V,1 /\WINGIT,Q(T) 1 ¢ < g
v - Mpr¢ if ¢ > ¢,

where ¢ € N is some parameter to be chosen, and v is chosen to be a normalizing constant to ensure
that Z?:o M¢(7) = 1. Note that ¢ determines the transition point, or the threshold for transitioning

from the WINGIT to the plug-in estimator, and we make a specific choice of Cin stating our theorem
to follow. When ¢ and 7 are clear from context, we often use the shorthand M. = M(7;() to

denote the scalar estimate and M = (]\/4\4(7';2))?:0 to denote its vector counterpart.
The combined estimator can be implemented in linear time using the linear time implementation
of the plug-in estimator and that of the WINGIT estimator in Algorithm 1.

4 Main results

Our main result is a bound on the TV error attained by our hybrid estimator M (7;0).



Theorem 1. There exists a universal positive constant C' such that if we choose the window size
T > tmix(n™%) and transition point { = |[n'/3] — 1, then

Rn(Mﬂ-aﬁ(T;z» <C- (Tlnolg/écn)) .

A few remarks are in order. First, in the special case of an i.i.d. sequence we have tm,(n=5) = 1,
so we can set 7 = 1 and our proposed estimator reduces to the combination of the Good—Turing
and plug-in estimators studied in Acharya et al. (2013). In this case, Theorem 1 recovers the TV
guarantee of Acharya et al. (2013), but without requiring Poissonization (see the discussion below).

Second, note that by the discussion in Section 2.1, we can always choose the window size
7 = log(n®u)/log(1/p) in a general mixing stochastic process satisfying Eq. (1b). This parameter
depends logarithmically on n and also depends on the mixing parameters p and p, and yields the
bound (ignoring loglog factors)

1og3<n5u>/log3<1/p>)” 6

Exn [dre(017(X"). 51 0)] 5

uniformly over all exponentially a-mixing stochastic processes satisfying Eq. (1b).

Third, we highlight that our proof technique necessarily departs from the ones in Acharya et al.
(2013) and Orlitsky and Suresh (2015), which rely on Poissonization. Poissonization essentially
translates a sequence of fixed length into a sequence where the total number of samples itself is
an independent Poisson random variable, which in turn renders the multiplicity of each individual
symbol independent. While powerful, Poissonization requires independent random variables in the
original sequence, and can no longer be used in our setting. Instead, our techniques to bound the
error of the WINGIT estimator are based on the leave-a-window-out interpretation of the estimator,
and careful control of its error in terms of appropriately defined indicator random variables. To
handle the error of the plug-in estimator, we use a careful blocking technique and prove a self-
normalized concentration inequality for mixing sequences — see Lemma 2. Our control on the
error of both estimators is in terms of fine-grained quantities — see Propositions 1 and 2.

As a side remark, we note that Acharya et al. (2013) and Orlitsky and Suresh (2015) also analyze
the error of their estimator in KL-divergence, and show that it achieves a rate of O(n~'/3) for IID
sequences. By applying the reverse Pinsker inequality (Sason, 2015, Theorem 1) to Theorem 1
above, one can show that a minor modification of our estimator? attains KL risk O((73/n)'/6) for
general mixing sequences. While consistent, this rate is suboptimal, and proving a faster rate in
KL error for our estimator remains an open problem.

As mentioned above, the proof of our main result relies on a concentration inequality for a
self-normalized statistic of exponentially a-mixing sequences, which we state below along with a
more standard Bernstein-type inequality. We prove the lemma in Section 6.3.

Lemma 2. Fiz d,e >0 and let U™ = (U, Us,...,Uy,) denote a sequence of random variables from
an ergodic, stochastic process that is exponentially c-mizing with parameters p and p, with each
U; € [0, B] almost surely. Recall the definition of mizing time from Eq. (2).

3To apply the reverse Pinsker inequality, we need to ensure that our estimator does not assign 0 probability to
any (. This can be done by adding 1 to the total count of each (, ensuring that M¢(7;¢) > 1/n for all (.



(a) For each fized T > tmix(€/n), the following Bernstein-type inequality holds:

1 « 41v2log(1/8)  4Btlog(1/é
E[Uh] -~ Uj| < n(/)+ ?m(/)
j=1

with probability at least 1 — 45 — €. Here v? = T—lzvar <ZJT-:1 Uj> 1s the normalized block variance.
(b) In addition, if 2?21 U; > 36B10g(2/6) - tmix(€e/n) and n > 24tmix(e/n), then the following holds:

\/B 10g(2/6) - (371 Uj) - tmix(€/n)

n

1 n
E[U2] -~ Uj| <82
j=1

with probability at least 1 — 106 — 2e.

On the one hand, it is worth comparing the Bernstein bound in Lemma 2(a) to the Bernstein
bound for exponentially a-mixing sequences given in Merlevede et al. (2009, Theorem 2). The
authors in that paper show that if U" is a-mixing and satisfies a(7) < exp(—2c¢7), then defining

P2 .= sup var(Ui) + 2 Z | COV(Uiv Uj)| )

¢ G>i

we have the tail bound

P E[U]—li[]‘ >t| <exp|-— Cnt? (12)
! n = ! - r2+%2+Blog(n)2t 7

where C' is an unspecified constant that depends on the parameter ¢ defined in assuming a bound
on «(7). By comparison, Lemma 2(a) makes the weaker a-mixing assumption (1a) and implies the
following tail bound in terms of the mixing time:

1 — nt?
In stating Eq. (13), we have used the fact that 7v? < r? which is evident from the following
sequence of calculations:

T

v’ = —gvar (Z Ui> == Zvar(Ui) +2 Z Zcov(Ui, Uj) | < — SUp var(U;) + 22 | cov(Us;, Uj)|
i=1 ¢

i=1 i=1 j>i §>i

Comparing Egs. (13) and (12), we see that our bound is stated explicitly in terms of mixing times
and may be more user-friendly under the mixing assumption (la).

On the other hand, Lemma 2(b) should be viewed as a concentration inequality on a self-
normalized statistic constructed from a mixing sequence — note that the constants (24,36, 82)
appearing in the theorem are not sharp and can likely be improved. A consequence of this result

10



— stated in a form that is typical in this literature (de la Pena et al., 2004) — is that for an
exponentially a-mixing sequence U™ satisfying Eq. (1a) with U; € [0, B] a.s. for all j € [n], we have

‘E[Ul] - %Z?:l Uj’ . 82\/1053;(2/5) “tmix(€/n) and BZ?:1 Uj S 36B%10g(2/6) - tmix(€/n)

B 2?21 Uj
V n

Such a self-normalized concentration inequality for exponentially a-mixing sequences may be of
independent interest.

We conclude this section with the two key propositions that we prove, which provide bounds—
for each (—on the error made by both the plug-in and WINGIT estimators in approximating M i

n n n

<106 + 2e.

Proposition 1. Consider any fived 6,¢ > 0 and let 7o := tmix(¢/n?) for convenience. There is a
universal positive constant C such that if n > 241y, then for each

47 log(lln/é)}

¢ > max {367‘0 log(22n/6),1 + /(4 + 810 log(11n/5) + 3

we have

’Mg — MPI,(’ <C ( : Ctmix(e/f) ee(XT) log (Cn))

0
with probability at least 1 — § — 3e.

Proposition 2. There exists a universal positive constant C' such that the following holds for all
C. If the window size is chosen such that T > tmix(n=2), then we have

|

E HM?(X”) - ]/\ZWINGIT,C

4r—2
= C\/:<\/E[Mg] + /¢ log(2rE[M] + ; (¢ Z W [Mgﬂ}) + 0(41;1)7.

It is worth comparing Proposition 2 to the analogous bound for missing mass with ¢ = 0 (Panan-
jady et al., 2024). Substituting ¢ = 0 in the above bound and ignoring the final (lower order) term,
we have

E HME)T(X") - ]/W\WINGIT,O

| s

Because >0 2 E[M7] < 1, this recovers the minimax rate of O(,/7/n) given by Chandra et al.
(2022). Moreover, the bound above is strictly stronger, since the RHS can be significantly smaller
when the quantities {E[M[]}}7? are small. Note that these are the expected count probability
masses for the stationary distribution m — if the small count mass of the stationary distribution
is small (i.e. most symbols appear many times), then our bound shows that WINGIT incurs a
smaller error for missing mass estimation. This adaptivity is a distinct advantage of our approach.
In contrast, the MSE bound provided in Pananjady et al. (2024) captures the correct scaling in
terms of 7 and n, but is not adaptive to this specific behavior of the stationary distribution 7. This
adaptivity property plays a central role in our final bound in Theorem 1, since the errors incurred
across all the ¢ values are aggregated to produce the claimed bound on TV error.
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5 Numerical experiments

In this section, we provide a set of simulations on synthetically constructed Markov chains in order
to demonstrate the effectiveness of the proposed estimator. We first describe the experimental
set-up and discuss some of the estimators used in practice. We then compare the performance of
these estimators against the proposed hybrid estimator.

5.1 Experimental Setup

We perform experiments on samples that we generate from different types of a-mixing processes.
Specifically, we instantiate the stationary distribution of the mixing sequence from one of five
different distributions. These distributions include: the uniform distribution, a step distribution
with half of the symbols occurring with probability 1/(2|X|) and the other half of symbols occurring
with probability 3/(2|X|), a Dirichlet distribution with the concentration parameter 1.5, and Zipf
distributions with parameters 1.1 and 1.5. The Zipf distribution with parameter a assigns the
probability p(i) o< i~ for all i € N. We then layer a random duplication model on the i.i.d. samples
generated from the stationary distribution to obtain the final a-mixing sequence. This process is
described below. For notational convenience, we define Tpix = tmix(1/4), where tmix(€) is defined
in Eq. (2).

1. First, we generate ng i.i.d. samples from the underlying stationary distribution. The number
of symbols is set as |X| = ng. Thus, as we increase the number of samples, the number of
symbols increases proportionally.

2. We then use a geometric duplication model in order to generate a mixing sequence from the
i.i.d. samples. Specifically, for each sample in the i.i.d. sequence, we draw a geometric random
variable with mean n§ (for some ¢ > 0), which determines how many times that symbol is
duplicated in the final sequence. This processcan be viewed as a draw from a sticky Markov
chain (Chandra et al., 2022) in which the probability of observing an i.i.d. sample from the
stationary distribution is given by 1/n§. The mixing time, Tmix, for this sequence is given by
Tmix = O(nf) (Pananjady et al., 2024). Since the duplication factors are random, the total
length of the resulting sequence, denoted as n, is also a random variable with expected value
E[n] = n§tt.

We compare the performance of our proposed estimator with several existing estimators that were
originally designed for i.i.d. sequences. Specifically, we include the Good—Turing + Plug-in esti-
mator analyzed by Acharya et al. (2013), as well as a family of popular add-$ estimators defined
as:

Ti.() = £E T8O

v

where v is a normalizing constant chosen to ensure that the estimated probabilities sum to 1.
Different choices of the function 5(¢) yield well-known estimators:

e Laplace estimator (Laplace, 1814): §(¢) =1 for all ¢,

e Krichevsky—Trofimov estimator (Krichevsky and Trofimov, 1981): 8(¢) = 0.5 for all ¢,

12



e Braess—Sauer estimator (Braess and Sauer, 2004): 3(0) = 0.5, 8(1) =1, and 8(¢) = 0.75
for all ¢ > 1.

An important detail is that the normalization constant v for the add-g estimators depends on the
alphabet size |X|. For the uniform, step, and Dirichlet distributions, the alphabet size is finite and
set to |X| = ng. However, for the Zipf distribution, the alphabet is the set of all natural numbers,
so that |X| = co. To address this in our simulations, we approximate the alphabet size for the
Zipf distribution using the number of unique symbols observed in the samples. This approximation
is reasonable because the missing mass—corresponding to mass placed on unobserved symbols—is
small with high probability for Zipf distribution and has a negligible effect on the TV distance.

We compare estimator performance by plotting the TV distance between the true and estimated
vectors of count probabilities for each method. We present simulation results for three different
values of ¢, the parameter controlling the mixing time of the sequences. All plots are averaged
over 50 independent instances, and the shaded regions around each curve represent the standard
deviation across these runs.

5.2 Results

First, in Figure 1 we plot the results for the case ¢ = 0.0. Since the duplication factor for each
sample in this case is simply 1, this represents the case of executing the estimators on an i.i.d.
sequence and is a convenient reference point for evaluation. In this case, the WINGIT+Plug-in
estimator is exactly equal to the Good—Turing+Plug-in estimator and thus the performance of
these estimators overlap; we only include the evaluation of the WINGIT+Plug-in estimator to avoid
redundancy. This estimator performs well on all distributions and is significantly better than the
add-f estimators on all base distributions.

Figure 2 shows the results for ¢ = 0.2, where the data is no longer i.i.d. The window size for the
WINGIT+Plug-in estimator is set to 7 = 10 x nf, which is on the order of the mixing time of the
sequence. In this setting, the WINGIT+Plug-in estimator continues to outperform all competing
methods across all stationary distributions considered. It exhibits consistent estimation behavior,
with the TV distance from the true count probabilities decreasing steadily as the number of samples
increase. In contrast, the add-f estimators fail to achieve consistent estimation across the different
base distributions.

Finally, Figure 3 presents the results for ¢ = 0.33, where the data is even more dependent.
Once again, we observe that the WINGIT+Plug-in estimator significantly outperforms the other
estimators, highlighting its effectiveness in dealing with temporal dependencies in the data.

6 Proofs

We now provide proofs of all our results. We begin by recalling and defining notation. Let ng = n/7,
and assume for readability that 7 divides n. Recall the index sets {D;}} ; and {Z;}?_; from Eq. (8).
For j € [np]and ¢ = 0,1,...,27—1, define the sets B; ¢ := Da,j_¢ and H; ¢ := Lo, j—¢. Mnemonically,
the set B;, represents a “block” around the 275 — /-th index of the sequence, and H;, represents
the corresponding “hole”, which contains all indices but with the block B;,; removed. We drop floor
and ceiling notation for readability, and assume divisibility of particular integers when convenient.
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Figure 1: ¢ = 0.0 corresponding to the IID sequence for ny samples, averaged over 50 instances.
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6.1 Proof of Lemma 1

Recall that the estimator ¢ is defined as g, = M, N, /N, for all z € X. Also define the following
oracle-aided natural estimator, which has knowledge of the stationary distribution 7:

~_ My
qgp = —= forallx e X. (14)
PN,

The estimator ¢™ calculates each count probability mass of the stationary distribution 7 and dis-
tributes it equally among all symbols having the same count in X™. Denote the optimal natural
estimator with respect to the TV error as

¢" =arg inf dyy(m,q),
qeQnt

and for each ¢ = 0,1,...,n, define M} = Zz:M:Cq;. Let M* € A({0,1,...,n}) denote the
corresponding vector of count masses. Using the triangle inequality for TV distance, we have

dry (m,q) < dtv(m,q") + dvv(q,q7). (15)

We also have the following:

drv(m,q¢") < dvv(m,q*) + drv(q", ¢") U drv(m,q*) + dry(M*(X™), M™(X")),

where step (i) follows from Lemma 7 in the appendix, since both ¢* and ¢” are natural estimators.
Finally, we have the sequence of inequalities

dr (M7 (), M7 (X)) = 3 ST IMF(X") — M(X™)
u=0

:%Z S LN, = u}(ms — ¢})

u=0 |zeX
1 n
< §ZZH{Nx:u}‘Wx_q;’
u=0xeX
1 .o
3 3 (e S0 -0
rzeX u=0

1 * «
(:iz‘ﬂ_:v_qx‘:dTVOT’q )7
zeX

where step (i) follows because Y ;" (I{N, =t} = 1. Putting together the pieces, we obtain
drv(m @) < 2+ drv(m,q") + dry(@a7) © 2 dr(m,q") + drv (M, M7),

where step (i) follows since both ¢ and ¢™ are natural estimators and so we can again appeal to
Lemma 7. This completes the proof of Lemma 1. O
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6.2 Proof of Theorem 1

We prove Theorem 1 from Propositions 1 and 2, which in turn are proved in Sections 6.4 and 6.5.
Denote MV as the unnormalized estimator, i.e. MV = (T ¢) - v, with

]/\ZU _ ]/W\WINGIT,C(T) if C < Z
¢ Mp1 ¢ it ¢ > ¢,

We have
s n\ s o~ (D s Aru
drv(M™(X"™), M(7;¢)) < [|[M™ — M|y

¢
:Z‘MC MWINGI[,C ‘ Z ‘Mg MPI{
¢=C+1

where step (i) follows from Lemma 8 in the appendix. The following algebraic inequalities will be
useful in our bounds going forward:

ZW_C+1 and chﬂ<ﬁ

¢=¢+1 ¢=C+1

(16)

)—l

We defer a proof of Eq. (16) to the end of the section. We also assume that n > 73 log®(Cn) for the

rest of this section; the theorem is trivially true otherwise since the TV is always bounded above
by 1

Bounding Winglt error: Applying Proposition 2, we have

M)~

E HMZ'T(XR) - ]/W\WINGIT ¢

O il
5
S35 | B+ VETogrE TRy = ¢ +
¢=0 u=1 ¢=0

N 2 D i

Ey Es

o~
I

472

IN

The first term in the above inequality is lower order compared to F1 and Fs. Thus we now focus
on providing the bounds for F; and Es separately. We have

Zwmwﬂwpm2<mmwm
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where step (i) follows because the
For the term F5, we have

Cauchy-Schwarz inequality and the fact Z o E[I{Ny =¢}] <1

E 47—2
_|._
B=3 || s )
¢=0 u=1
¢ 472
-y E[ZH{NY_C+ }(C+“)
¢=0 u=1
i ¢ ¢ 472
<y | YE [ =t
¢=0 ¢=0 u=1

where step (i) follows from the Cauchy—Schwarz inequality. Continuing, we have

[47—2 ¢
By<y/{+1- [E [ (1/u) ZH{Ny=<+u}(<+u)
_u:l (=
[47—-2 ,—
<\/C+1-|E Z(Czu S\/(Z+1)(Z+4T—2)log(47).
Lu=1

Putting together the pieces, we have

<

~

\/W \[\/CH )(C + 47 —2)log(47) + €+ )T-

1/3

<
Z]E HMC Xn) MWINGIT(
=0

In the statement of Theorem 1, we set the value (+1=n Since we have assumed that
n'/3 > rlog(Cn), we can write (C 4+ 47 — 2) < { + 1 and substituting above yields

7 log(47)
n

n (C+1)2%r

n

EC:E HMZ»T(XTL) — MWINGIT,C } N (Z"i' 1)
¢=0

Bounding plug-in error: For bounding the error of the plug-in estimator one thing to note is
that we use this estimator only for ¢ > (+1 = n'/3. Applying the statement of Proposition 1, the
following holds for each ¢ > ¢ 4+ 1 provided that 7 > tmix (ﬁ)

| Ve 10g<cn

)_

MZ(X™) ~ M, :

probability at least 1 — § — 3e. B
Taking the union bound of the above inequality for all { > ¢ 4+ 1 we have
cor (X7
a0, o (O
n

ME(X™) — Mpre| S ;
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probability at least 1 — nd — 3ne. Substituting the above inequality into the error for the plug-in
estimator we have

> |Mzeen - B £ 30 YEHEO, fog (1)

)
(=C+1 ¢=C+1

(2 T lo <C’n>

probability at least 1 — nd — 3ne. Above, step (i) follows from Eq. (16). Substituting ¢ = 3ne and

8" = nd, we have
n /\ 2
Z F(X™) — , 51/J1\/10g<cg )a
(=C+1

&

with probability at least 1 — ¢’ —¢’. Choosing ¢ = n—lg and then integrating the tail bound we obtain

B ME(X") ~ Mrg| £ = Viog (©02) (17)

n

(=C+1

Recall that Proposition 1 requires 7 > tmix(€/n2). We set € = ¢ /3n and finally substitute ¢ = 1/n?.
Thus we require the condition 7 > tmix(1/n°).

Combining the pieces: Combining the two bounds, we have

B [amy (M0, M) 5 @ 1y TR CEDT T g ey,

Note that we have set ¢ + 1 = n!'/3 and also that n > C’731log®(Cn) for a large enough constant
C’. This allows us to simplify the above expression and obtain

B [dn (70, J1(r)] 5 YToET),

as claimed. We conclude by proving claim (16).

Proof of claim (16): First, note that n = 3_7_, Cp¢. Part (a) of the inequality then follows by
noting that

n > Z Coc > (C Z e (18)

¢=C+1 ¢=C+1

To prove part (b), we use the Cauchy—Schwarz inequality to obtain

dec/i= Y vervlec< | Y v | D Cec

¢+1 ¢=C+1 ¢=C+1 ¢=(+1
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Using Eq. (18) then yields

@\/ES *L\/ﬁ: ;n )
<=Z<+1 ¢ C+1 Vi+1

which completes the proof of the claim and therefore the proof of Theorem 1. O

6.3 Proof of Lemma 2

We structure the proof as follows. Both parts of the lemma rely on a certain blocking argument,
which we present first. Then, we prove each part of the lemma in turn. For the rest of this proof,
suppose T is some arbitrary integer, and assume for simplicity in exposition that 7 divides n. In
part (b), we will choose a particular value of 7.

Blocking argument: We start by dividing the entire sequence U™ into ng = n/7 intervals, each
of length 7. Now we write the quantity of interest |E[U1] — % Yoy Ui‘ as a sum over disjoint even
and odd-numbered blocks of the sequence. Let us denote the set of indices inside each of these
intervals as Sy for k € [ng]. Note, by definition, that |Sg| = 7 for all k € [ng]. We define the
following portions of the original sequence U™:

Usdd = @ @ Uj, and

k odd jES,

Ueven = @ @Uj~

k even jE€SE

Using the triangle inequality, we have

1< E[U:] 1 E[th] 1
BRI - 2 U= Sy L 2 U 2 D U
=1 k odd j€Sk k even jES}
E[Uh] 1 E[U1] 1
Bl s By Sl
k odd j€Sk k even jJESg
We now construct a new auxiliary stochastic process as follows. We choose the tuple (Y7,...,Y;)

independently of everything else, and according to the law of (Uj,...,U;). Similarly, choose the
blocks (Yry1,...,Y2:), ooy (Yo—rt1,...,Yy) IID from the same distribution. In words, at the start
of each interval Sy, we restart the process from a state sampled from the stationary distribution 7.
Let us denote this sequence as

Y™ = (Y]) jeln)-

We again decompose the sequence Y" over odd and even blocks similar to U".

Yous = D P Y;, and

k odd j€S,

Yeven = @ @1/;

k even jESk

21



Note that the stochastic processes Uoqq and Yoqq are each of length n/2 and correspond directly to
the definitions of W and WJ’ in the statement of Lemma 13. Formally, we can apply Lemma 13, with

the function f : X2 — {0,1} defined as below for an arbitrary sequence V"2 := (V1,..., Vi2):
n/2

F(V?) =1 E[Vl]—z;w >t

Applying the lemma yields

E[f (Uoa)] < E[f(Yosa)] + 51"

for any t € R. Substituting the definition of f in the above inequality yields

E[Ul] 1 t E[Yl] 1 t no
P _Z It <p _Z vils> S| +20,7 (2
2 nZZUJ>2 = 2 n223>2+2“” (20)
k odd j€Sk k odd jeSk

An identical statement can be shown for the even subsequence.
Substituting Eq. (20) for odd and even sequences into Eq. (19) and applying the union bound,
we obtain

P E[Ul]—izn:Uj>t <P E[Yﬂ_;zzyj>t

; 2 , 2
j=1 k odd j€Sj
EVi] 1 ¢ i
+P T_EEE Yj| >3 | +nope” (21)
k even j€Sk

We will now use Eq. (21) to prove each part of the lemma separately.

Proof of part (a): For notational convenience, define the random variables Jj = %Eje s, Y
for k € [ng]. We collect some relevant properties of these random variables. First, since Y; €
[0, B], we have Jj, € [0, B] for all k € [ng]. By construction of Y, the random variables {Jj};2,
are also independent and identically distributed. Moreover, because the process Y is initialized
at the stationary distribution 7, we have E[Y;] = E[J;]. Finally, recall that we defined v? :=
Lvar (3.7_, U;) in the statement of the lemma. It is easy to verify that

ﬁ
v? = iVar iUi = ivar in = var(Jy) = 2 Z var(J,).
7 i=1 7 1=1 "o

k odd

We now bound the two terms on the RHS of Eq. (21). Let us present the argument for the first
(i.e. odd) term without loss of generality. We have

(2 47v?log(1/0) N 4Bt log(1/0)
- n 3n ’

By -2 3 v =

k odd j€S,




where inequality (i) holds with probability at least 1 — 2§ by the Bernstein inequality. Repeating
the argument for the even subsequence and combining the bounds with Eq. (21), we obtain

1 — 41v2log(1/8)  4Btlog(1/6
P (B -~ U] >/~ ng(/)+ Tsi(/)

< 46 +nopp”.

For any 7 > tmix(€/n), we have noup™ < €, so that

4702 log(1/9) N 4Bt log(1/4)

n 3n ’

with probability at least 1 — 49 — e. This completes the proof of part (a).

Proof of part (b): For the proof of this part only, we abuse notation slightly and let 7 = tmix(€/n)
for convenience, still letting ng = n/7. It is convenient to define the shorthand Ly, := % > sk Y;

2 for each k € [ng]. Since Y; € [0, B, we have Ly, € [0,1] for all k € [ng]. As before, the collection
of random variables {L;};?, is independent and identically distributed.
Using the empirical Bernstein bound from Maurer and Pontil (2009, Theorem 4), we have

COREDID AN

k odd j€S,

2 () [4sp(L)log(2/5)  14log(2/s)
[L1] —m]k%;dfzk g\/ - =3 (22)

where step (i) holds with probability at least 1 — 20. Recall that we defined the spread as

_ 1 72
P(0) = oz =1 2 (B = 10"
p<q

since the number of odd blocks is equal to ng/2. We can upper bound sp(L) as below:

2

4 Y; Y,
PO - 2\ LB LB

p,q odd \i€S, JESq

p<q
0 4 Y; Y,
ol b Ea
no(no — 2) p,q odd \i€S, B JES, B

p<q

Yy
k odd jE€S,

where step (i) follows from Young’s inequality and the fact that Y;/B € [0, 1]. Substituting expres-
sions for sp(L), L and ng into Eq. (22), we obtain

2\/7B10g(2/0) Yk oaa 2jes, Yi 7rBlog(2/6)
n— 27 3(n —27)

(23)
k odd j€S)
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with probability at least 1 —24. Executing the same argument for the even subsequence, combining

the pieces with the inequality \/Zk odd 2_jes, Yi Tt \/Zk even 2_jes, Yi < \/2 Dokl Y jes, Yy and
2v/2 < 3, and noting that Y %, djes, Yi =21 Yj, we have

n 3y/TBlog(2/0) >, Y; +Blo
E[U;] — i;U < \/ — 147 n 14351_8;2(72_{5) (24)

with probability at least 1 — 49 — noup”.
Next, we claim for 7 = tmic(€¢/n) that if -7, U; > 367Blog(2/0) and n > 247, then the
inequality

Zn:Yj <11
j=1

holds with probability at least 1 — 65 — noup”™. We defer the proof of Eq. (25) to the end of this
section.
Substituting Eq. (25) into Eq. (24), we obtain

Zn:Uj+14\/TBIOg(2/(5), (25)
j=1

. Lo ; <33 TBlog(2/5)Z?:1Uj 1407 B log(2/9)
-5 2.0\ = - BEECEEO I

with probability at least 1 — 105 — 2noup”. Now setting 7 = tmix(€/n), recall that in the statement
of the lemma, we assumed the conditions } 7, U; > 3687 log(2/d) and n > 247. From this, we
obtain

n 734\/TBlog(2/5) ST,

1 J=1"J

E[U;] — 1<
[U7] nj;U] < o ,

with probability at least 1—100 —2ngup”. For 7 = tmix(€/n), we have noup™ < €, and this completes
the proof.

Proof of claim (25): Executing the empirical Bernstein argument for the auxiliary sequence* Y™ we
have

BV -1y v < 2T Bu2/0) T Bes Vs e lon(2/0)
! N 5 - n—2r 3(n—271) °
= k

with probability at least 1 — 24. Simplifying notation, we have

By L ZH:Y' L YTBIsRID 2 YS  1rBl0g(2/0) )
! n = N n—2r 3(n—27) '

4Note that in this case, we do not need to split over odd and even subsequences; just a direct application of the
empirical Bernstein bound suffices, and we obtain a slightly better constant.
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Combing the Eq. (26) and Eq. (24) with the triangle inequality, we have

sy, Lyl SVTEISEO 2 Y rBlog(z/s) o)
nél npni&a = n—27 n—2r

with probability at least 1 — 66 — noup™.
At the same time, using the identity /a < vb + % for all a,b > 0, we obtain

\/Z;‘L:IYJ' < \/Z?:l Uj N 1 ‘2?211?—2?:1 Uj‘
n— 2t n— 2t n— 2t /22}21 Uj

Substituting Eq. (28) into Eq. (27), we obtain

n 5,/7Blog(2/6) Z?:l Ui 7B log(2/6)

1 1
ﬁZYj_EZUj = n— 21 + n— 271

| 5V/TBlog(2/0) (Z?zl Yi =3 Uj‘
n— 271 /Z;}Zl U]
with probability at least 1 — 66 — noup”.

For 7 = tmix(¢/n), we may now use the conditions 37, U; > 367Blog(2/0) and n > 247 to
obtain

> Y=Y U;j| <60, | TBlog(2/6) Y " U; + 847 Blog(2/9),
=t =l =

with probability at least 1 — 60 — noup”. Substituting the above display into Eq. (28), we obtain

> " U;j + 14y/7Blog(2/9),
j=1

with probability at least 1 —6d — ngup”. This completes the proof of the claim and therefore of the
lemma. O

6.4 Proof of Proposition 1

Recall that Proposition 1 bounds the ¢; risk between the plug-in estimator ]/\/[\pLC and the true count
probability mass ME for sufficiently large values of count (. Also recall the shorthand notation

70 = tmix(€/n?). We denote by X the set of all symbols appearing exactly ¢ times in X™ and by
A>¢ the set of all symbols appearing at least ¢ times in X". Clearly, we have X C A>.. Using
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this fact and the triangle inequality, we have

MZ — M| = Mg—%
=D I{N(X") = ¢} (”Uﬁ)‘
rzeX
<D HN(XM) =¢} m—N”“”(nm
rzeX
< Y TN = ¢ - 2D (29)
TEX>¢

At this juncture, one possible approach is to prove a high-probability bound on the deviation term
Ty — %’ for each z € X, and then take a union bound over the state space. However, this
would induce a dependence on |X| and the resulting bound would no longer be universal in n.
Consequently, we reduce the sum over x>, to the sum over a deterministic set of size at most O(n)

using the following lemma.

Lemma 3. Recall that 19 = tmix(¢/n?). Then

n 47 loi(n/é)

P <EI$ € X Ny(X™) > 14 /(4 +87)log(n/d) and 7y < 1/n> <0 +e

Lemma 3 is proved in Section 6.4.1. Let us also define the deterministic set ) := {x eX m,>1 }

By Lemma 3, we have that for any ¢ > 1+ /(4 + 87) log(n/d) + M, the inclusion

X>¢ C Y holds with probability at least 1 — ¢ — e. (30)

Next, we observe that N,(X™) can be written as follows:
n
No(X™) =) I{X; ==z},
j=1

which takes the form of a sum of indicator random variables over the sequence X™. Since )
contains at most n (nonrandom) elements, we may apply the union bound over these elements in
conjunction with Lemma 2. This implies that the following event occurs uniformly over all x € Y
with probability at least 1 — 106 — 2¢ (note that we defined 79 = tmix(¢/n?)):

N, (X™) - \/TONx(XZ) log(2n/8) if N,(X™) > 367 log(2n/4) (31)
Te = — | D
n \/471'1(1—&—270) log(n/9d) + 41 l%g(n/5) otherwise.

n n

We make particular use of the first case in the proof — the second case is stated for completeness.
Working now on the intersection of the high-probability events in (30) and (31), which in turn
occurs with probability at least 1 — 116 — 3¢, and considering

¢ > max {3670 log(2n/6),1 + /(4 + 879) log(n/d) + 4T010§(n/5)} :
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we have

S H{NL(X") = N
TEX>
= ) HN(X")= —Nf”(an) + Y I{N.(X7") = Nw(nX")
TEX>NY TEX> NYE
O SR T SR 0
TEX>NY n
(2) Z L{N,(X") = \/T()N ") log(2n/0)
zEX>¢ n
< YT (x) = YN ogn/0)
reX

where step (i) follows by Eq. (30) and step (ii) by Eq. (31).
Now, using the fact that > I{Ny(X™) = (}/No(X™) = ¢ (X™)V/(, we obtain

MF *MPIC‘ S \F log< 5 )wc(X")fC (32)

on the same event occurring with probability at least 1 — 11§ — 3e. Adjusting constants in the
definitions of § and € and substituting the value of 7y yields the statement of the proposition. [

6.4.1 Proof of Lemma 3

In order to prove this lemma, we start by carefully partitioning the state space. We number the
elements in X as 1,...,|X| and assume without loss of generality that they are ordered such that
m < mg < oo < my. Let us define j* +1 = min{i : m; > 1/n}. Also define the cumulative
probabilities ¢; = an:l 7, and let i, := min{i : ¢; > k/n} denote a sequence of n 4 1 indices with
19 := 0. Now, partition the first j* indices into disjoint sets 17, ...,Tr given by

T, = {ig_l + 17...72'4}, (33)

where the set is considered to be empty if iy = iy_1, and L is defined such that i;, = j*. We overload
notation and denote by 77, the total stationary mass of all symbols appearing in the partition 77,
Le. mr, = > cq, 2. Note by the definition of {ie}l_, and {T;}L_, that each block 7} contains
elements whose stationary probabilities sum up to at most 1/n. In other words, we have 77, < 1/n
for all £ € [L]. Thus, we have Ele 7, < % < 1, which implies that L < n.

Next, we define

Np,(X™) =) No(X™).
x€T)y
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We also set (o := 1+ /(4 + 879) log(n/d) + %‘("/5), where we defined 79 := tmix(€/n?) in the
statement of Lemma 3. By construction of the partitions {Ty}%_, we obtain
P(3z: Ny(X™) > (o and 7, < 1/n) =P (3z € Uj, Ty : No(X™) > )
<P(3 e [L]: Np,(X™) > (o)

L
<D P(Np(X™) = Go) - (34)
/=1

It remains to characterize each of the terms P (N7, (X™) > (o), for which we will use the statement
of Bernstein’s inequality from Lemma 2(a). Consider the random variable

B; :H{Xi ET@}—P(XZ' ET().

We note that |B;| < 1 and E[B;] = 0. Applying the Bernstein inequality from Lemma 2(a) — in
its tail bound form — to the process (By, ..., By) with 79 = tmix(€¢/n?) yields

"~ —t2 €
P B, >t] <d4de —_— | + 35
(Z ) P (4717'0212 + ?’t) n (35)

=1

for any ¢ > 0. Recall from the statement of the lemma that v? := %var (Z]TO 1 ) = 2 > 5Ly var (Bj)+
2 > 7%, cov(B;, Bj). We have

var(B;) = P(X; € Ty) — P(X; € Ty)* < 1/n and

T0 (I) T0
Zcov(Bi,Bj) < Z \/var(Bj)var(Bj) < T—O,

j>i j>i
where step (i) follows from the Cauchy-Schwarz inequality. This directly yields
1 2
v? < — 4+ 2 = dnrgv? < 4(1 4+ 27).
nty n

Continuing from Eq. (35) and substituting the definition of the random variables {B;}!" ;, we have

n n 9

_t €

P (ZH{X,- €T} >t+> P(X;€ T@) < exp (4+8¢0+4mt> + o
3

=1 =1

Next we note that, because the sets {7y}, are disjoint, we have >_" ; P{X; € T;} < 1. From this,
we obtain

—t2 €
P(Np, (X" >t+1)<exp| ——m8M8M8 —— | + —.
(Np,(X") 2 t4+1) < p(4+870+4§0t> :

Substituting t = /(4 + 879) log(n/d) + %(n/é) in the above yields

41y log(n/d)
3

0+ ¢
—

P <NT[(X") > 1+ /(4 + 8m)log(n/d) + > =P (N7, (X") > (o) < (36)

Combining Inegs. (36) and (34), we obtain

(i)
P(Jz: Ny(X") > (opand mp, <1/n) <L (5:€> <d+e

where step (i) follows because we established that L < n. This completes the proof of the lemma. [
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6.5 Proof of Proposition 2

In this section, we bound the error of the WINGIT estimator for small frequencies. We first derive
bounds on the mean squared error (MSE) for each ¢, and then use these to obtain bounds on the ¢;
error. Throughout this proof, note that 7 should be thought of as an arbitrary integer that divides
n, with ng = n/(27).

As in Pananjady et al. (2024), we can relate the MSE of the WINGIT estimator to a “skipped”
version as below:

27—1
= 1 — 2
MSE (Mg(Xn)a MWINGIT,C(T)) < 9 Z E (Mg(Xn> — MWINGIT,C(T;K)) , (37)
/=0
where
— 1T N ~(9rip
MWINGIT,C(T; €) = Z M7(_ CT]_ ) foreach £ =0,...,27 — 1. (38)
no = ’

]\/ZWINGIT,C(T; ?) represents the skipped estimator used in our analysis.

_ 2
We now focus on bounding the term E (Mg(X”) — Mywinetr,¢ (T3 0)) . An MSE bound proven

for £ = 0 can be identically transferred to bound the MSE of ]/W\WINGITyg(T; 0)forany ¢ =0,...,27—1
(Pananjady et al., 2024, Proposition 5). Thus, without loss of generality, we address the case ¢ = 0
and analyze the estimator ]\//_TWINGIT(T;O). Consequently, we use the shorthand B; := Bjo and
H; := H,jo. For more details and a pictorial representation of the skipped estimators and the
corresponding “dependent” and “independent” sets, refer to Pananjady et al. (2024, Section 7.1).

Adding and subtracting the term E y ., I {NY(XHJ.) =( } to the quantity of interest given by
YyLXxn
%’MWINGIT,g(T; 0) - Mg(Xn)‘Q, we obtain

2

é ‘ ,30 ;H {Noxor; (Xp;) = €} — By T{Ny (X") = ¢}
n 2
1 o
=17 ; (EYianH Ny (X)) = ¢} - E Yo TNy (X7) = C}>
T
n 2
1 0
+ 7170 J; (]I {NXZ'rj (X'HJ) = C} — EYYJLN)?nH {NY(XHJ) — C})

Ts
The rest of the proof proceeds by bounding E[T}] and E[T3].
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Bounding E[T1]: In order to bound T} we define the random variable P; = I {Ny(Xy,) =(} —
I{Ny(X™) = (}. We have

2

1 |
T =— ZEYPJ-
ng =

We obtain P; < I{Y € X5, 3 {Ny(XHj) = (} <1 in a manner similar to the argument in (Panan-

jady et al., 2024, Lemma 12). We briefly outline the argument here for completeness. Since

P; € {-1,0,1} and I{Y € XB].} | {Ny(X’Hj) = (} € {0,1}, the inequality is only non-trivial for

the case where P; = 1. In this case, we have Ny (X3;,) = ¢ and Ny (X") # ¢, which implies that

Y € Xp,. Thus, we have I {Y € Xp, }]I {Ny(XHj) = C} =1 and so the above inequality holds.
Since the blocks {B; };Lil are non-overlapping, we have

|| By cH;.
J'€lno]\Jj
Now, suppose that for some j we have I {Y € XB].} . ]I{Ny(XHj) = C} = 1. This means that Y
occurs at least once in Bj, but its number of occurrences outside of B; is equal to ¢. Then, we have
> o{vexs p{mxn)=chs Y 1{vexs, <Xy =
J'€lno]\j 3'€[no]\j
Putting these pieces together yields zyil P; < ¢+ 1 point-wise. Ultimately, this yields

2

1 = +1)°
- (Bn] < (5 (39)
j=1

ngy no

2
and so E[T7] < (@) . This ultimately turns out to be a lower-order term and so this worst-case

analysis suffices.

Bounding E[T5]: The term 7%, which captures a certain conditional variance, will be the domi-
nant term in the analysis. First, we have

1 &
B=— > ZiZ (40)
0 jk=1
where we define

Zj =1 {NXQJ'T (X’HJ) = C} - EY)jJ_N)?”H {Ny(XHj) = C} for all j S [no]

We thus have

1 7o 1 ng no
— 2 )
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We first bound the cross terms in 75. We define the following random variables for each j, k € [ng]
with j # k and conditioned on a random variable Y ~ 7:

Qjk =T{Ny(Xp,n,) = ¢} — I{Ny(Xy,) = ¢} (41)

Observe that @ € [—1, 1] point-wise and so |@; x| € [0, 1] point-wise. The following lemma relates
the terms Z;Z;, and |Q; | + |Qk ;| in expectation.

Lemma 4. For each j # k, we have

E[Z;Z}] < AE[|Qj k] + 4E[| Q. 5

]+ 12up7,
where Q1 is defined in Eq. (41).

We take Lemma 4 as given for the moment and prove it in Section 6.5.1. Further, auxiliary
Lemma 10 yields the following point-wise bound on |Q; x| for any Y € A"

Qi <T{Y € Xp, } - (I{Ny(Xp,) = ¢} + T{Ny(Xp;rm,) = C}) -

Define the shorthand

Ry = E E ]I{Y € XBj }]I {Ny(X’Hk) = C} + E E ]I{Y € XBj} . ]I{Ny(XHijk) = C}
J=1 k=1 J=1 k=1
k#£j k#j

Combining Lemma 4 and Eq. (42), we obtain the following bound for the cross terms in T5:

no no

2 ZZEZ Zk [Ry] +12up".
] 1l~c 1

It remains to provide a satisfactory bound for E[Ry ], which is the technical crux of our analysis.
The following lemma provides an adaptive, point-wise bound on Ry.

Lemma 5. Consider the quantity Ry defined in Eq. (42). For all Y € X, we have

4T7—2
Ry < no-T{Ny = (}log(27) + 12ng >  I{Ny = { +u}=>——

u=1

C+U)

We take Lemma 5 as given for the moment and prove it in Section 6.5.2.
For the diagonal terms in 75, we have

1 o ) 1 o
TT% ZE{ZJ] - ;(2) ZE ‘H {Nerj (X3;) = ¢t - EYﬂanH{NY(XHj) -
j=1 j=1

2
] . (43)
Using the property of indicator random variables taking values in [0, 1], we obtain

I & e 1 B -
P ;E[Zj] < p ;E [}1 {Nx,,,(Xp,) =C} + EYT%H{NY(XHJ_) — 4}]
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Next, we apply Lemma 11 to obtain

QZM s%Z B 1 () = C}) + 2 3w
J=1

O

:%Z [1{Ny (X3,) = C}] + 3“”
j=1

The following lemma provides a point-wise, adaptive bound on the term Z?il I {Ny (X3;)=¢ }

Lemma 6. We have

no 27—1
SNy (X3,) = ¢} < D I{Ny =C+u}- —+no I{Ny = ¢}.
i=1 u=1

We take Lemma 6 as given for the moment and prove it in Section 6.5.3. Applying the lemma
yields

1 & 2 — 3up”
ng; E(22] ggZEH{Ny—C+u}]C+u [L{Ny = ¢}] + Zg

u=1

Combining the cross and diagonal terms for T, we have

o
|
—

T

2 +u 3up” .
T,< > S BNy =C+ e T{Ny = )] + 22 [Ry] + 1219
0 u=1
02 2T_1JE[M7T 1t L 2+ B B - log(2r)
— — —_— . . T
=g e G ng T ¢lri08
472
L% )
+ o O El 07, S a5
u=1
412
| 1 C+u :
S CEIMZ+ BT (Q)Tog(2) + o > BT (@4
u=1
where step (i) uses the relation
4T—2 472
E [Z I{Ny =C+u}| = |> m > I{N,=(+u}
u=1 reX u=1
412
=E|> Y ml{N,=(+u}
u=1 zeX
4T—-2
= D [Mg-&-u]
u=1



Combining the bounds for 77 and 75 (Inegs. (39) and (44) respectively), we have

2
E || Mwcrr,c(7;0) — Mg(X")ﬂ < <W) + nlOE[Mg] + nlOE[MZr] - - log(27)

—

n
47-2
1 (+u
u=1

We now relate the ¢1-risk of the WINGIT estimator to its MSE for each value of (. We have
E|MZ'T(XH) - MWINGIT,C(T)’

() r 2
< EIMZ(X") — Myvmernc(7)|

47—2

(i) 2

log(27 dr—2
\/ \/ C 2(2r) + - Z E[M <+u ) +VupT.  (46)
u=1

where step (i) follows from Jensen’s inequality and step (ii) follows from Eq. (45). Selecting 7 >
tmix(n ™ ) yields the statement of Proposition 2. O
It remains to prove Lemmas 4, 5 and 6, which we do next.

2

6.5.1 Proof of Lemma 4

The proof of this lemma is analogous to the proof of Lemma 1 in Pananjady et al. (2024). Define,
for convenience,

Qjk = Ey[Qji] = Ey [I{Ny (Xp,nn,) = ¢} — T{Ny(X#n,) =}

Note that by auxiliary Lemma 9, we have

@j,k < Ey []I{Y S XHk\’H]} I {NY(XHjﬂHk) = C}] <L
We then have the decomposition
A
= (I{Nx,,,(X3,) = ¢} = Ey [[{Ny (Xp;00,.) = C} + Q) -
(I{Nx,..(X3,) = C} = By [I{Ny/ (X3, om,) = CH + Q1)
< (I{Nx,,,;(X3;) = ¢} = Ey [[{ Ny (Xo;0m,) = C}]) - (I{Nx,,, (X3,,) = ¢} = By [T{ Ny+ (Xo;0m,) = C}])
+@j,k +@k,j +@j,k '@k,j
= (]I {NX%J‘ (XH.f) = C} - EY[H {NY(XHjﬂHk) = C}]) ’ (H {NX2TK' (X’Hk) = C} —Ey/ [H {NY/ (X’Hjﬁ?-[;c) = C}])
Uk

+1Q, 6l + Q141 +1Q; 4| - [Qr 4

() 3 _
<SUjg+ §(|Qj,k| + Q. ;1)
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where Y’ ~ 7 is an independent copy of Y. Above, step (i) follows due to the following algebraic
inequalities: Since each |Q; | € [0,1], we have [Q; 4| - [Qy ;| < 1/|Q;k| - Q4| < 5(1Q 1 +1Qk ;1)

Taking the expectation with respect to the sequence X", we have
3 _ _
Exn[Z;Z4] < Exn Uyl + 5Ex»[(16Q;1] + 1@ )]-

Now we establish that Exn»[U; ] < %EXnH@JkH + %EXnH@kJH + 12up™. We have the further
decomposition

Ex» [Ujx]
= ]E[]I {NX27-]‘ (X'Hj) = C} ’ H{NX27—k (XHk) = C}] —Exn []I {NXQTj (X'Hj) = g} ‘Eys [H {NY’ (XHjﬁHk) = C}]]
U, Us
—Exn [I{Nx,,,(X2,) = ¢} - By [[{ Ny (X31,02,) = ¢}]]
Us
+Exn [Ey [[{Ny (X3;n90) = (3 - By [T{Ny/ (Xp;0m,.) = ¢ 1] - (47)
Uy

We now bound each of the above terms in turn. First, we bound Uj as
U = E[H {NXZTj (X'H;) = C} 'H{Nxzrk(XHk) - C}]

< EIL{Ny (X3,) = €} -T{Nys (Xn,) = O] + 6"
= E [By [[{Ny (Xn,000) = ¢} — Qi) - Evs [{Nyr(Xagyo,) = ¢} — Qua]] + 6107

(2 E [(Ey [I{Ny(Xa,rm.) =C} = Qry) - By [I{Ny(Xp,rm,) = C}H — Qi) + 610"

=E [EBy [I{Ny(X3,r00,) = ¢} - By [T{Ny(Xp,00.) = C}H] +E[Qjr - Qjt)
—E [Q;1Ey [I{ Ny (Xp,0m,) = C}] — E [Qp jEy [T { Ny (Xpg,0m,) = CH] +6pp™,  (48)

where step (i) uses Lemma 12 from the appendix (applied with i = 27 min{j, k}, i = 27 max{j, k},
and noting that io — i1 > 27 as j # k), and step (ii) follows because Y and Y’ are independent of
everything else.

Proceeding to the next term, note that Us may be viewed as the expectation over X™ of

f(Xojr; Xo;) = 1{Nx,,;(X9;) = ¢} - Ey [[{Ny (Xp, ;) = ¢},

which is bounded in the range [0,1]. We may now apply Lemma 11 from the appendix (for the
choice i = 27j) to obtain |E[f(Xarj; X3;;)] — E[f(Y"; X9;)]| < 3up™. Thus, we have

Uy > Exn [Ey/[T{Ny/(X3;) = ¢} - Ey [[{ Ny (Xo;rm,) = C}] — 3up”
> Exn [Ey/[I{Ny'(Xo;m,) = ¢} By [T{ Ny (Xo;n0,) = CH] — Exn[Qp ;] —3up™.  (49)

By an identical argument to the above, we have

Us > Exn [Ey/[I{ Ny (X2,rm,.) = CH - By [T{ Ny (Xo,mm,,) = ] — Exn[Q;] —3up™.  (50)
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Putting Inegs. (48), (49) and (50) together with the definition of Uj and performing the requisite
cancellations, we have

E[U; ] < (Uy = U) + (=Us + Uy)
<Exn [Qx - Qjx] — Exn [QjxEy [I{ Ny (Xp,nn,) = ¢}] — Exn [Qp By [I{ Ny (Xog;n00,) = ¢}
+ Exn[Qj k] + Exn[Qy ;] + 12097

(i) — — _ — _ _
< Exn [|Qj4] - 1Qj4l] +Exn [|Q4]] +Exn [[Qujl] +Exnl|Q)kl] +Exn[|Qp ;1] + 12197
(i) 5

_ 5 _
< §EX”HQJ-J<;H + §EX"UQJ',1€H + 12pup7,

where step (i) follows by taking the absolute value and using the triangle inequality and step (ii)
follows due to the following algebraic inequalities: Since each |Q; ;| € [0, 1], we have |Q, x| - |Qy ;| <

VIQinl - 1@k | < 3(1Qjxl + Q. ;]). Substituting the bound for E[U;] completes the proof of
Lemma 4. O

6.5.2 Proof of Lemma 5

From Eq. (42), we have

nog no no Mo
Ry = ZZ]I{Y € Xp, } - I{Ny(Xy,) = §}+ZZH{Y € Xp, } - T{Ny(Xp,rm,) = (-
s =l
X X

First, we show an upper bound on A;. It is convenient to introduce variables « and v that count
the number of occurrences of Y in B; and, By, respectively. Then, we have

no no

A=) > T{Y € Xp, } - I{Ny (Xp,) = ¢}
j=1k=1
K

nog mng 27—1

- ZZ Z I{Ny(Xp,) =u} - I{Ny(Xp,nn,) = ¢ —u}

j=1k=1 u=1
k#j

ng ng 27—12

=D > > > H{Mv(Xpy) = u} - I{Ny(Xg,) = 0} - T{Ny (Xp;0m) = ¢ — u}-

-1
j=1 k=1 v=0
k#j

Next, we note that Ny = Ny (Xp;) + Ny(Xp,) + Ny (X3,n#, ). Using this along with a union
bound over indicator random variables, we obtain

ng ng 27—127—1

A < ZZ Z Z H{Ny = C—i—v} ‘]I{Ny(XBj UXBk) ZU+U} 'H{Ny(XHijk) :C—u}.
j=1 l]f;;; u=1 v=0
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In order to obtain the final bound, we need to separate the indicator random variable over X B;UXB,
into indicators over Xp, and Xp, for each value of u,v € [27 — 1]. Again applying a union bound
over indicator random variables, we have

no o

S0V (X, U X)) = o) T {Ny =G 0]
j=1k=1

k]

no no

<33 (U{Ny(X5) = (u+v)/2} + L{Ny(X5,) > (u+v)/2}) - T{Ny = +v}
7

ng no

—QZ; {Ny(X5,) > (u+v)/2} - T{Ny = +v}. (51)
=

Substituting Eq. (51) in the bound for A;, we obtain

ng ng 27—127—1

A <2) 33T TNy =+ v} T{Ny(X5,) > (u+0)/2} - T{Ny (Xp;om,) = ¢ — u}.

j=1k=1 u=1 v=0
k#j

In order to proceed further, we need to handle the cases for v = 0 and v > 0 slightly differently. In
particular, we have

ng mng 27—127—1

A1 <2 3> T{Ny = ¢+ o} T{N(Xp,) > (u+0)/2} - T{Ny (Xs;0m,) = ¢ — u}

j=1k=1 u=1 v=1
=l

77
AWM
ng mno 27—1
+2 D I{Ny = ¢} - T{Ny(Xp,;) > u/2} - T{Ny (Xp;rm,) = ¢ — u}.
j=1 Ilz;; u=1

AP
We bound the terms Agl) and Agz) separately. Beginning with the term Agl), we have

no ng 27—127—1

AP =235 5T ST Ny = ¢ o} T{Ny(XB) > (u+0)/2} - T{ Ny (Xpo,) = ¢ — u}

j=1k=1 u=1 v=1
o

#J
(iy 2o no 27—127-1
<2Y 3N D CT{Ny =+ v} T{Ny(Xg;) > v/2} - T{Ny (Xp,0m,) = ¢ — u}
j=1k=1 u=1 v=1
k#j
no no 27—1 271
QoS S ST {Ny = ¢+ v} - T{Ny(Xg,) > v/2} - ZH{NYXHmHk —¢—u)
7=1k=1 v=1
k#j
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Above, step (i) follows because we have I{ Ny (Xg,) > (u+v)/2} <I{Ny(Xp,) > v/2}, and step
(i) follows by again separating the summation over the cases v = 0 and u > 0. Using the fact that
ZQT ! I{Ny( Xp;omy,,) = ¢ — u} <1, we then obtain

ng mng 27—1

D <aSTNT ST Ny = ¢+ o) T{Ny(Xp,) > v/2)

j=1 k=1 v=1
T
<4n0 Z I{Ny =(+v}- C
v=1
Above, step (i) follows because
e (¢+v) I{Ny = +wv}
i v =
2 ) > : - . _
ZZ}I {Ny(Xg,) > v/2} - I{Ny = ( +v} < 4dng . (52)
7=1 k=1
k#j
The inequality follows because under the condition I{Ny = ¢ + v} and for a fixed j € [ng], at most
- /2 = C”/L;’ blocks can have at least v/2 occurrences of Y for any Y € X'. Thus, the inner summation
over k is bounded by % Completing the outer summation over j yields the desired
statement.

Next, we will bound the term Agz) which turns out to follow a similar but slightly simpler
argument. Using the fact that I {Ny(XHijk) =(—u} <1, we obtain

27—1 ng mno

P <2 3N Ny = ¢} I{Ny(X5,) > u/2}

u=1 j=1 k=1

k#j

(i) 27—1 C

<dng- ) I{Ny =C}-2 <dng - I{Ny = (} - log(27).
u=1

Above, step (i) follows from Eq. (52) and then using the fact that 227 '1/u <log(27). Combining
the bounds for Ag ) and Ag ) yields

27—1

Ay <dng-¢-T{Ny =} -log(27) +4ng > I{Ny =(+v}-
v=1

C—i—v

Next, we will show the upper bound on A, through a similar argument. Fixing two indices j < k €
[no] and using the union bound over indicators, we have

I{Y € Xp, } - I{Ny (Xp;rn,) = ¢} +I{Y € X, } - IT{ Ny (Xp;r1,) = ¢}

(i)
<2-I{Y € Xp, UXg, } - T{Ny (X2,cm,) = ¢}

2(2r—1)
P Z I{Ny(Xg, UXg,) =u} -IT{Ny(Xu,nn,) = ¢}
u=1
47—2
=2 I{Ny =(+u}-T{Ny(Xp, UXg,) = u},
u=1
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where step (i) follows from the union bound and step (ii) follows by introducing the summation
over u which counts the number of occurrences of Y in X, U Xp,. Consequently, from the above
statement, we have

ng ng 4r7—2

A3 <23 3> T I{Ny = ¢ +u}-I{Ny(Xp, UXp,) = u}

i=1 k=1 u=1
=y
47—2 no  no
_2ZH{NY_4+u} > IT{Ny(Xp,UXp,) =u}
1 k=1
=
<8nOZH{Ny—C+u} (C—I—u)
u=1

Above, step (i) holds using the steps similar to the ones used to obtain Eq. (51) and Ineq (52).
This completes the proof of the upper bound on As.
Combining the bounds for A; and As completes the proof of the lemma. O

6.5.3 Proof of Lemma 6

This lemma is proved in a manner similar to the proof of Lemma 5, but the argument is much
simpler. We introduce the variable v which counts the number of occurrences of Y in Xp,. Then,
we have

ng 27—1

S IT{Ny (X)) =¢E = T{Ny(Xp,) = u} - T{Ny(X3,) = ¢}
j=1 j=1 u=0

ng 27—1

:Z ZH{Nyngru}-]I{Ny(XBj):“}

j=1 u=0
As in the proof of Lemma 5, we handle the cases for u = 0 and u > 0 slightly differently. We have

no 27—1 no no
S I{Ny (X)) =Ch= > I{Ny =C+ul- Y T{Ny(Xp,) =u} + I{Ny = (} - > T{Ny(Xg,) =0}
j=1 u=1 =1 j=1
’ (i) 27—1 ’ ’
<) I{Ny =(+u}- —+n0 I{Ny = ¢},

u=1

where step (i) follows because under the condition Ny = ¢ + u, at most N = HTU blocks can have
exactly w occurrences of Y. This completes the proof of the lemma. O

7 Discussion

We have provided a flexible estimator and analysis of the vector of count probabilities M™(X"™) (and
therefore, stationary distribution estimation) of any stationary exponentially a-mixing stochastic
process. An explicit construction for the IID case (Acharya et al., 2013) reveals that our estimation
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error rate is sharp in its dependence on n; we conjecture that the dependence on tnyx is tight for
our estimator, but showing this remains open. While we have obtained high-probability bounds
on the error of the plug-in estimator, our bounds on the WINGIT are in expectation — obtaining
corresponding high-probability bounds would be an interesting follow-up problem. Finally, our
approach heavily uses the fact that TV decomposes as an £1; norm of frequency-by-frequency errors;
obtaining corresponding analysis for the KL-divergence is an intriguing direction for future work.
More broadly, we believe that the de-correlation devices introduced through our design and
analysis of the WINGIT and plug-in estimators for sequences of random variables may find appli-
cations in related problems, such as stochastic optimization (Mou et al., 2024; Li et al., 2023),
uncertainty quantification with dependent data (Xu and Xie, 2023; Agrawal and Maguluri, 2024),
and property testing problems for stochastic processes (Beran, 1992; Kalai and Vempala, 2024).
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A Auxiliary technical lemmas

In this appendix, we collect some auxiliary technical lemmas required in our main proofs.
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A.1 Lemmas related to the TV distance

The following lemma relates the TV distance of two natural estimators/distributions to the TV
distance between their count probability masses.

Lemma 7. Let us denote by R1 and R any two natural distributions over X. For a given sequence
X"™, denote their vector of count probability masses as My and My respectively. Then, we have

drv(R1, R2) = dtv(My, My).
Proof. We have

drv(R1, R2) = % > |Ri(z) = Ro(2)|

reX
() 1 - | My — My 2
PR
zeX u=0
1 - ‘Mul_Mu2’
IMRILEIEE
2u:0x€X Pu
1

=3 > My — Myg| = dry(My, My),
u=0

where step (i) uses fact that both R; and Ry are natural distributions. This completes the proof
of the lemma. O

The following lemma relates the total variation (TV) distance between the normalized and
unnormalized versions of the vector of count probabilities for our estimator from M™. This result
allows us to simplify our analysis by exclusively working with the unnormalized estimator in all

our proofs.
Lemma 8. Let MU denote a vector of nonnegative entries indexed by ¢ = {0,1,...,n}, and define
v o= Z?:o MP > 0. Define the normalized estimator M = M"/v as a vector on the simplex

A({0,1,...,n}). Let M™ be the vector of count probability masses of the stationary distribution .
Then the following holds:

drv(M, M™) < | MY — M~||;.

Proof. Using the definition v = Z?:o ]/\4\5, we have

n

- 1 -
drv(M, M) = 53 ‘Mc _ Mg)

v =1

1 —~
+ S IAT = M.
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It remains to bound the term |v — 1|, which we do below:

n n
=1 =Y (M = MZ)| <Y MY = ME| = |MY = M7 ;.
(=0 ¢=0

Putting together the pieces completes the proof. ]

A.2 Lemmas concerning indicator random variables
In this section, we state and prove two simple lemmas concerning indicator random variables.

Lemma 9. For any symbol x € X, let Q; . be defined as in Eq. (41). Then, we have

Qj,k: <I {l’ € X"Hk\’;.[]} I {Nx(XHJﬂHk) = C}
=1{z € Xp, } - I{No(X;nn,) = C}-

Proof. The only case when this inequality can be violated is when @;; = 1 and ]I{:B eX B]-} .
I {Nx(XHijk) = C} = 0. In every other case the inequality is satisfied since Q;, € {-1,0,1}
and I {:U € ng} -1 {Na:(XHijk) = C} € {0,1}. Let us thus analyze the case when the equality is
violated and show that this cannot happen. Note that Q) = 1 implies

N:c(X’HjﬂHk) = ( and NJ:(XHk) # C.
We can write the set X3;, as the union of the disjoint sets X3;,n%, and Xp;. Thus, we have
Nu(Xay,) = Nuo(Xpg;0m,,) + No(X,) = ¢+ Nuo(X5p))-

Since Ny (X3,n%,) = ¢ and N (X3, ) # ¢, we can be sure that the symbol z € Xp;. This implies
that I {:1: € ng} -1 {Ny(XHijk) = C} = 1. Hence, the inequality given in the statement of the
lemma is always satisfied. O

Lemma 10. For any fized symbol x € X, let Q; 1 be defined as in Eq. (41). Then, we have
Qi <T{z e Xp,} - (I{Na(Xn,) = C} +T{No(Xpg ;o) =C}) -
Proof. From Lemma 9, we have
Qjk <I{x e Xp,} - T{No(Xp;r,) = ¢}
Thus, Q;x > 0 implies that |Q; | = Q- In this case, Lemma 9 yields

1Qjkl = Qjk <I{x € Xp, } - I{Na(Xp,r,,) =}
<I{ze Xp,} - (I{No(X2,) = & + T{Na(X2;0m,) = C}) -

The only case left to analyze is when Q)jx = —1. This implies that

N:c(X’HjﬂHk) 7é C and NJ:(XHk) = <

This clearly implies that the symbol z € Xp,. In this case, we have [Q;x| = 1 and T {:13 € ng} .
(I{N2(Xp,) = ¢} + T{No(X3,;n,) = ¢}) = 1. This completes the proof of the lemma. O
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A.3 Surrogate Process Lemmas

We now state and prove a series of lemmas that relate the original stochastic process, or sub-process,
to surrogate stochastic processes in which certain parts of the process are replaced by independent
copies of random variables drawn from the stationary distribution.

Lemma 11. For each i € [n], define the stochastic processes

Zi = (X1, X9, .., Xier, X, Xigr, Xigrg1, -, X)),
ZZ, = (Xla X?a s 7Xi7T’ lev XiJrTa Xi+T+1a s 7Xn)7

where X! ~ 7 is drawn independently of everything else. Suppose the stationary stochastic process
X is exponentially a-mizing with parameters pn and p (see Eq. (1b)). Then, we have dvv(Z;, Z!) <
3u-p7.

Consequently, for any function f with range [0, 1], we have

BLf(Z:) = F(Z)I < 3 p"

Proof. We prove the bound on total variation, noting that the consequence for bounded functions
follows as an immediate corollary. We have

drv(Zi, Z})

= sup |P(X1€51,...,Xir €5ir,Xi €55, Xisr € Sivrr. .. Xn € 5n)
S1,..,SnCX

—P(X1€81,..., Xi—r € Sir, X| € Si, Xitr € Sigery..., Xn € 5)|
O sup  |P(X1€81,.... Xi s €Sir, Xi € Si, Xir € Sitrr..., Xn € Sp)
S1,...,90CX
—P(X1€81,...,Xi—r € Si—7)P(X; € Si, Xigr € Sitry..., Xn €Sp)
+P(X1€51,.-, Xir €Si—)P(X; € Si, Xitr € Sigry..., X €Sp)
—P(X; € S)P(X1 € S1,..., Xier € Sicry, Xitr € Sir, .o, Xn = Sp)|
<a(r)+ sup |P(X1€51,....Xior € Sir)P(X; € Si, Xigr € Sigr,..., Xp € Sp)
51,0030 CX
—P(X1€851,...,Xi—r € Si—+)P(X; € S;)P(Xitr € Sitr,...,Xpn € Spn)
+P(X1 € 51,...,Xir €Si2)P(X; € S)P(Xisr € Siry..., Xpn € Sp)
—P(X; € S)P(X1 € S1,..., Xier € Siery Xitr € Sigr, ..., Xn € Sn)|
(g) 20(T)+ sup P(X; € Si)‘IP’(Xl €S51,..., Xi—r € Si—r)P(Xitr € Sitry-.., Xy €5y)
S1,..,8,CX
—P(X1 €81, Xi—r € Sier, Xitr € Sigers..., Xn € 55)|
< 20(7) +a(27) <3p-p7,

where (i) follows from independence and adding and subtracting the same term, and (ii) and (iii)

follow from triangle inequality and the definition of the a-mixing coefficient. This completes the
proof of the lemma. O
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Lemma 12. For each iy < iy € [n| with ia — i1 > 27, define the stochastic sub-processes

Z’il,ig = (XlaX27 e 7Xi1*Tin15Xi1+Ta o ’XZ'27T7X’L'27X’L'2+T7 cee an))
Z . = (X1, Xo,... ,Xil_T,X{ Xii4ry-- .,XZ'Q_T,XZ(Q,XQ_;_T, oo Xn),

11,12 117

where XZ{I,XZ(2 ~ 1 are drawn independently of each other and of everything else. Suppose the

stationary stochastic process Xy is exponentially a-mizing with parameters p and p (see Eq. (1b)).
Then, we have dvv(Ziy iy, 21, ;,) < 6 pT.
Consequently, for any function f with range [0, 1], we have

‘E[f(Zu,Zz) - f(Zl/1712)” < 6M . pT.

Proof. We prove the bound on total variation, noting that the consequence for bounded functions
follows as an immediate corollary. The steps to bound the total variation are similar to the proof
of Lemma 11. Define the following intermediate process:

Z = (X1, X0, o, Xiy—rs X0y Xivrs oo Xig—rs Xigs Xigrs o+ Xn)-
Applying the triangle inequality, we have

_ N )
drv(Ziyigs Ziy i) < drv(Ziyig, Z) + drv(Z, Z, ) < 6 p7,

where step (i) follows from Lemma 11. This completes the proof of the lemma. O

Lemma 13. Let ng = n/7. For each j € [ng], define the stochastic process (X} )rep,, as a |Dj|-
length sequence and initial state sampled from the distribution © and independently of everything
else. Thus, the tuple (X1,...,X.) is independent of everything else, and according to the law of
(X1,...,X5). Similarly, choose the blocks (X 1,...,X5.), (X} _ry1s---,X},) i.i.d. from the
same distribution. We also assume the stationary stochastic process Xy is exponentially c-mizing
with parameters p and p (see Eq. (1b)). Now, define the stochastic processes

W= X5, and
@GS]'

Wi =P A,

ZGSJ'

where we define S; = { € [no] : | — j| mod 2=0}. Then, we have drv(W;,W]) <ng-p-p".
Consequently, for any function f having range [0,1], we have

BLf (W) = fFWPI < no - - p"

Proof. We prove the bound on total variation, noting that the consequence for bounded functions
follows as an immediate corollary. Denote s = |S;| as shorthand and index the elements of S; as

l1,...,0s. Fix j and, for each kK = 0,1,...s, define the auxiliary stochastic process
0 _ (g T
— /
W= (D x5, )D( D xb,)
/=1 k'=k+1
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noting that AWJJ.(S) = W; and W](O) = W]’ . Then by the triangle inequality, we have

s—1
drv(Wi, W) <3 dry(WH WD),
k=0

We now claim that

dTV (W](k) ) W(k+1)

f )<p-p forallk=0,1,...,m—1. (53)

Since s = |5}| < ng, this claim immediately yields the desired result. To prove claim (53), we note
that

dTv(W;k), Wj(k“))
= sl,.%egx IP(Xp,, €51,.... X5, € Sk,X,gl_,k+1 € St1s---, Xp, € Ss)
—P(Xg,, €51,...,Xp, €Sk X, | € SkH,XgZM € Skt2,---, Xp, € Ss)|
© LS [P(X5,, € Si..... X5, € SOB(Xp, € Si)P(Xp, | € Siiz,..., Xp, €5,
—P(Xg,, €51,.... X5, €Sk, X, | € LS‘kH)IP’(XZ’gek+2 € Skt2,.--,Xp, €55

< 5 SlngX ’P(Xgll €5,... >XBek € Sk’)P(XszH S Sk-i-l) — P(Xle €5,... 7X34k € Sk,)([j‘l_,]ﬁLl € Sk—i—l)’
1yes0s =

where step (i) follows from independence and step (ii) follows from the a-mixing assumption. This
completes the proof of the lemma. O
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