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Abstract

Booming enrollment in computer science has raised the need for efficiently gradable assessments,
among which are Multiple-Choice Question (MCQ) assessments. MCQs have drawbacks, among
which are: random guessing, limited instructor insight into conceptual misunderstandings, student
frustration in not being able to explain for partial credit. Recent years have seen several MCQ
refinements that feature a two-tier structure that elicits justifications in addition to a
correct-choice answer. These justifications can themselves be structured as choices to enable
rapid grading. This paper introduces an additional refinement to the two-tier MCQ to acquire
more information about a student’s understanding by eliciting explanations for why the wrong
options are wrong. In addition, this paper introduces a simple new metric, the Justification effect,
or J-effect, that is easy to extract and apply in order to detect students that need help and identify
questions that have design flaws. The use of this approach allows instructors to easily provide
automated yet rich feedback to students and to pinpoint issues with test implementations, all
while remaining easy to design, implement, answer and grade. The study explores the testing and
implementation of three different trials over two semesters.

Introduction

Since its introduction in 1914, Multiple-Choice Question (MCQ) assessments have risen in
popularity due to their efficient grading, duration-predictability, increase topic coverage, and
resilience against instructor bias. Yet there are well-known disadvantages as well: students often
guess and are frustrated that they cannot explain or receive partial credit, and for instructors,
MCQs do not provide a detailed enough insight into student reasoning and potential
misconceptions. Thus, recent efforts have focused on refining MCQ assessments with an
additional second tier to each MCQ question that elicit student reasoning for their MCQ choices.



The second tier either asks students to write justification text (Short-Response Questions or
SRQs) or are themselves multiple-choice with a list of potential justifications to choose from
(these are called Two-Tier MCQs or TT-MCQs [[1]]).

We propose JMCQ (Justified MCQ), a TT-MCQ assessment with an added twist to gain insight:
students must additionally explain why wrong options in the MCQ are wrong by selecting (from
choices) a short explanation. We reason that a single justification is also a single piece of data and
perhaps a single point of failure (for the student) whereas multiple justification options for
potential wrong answers might help build a more complete picture of a student’s conceptual
understanding. Because the two tiers provide two scores, a correctness score and a justification
score, we seek to understand the degree to which one can guantify the level of misconceptions. To
this effect, we introduce a scoring metric that we call the Justification-effect, or J-effect that, as
we show, helps highlight misconceptions even for students who score well on correctness, and
helps the instructor identify questions that were too hard or ill-posed. The study focused on the
following research questions:

* RQ1: Does JIMCQ expose a difference in correctness and justification grades?

* RQ2: Does the Justification-effect expose meaningful insights into student misconceptions
and issues with question items?

* RQ3: Is the JIMCQ protocol scalable?

The material objective of the process is to craft rich feedback for the students without causing
additional burdens (for students and instructors). For that reason, we had two additional
(secondary) research questions:

* Secondary question 1: Does JMCQ permit the creation of rich feedback?
* Secondary question 2: Does JMCQ help with test anxiety?

In brief, the data obtained answers these questions affirmatively. Note that JIMCQ’s grading can
be fully automated and instantaneous when the justifications are themselves selected from among
distractor-justifications. (In one of our trials we also used a text-input version for comparison.)
Thus, IMCQ can be used to auto-generate a customized follow-up study plan for each student.
Furthermore, because justifications are presented to students, it potentially removes some anxiety
around whether a student’s phrasing is sufficient.

What are effective use-case scenarios for JIMCQs in computer science? While our study includes
a theoretical course (algorithms) and introductory programming (CS1) we believe JMCQs can be
applied broadly across the curriculum. It is perhaps best suited to formative assessments because
summative exams are often high-stakes, lack feedback or remediation options, and face
challenges with scoring, bias, reliability, and validity [2]. These types of assessments are also
known to induce high levels of anxiety in students [3]], a feature we seek to address with JMCQs.
Encouraging students to explain, verify, and revise their answers allows formative assessments to
alleviate anxiety and foster a growth mindset which has been shown to improve overall academic
performance [4]. To design an effective formative assessment, several criteria must be met. The
assessment should enable instructors and students to identify misconceptions through rich
feedback and offer achievable opportunities to improve. Furthermore, to avoid excessively



burdening educators, question construction should be straightforward (and questions reusable),
and grading should be reliable and scalable. The challenge, then, is to design an assessment
protocol that reveals gaps in struggling students’ understanding and offers customized
remediation, with a manageable instructor burden. This is the goal of our overall project.

In the upcoming section, we will review previous work and in section 3, we will provide an
explanation of our research methods. In sections 4 and 5 we present and discuss our results. In
section 6 we present our conclusions and future work.

Related Work

Background: summative vs. formative assessments. Traditional summative assessments are
typically used at the end of a course to categorize a class into levels based on students’
demonstrated skills and understanding. In contrast, formative assessments aim to diagnose and
correct students’ misconceptions during the course through timely and specific feedback.
Adesope et al. discussed the benefits and range of summative and formative assessments [2]].
Several researchers have found that formative assessments focusing on skills such as explaining,
evaluating, analyzing, verifying, and revising answers, reduce anxiety and foster a growth
mindset [2, 4H8]]. In addition, empirical findings show that formative assessments encourage
students to practice information retrieval more than other study methods (including summative
assessments) [2]]. Unlike summative assessments, formative assessments must provide timely
feedback to enable real-time adjustments to the course material during the academic session
[2,19]. Even though low-stakes formative activities (as opposed to exams) have been shown to be
very useful in promoting skill development [[10]], there are known advantages to using formative
exams, such as the effect of motivating students to study and perform well [7, 8].

Background: benefits and disadvantages of MCQs. MCQ exams make grading convenient and
improve overall recall by requiring test-takers to recall, compare, and analyze information about
each plausible answer [11]. However, previous work has highlighted four notable limitations
associated with MCQs: (1) constructing strong questions can be challenging; (2) they
predominantly assess recall, a low Bloom level objective; (3) MCQs can yield inauthentic results
due to unclear phrasing or guessing; (4) MCQs may prioritize test-taking skills above
understanding [12]. In addition, MCQs may not fully reveal conceptual gaps [[12H14]].

In this paper, we focus on MCQs in spite of their disadvantages because instructors can use them
to alleviate the pressures of grading in large classes, and because proposed two-tier refinements
overcome some of their inherent disadvantages [ 15, [16]. With regard to question design, the main
trial conducted in this study uses three-choice MCQs. Previous studies found evidence that
questions with two or three misconception-based distractors are equally challenging [[17, [18]].
Furthermore, it was also noted that a total of three options reduced exam time, potentially
improving score validity and reducing student anxiety [18]].

Two-tiered questions. Studies show that students experience less test anxiety and prefer MCQs
with options to explain answers further, as opposed to traditional MCQs [[13,[19]]. In the
two-tiered approach, each MCQ is paired with an opportunity to justify, allowing a student some
room for explaining their thought process. Tamir found that adding justification requirements



could help educators diagnose misconceptions effectively [6, 15, [16]. The finding has led
educators to design two-tier questions with various types of items [6, 14, 20, 21]. A two-tiered
question can be deployed either free-response text (a Short-Response Question or SRQ) or by
presenting an instructor-created justification (the correct justification) along with
distractor-justifications. We believe the latter offers two strong advantages: (1) they are clearly
easier to grade, and (2) analyzing and picking a justification may be more reliable than crafting
them; in the work of Lee et al., even strong students found organizing ideas to generate original
SR explanations more difficult than analyzing plausible MCQ explanations to select the correct
answer [14]. We use the term TT-MCQ for a fully automatable choice-only two-tiered approach.
Some previous work has supported this approach as it enables instructors to assess students’
ability to evaluate, analyze, and create explanations for answers while maintaining efficient and
scalable grading [J5, [22]], with some studies showing that it reduces test anxiety [19, 21]. In
computer science, previous research shows that using TT-MCQ-based learning activities
improves overall retention of computer science concepts [10} 23]. Educators working on
TT-MCQs recommend further studies to generalize the results [10, 14, 22, 23]].

An enhancement: justifications for incorrect answers. Because a correct-answer justification
is a single point-of-insight for a question, we sought to examine whether allowing students to
explain why an incorrect option is wrong can provide additional insight into misconceptions
(RQ2) and reduce test anxiety. While this notion has been studied in a short-response context and
found beneficial [24], we believe our study is the first such TT-MCQ (with multiple justifications)
in computer science. This mechanism has the direct advantage of reducing the grading effort

(RQ3).

A second enhancement: a quantification of where justification diverges from mere
correctness. Even if students selected tier-one’s answer correctly, they could choose an incorrect
justification, possibly leading to false understanding of the related concept [[14, 22]. Consistently,
students found tier-two more difficult, likely because understanding explanations demands more
advanced knowledge of the material [24]. In this work, we focus on the insights obtained from the
study of the differences between the tier one “correctness” questions and the tier-two
“understanding” ones (RQ1). In particular, we propose and study the value of what we call the
Justification Effect or J-Effect.

Methods

Two preliminary trials were conducted in the Fall of 2022 (F22), one at George Washington
University and one at Smith College. The purpose of these trials was to assess the design of
exams in terms of duration, the difficulty for students to answer and instructors to grade, and the
variability of the answers provided as justifications. The lessons learned from these trials led to
our final design for the Spring 2023 trial. All trials were IRB-approved with students signing a
consent form to participate in the trial (which meant answering a pre/post survey). Otherwise, the
grades from the normal coursework were anonymized and used for analysis. The overall consent
rate was 91.6%, but for the preliminary trials the post survey response rate were so low (no
matching post surveys in 80% of cases) that they had to be discarded. Only the main trial survey
results are discussed.



Preliminary trials: A JMCQ protocol was used at George Washington University (GWU) for the
course Algorithms (N = 67), attended mostly by second or third-year students. GWU is an R-1
University where students in the course were composed of 30% female and 70% male. A single
midterm exam was administered in which students were provided a first tier MCQ with a SRQ
justification (JSRQ) for each question (not for each choice). Students wrote a brief explanation
that was later scored on a 5-point Likert scale. The trial used four-choice MCQ-JSRQ items,
scored by obtaining the weighted average of both tiers, with the JSRQ accounting for two-thirds
of each question’s weight.

Another version of JMCQ was run at Smith College for Fall-2022 a CS1 course (in Python).
Smith College is a historically women’s liberal arts college. The course was graded with a
Satisfactory/Unsatisfactory grade (S/U) but was run in such a way that scores were used
throughout as in a normally graded course (a grade of > 70% corresponded to an S). The trial was
run using a control group (N = 19) and two JMCQ groups (N = 20 and N = 29 respectively)
taught by different instructors, the first of which also taught the control group. A midterm test was
conducted on all sections, having the same questions but varying the item types. The control
group was issued traditional MCQs while the other two had JIMCQ with SRQ Justifications. Each
three-choice MCQ had two distractors. The points for each MCQ were calculated as follows:
correctly identifying a choice earned 3 points, and correctly identifying a distractor earned 1 point
each (up to 5 points). For justifications, students had to indicate “this is correct” for the correct
choice (1 point), and write two justifications for the two distractors (up to 2 points each). We
conducted a surveys on student attitudes towards test structure and test-related anxiety.

Main trial: After studying the results from the preliminary trials (discussed in the Results
section), we arrived at a simplified JIMCQ design which was run, Spring of 2023 (S23), at Smith
College for the same CS1 course. In this trial, a control section (N = 30) was issued traditional
MCQ exams, and another section (/N = 30) received our modified JMCQ exams. Both sections
had the same instructor. Each three-choice MCQ had two distractors; a correctly identified choice
gained 3 points, while correctly identified distractors were worth 1 point each. The following
justifications were created:“this is correct” for the correct choice; a plausible but incorrect
justification for the correct choice; a sound and a plausible justification for each distractor. In
addition, two alternative answers were offered: “I don’t know”, and “other” (which required a
comment). These two additional choices serve as an alternative for students that find the stated
justifications confusing. In total, the justification tier was an eight-choice MCQ. This could be
reduced to four by removing unsound justifications and alternative answers. However, the use of
specific unsound justifications allows the detection of specific misconceptions while the reduced
set only highlights a “confusion” between causes and effects for the given choices. All choices
were afforded an optional comment box. The right justification for the correct answer, “this is
correct” was worth 1 point, while the correct justification for each distractor was worth 2 points,
all cumulative so that students were incentivized to get as many points as possible.

In this trial, the materials were presented in three segments, each followed by a 75-minute partial
exam taken in class, accounting for only 15% of the final grade. Yet, students took the
assessments seriously because of their cumulative significance. To encourage students to review
and restudy their tests, we employed the following rule: the second and third partial tests
contained a few questions that were slightly different versions of questions presented in the



previous test. If students obtained a higher grade on these “second chance” questions, the grade
would be averaged with the previous test’s results. In this study we only report the raw grades
with no points back. For this trial, we also conducted a survey on student attitudes towards test
structure and test-related anxiety. It is important to note that the third exam was issued after
students were given a very accurate estimate of their projected grades. This caused a change in
their strategy for answering the test, where students who knew they were going to comfortably
pass the course took future assessments less seriously. We call this the S/U-effect and discuss it in
the next sections.

Question design for Algorithms: For the Algorithms course, questions followed a typical design
for theory-course: given a puzzle involving an algorithm, students had to pick the correct answer
from a four-choice MCQ. The justifications were Short-Response Questions (SRQs) where
students were asked to explain their choice to satisfy the justification requirement.

Question design for introductory programming: For the case of the programming course, to
design the JMCQs that had one justification per-choice, we followed the simple idea of reversing
the focus of a programming question. Rather than asking about the results (effect) of a given
program (cause), our JMCQs were designed by presenting the result of a computation (effect),
and asking the student to identify the the program that produced it (cause). This simple notion
allows the introduction of distractors based on misconceptions: the distractor would present a
plausible “cause” that embodies a known misconception. Questions designed like these enable
educators to create plausible distractors based on known misconceptions.

Designing a JMCQ (main trial): The process of designing an effective JMCQ that worked best
was as follows (with example):

1. Pick a subject and a few of the most common ways in which a student gets it wrong. These
will help define the justification distractors. Concepts inventories (with misconceptions) for
Python, Java and other languages [25-27] are available.

Example: A Python programming concept is the use of a single print statement to print a
combination of multiple source strings. Students tend to mix-up syntactic elements from
the multiple ways of doing this (comma-separated-printing, using a formatted string, and
concatenation). Four common mistakes are:

* Use of comma-separated printing but with explicit spaces between merged strings.
* Mistake commas/spaces in the text for those in the print statement.

» Use formatted printing but fail to use the f-stringor . format (...) syntax.
» Concatenate the component substrings but forget to include explicit spaces.

2. The prompt will be the desired effect of a correctly applied concept. One can also provide a
template or structure as a given (which shortens the code for the multiple-choice options).

Example: For our example, our prompt can be:

Given the following two lines of code:

1 strl = "Hello"



2 name = "Rose"

Which choice causes the following printout:

Hello, my name is Rose.

3. The three MCQ options are a) the correct code, b) a plausible program containing one of
the noted common errors, and c) a plausible program containing another one of the noted
common errors. Note that this uses only two of the most common errors. The others can be
used for justification distractors. Note that in the actual assessment, the options appear
randomized.

Example: the following are the “cause” (choices) for MCQ.

a)

print (strl + ", my name is " + name + ".")
b)

print ("{strl}, my name is {name}.")
c)

print (strl,", my name is", name, ".")

4. To construct the 8 justification options, we include the following:
(a) “this is correct” (to be used as the justification for the correct choice);
(b) “I don’t know”;
(c) “other” (which required a comment);
(d) the (sound) justification for why the first distractor is incorrect;
(e) the (sound) justification for why the second distractor is incorrect;

(f-h) three plausible but unsound justifications. These three are crafted from the remaining
common mistakes noted in step 1.

It is important to note the following caveats:
* The justifications should be written in plain language (as used in class).

* The plausible but unsound justifications are invalid reasons of why an incorrect choice
is wrong. As such, the important detail is that the reason of why the choice is wrong
must not be expressed in the unsound justification. To craft these, you can express
justifications for why other common mistakes are made (and that are not expressed in
the MCQ options).

* Only one of the justifications should match each distractor.

For our example, The justifications could be the following (randomized in the actual
assessment):



1. “this is correct” (applies to choice a);
1. “I don’t know”;
1i. “other”;
iv. an f is missing before the print string to make it an f-string (applies to choice b);
v. this statement adds unnecessary spaces (applies to choice c);
vi. this statement is missing necessary spaces (does not apply);
vii. this statement adds unnecessary commas (does not apply);
viii. this statement is missing necessary commas (does not apply).

Effort of crafting questions: In practice, each question was created from scratch in 10 to
15 minutes, or by starting from an existing MCQ question, in 5 to 10 minutes.

Grading insights: When grading, a mismatch might hint at a misconception. For example,
distractor (v.) may be erroneously picked for option (a) if the student thinks all spaces in the
statement affect spaces in the printout.

In summary, for each question, the student selects the correct answer and its justification, and then
provides a justification for why the two distractors are not correct. All tests were implemented
digitally and answered using computers. Table [I| presents a summary of the trials and Table
presents a summary of the exam formats for each trial (using the compact trial names). Table
shows the points awarded for each different combination of student responses (the bottom two
rows in each table refer to the main trial).

Table 1: Trials.

Site  Period Prof Class Treatment Eljizrnris Fl\(;[r(r:n%t J-Type
GWU F22 A Algorithms IMCQ 1 MCQ 4) SRQ
Smith  F22 B  Programming MCQ 1 MCQ (3) NA
Smith  F22 B  Programming JMCQ 1 MCQ (3) SRQ
Smith  F22 C  Programming JMCQ 1 MCQ (3) SRQ
Smith  S23 C  Programming MCQ 3 MCQ (3) NA
Smith  S23 C  Programming JMCQ 3 MCQ (3) MCQ (8)

Target Measurements. In our analysis, we recorded the MCQ-only points (MCQ) and, when
applicable, the justification-only points (J) of each one of our trials. The grade (G) for each exam
was calculated as a weighted average of the MCQ correctness percentage, M C'(Qv, and the
J-correctness percentage, Jy,. Note that only the GWU22-A-JIMCQ trial used a different weight
split than 50 — 50. The Justification Effect, or J-effect in the main trial was defined as

G — MCQy. Note this is easily obtained as (M CQq, + Jy)/2 — MCQgy. This simplified



Table 2: Formats.

. Answer  Distractor . Weighted
Trial Points  Points (each) J-Type J-Points Average
G22-A-JMCQ 1 0 SRQ 2 per question  13MCQ, 2/3J
S22-B-MCQ 3 0 NA NA All MCQ

Correct:1
-B- 1 1
S22-B-IMCQ 3 ! SRQ Distractor: 2 each. MCQ, )T
Correct:1
-C- 1 1
522-C-IMCQ 3 ! SRQ Distractor: 2 each. pMCQ, 12T
S23-C-MCQ 3 1 NA NA All MCQ
$23-CJMCQ 3 1 MCQ®) . Ol e, 1

Distractor: 2 each.

formulation was chosen as an initial examination of direct results from each part of a JIMCQ item,
and is not yet focused on examining the difficulty of each tier (as in [24]).

Results

We present the overall exam grades as well as details relating to the differences in the correctness
and justification grades. In the following tables and figures, the prefixes “G22”, “S22” and “S23”
refer to “Fall 2022 at GWU”, “Fall 2022 at Smith College”, and “Spring 2023 at Smith College”
respectively. The three different instructors are denoted as “A”, “B” and “C”; the two types of
treatments are “MCQ” and “JMCQ”. For the Spring 2023 semester at Smith College, three
different partial exams were conducted, denoted by the addition of the partial exam number (“1”,
“2”, or “37).

MCQ-only vs Justification-only grades

The main research questions of this study focus on the differences between the MCQ results and
the Justification results. The following are the differences observed, in the JMCQ trials, between
the grades obtained solely on the MCQ scores and those obtained purely from the Justification
scores. Later, the MCQ-only points are compared between treatments (MCQ vs. IMCQ).

Table [3[ shows the MCQ-only and Justification-only grade results for each partial exam. The
comparisons between them were computed using the Wilcoxon Rank-Sum test [28]. This test was
selected because the general and tier grades were not normally distributed in general. There were
no significant differences in the MCQ and Justification grades in all exams except for a moderate
difference in the third partial exam for the Spring 23 introductory programming course (p = .002,
r =.398). We believe this is, because most students already knew they had passed the course (or
better) due to the S/U (Satisfactory/Unsatisfactory) grading of the course. We call this the
S/U-effect. Note that grades are percentages.



Table 3: MCQ vs Justification grades
Trial Treat Mean Median StDev

MCQ J MCQ J MCQ J
G22-A JMCQ 5497 51.774 50.00 50.00 24.62 22.17
S22-B MCQ 5747 NA 5830 NA 1798 NA
S22-B JMCQ 82.67 77.33 86.67 80.00 13.58 15.64
S22-C  JMCQ 81.38 77.24 86.67 81.67 14.62 17.65
S23-C-1 MCQ 80.08 NA 80.00 NA 1463 NA
S23-C-2 MCQ 77.67 NA 8500 NA 1888 NA
S23-C-3 MCQ 68.67 NA 80.00 NA 2270 NA
S23-C-1 JMCQ 81.33 7533 80.00 76.25 12.52 16.34
S23-C-2 JMCQ 7525 69.50 80.00 71.25 16.59 19.40
S23-C-3 JMCQ 75.86 55.17 80.00 55.00 24.13 24.80

Figure [1| shows the distributions for the grades. The overall trends show that Justification grades
are slightly lower than those in MCQ, which is consistent with previous studies [24]].
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257 |

G22-A-1 S22-B-1 S22-C-1 S23-C-1 S23-C-2 S23-C-3
Treatment

Figure 1: MCQ vs Justification Grades

The bar plots in Figure [2|show the relation between each one of the exams that had both a MCQ
control group and a JIMCQ treatment. The MCQ sections can obtain either a correct (5-points) or
incorrect (0-points) mark, which were scaled to 10 points to compare to the JMCQ questions. For
the JMCQ sections a question can be marked correct or incorrect on the MCQ tier (up to 5 points)
and they can also obtain full (5-points) or partial credit (between 1 and 4 points) on the
Justification tier.

To compare the proportions of correct answers between MCQ and JMCQ treatments (regardless



of justifications), we used the two-proportion Z-test [28]. Two cases arose: one for the Smith
College Fall 2022 introductory programming trial, in which the proportion of questions obtaining
a correct answer in the IMCQ section was significantly higher (M CQ = 62.2%,

JMCQ = 77.5%, p=0.001). A different scenario occurred in the Smith College Spring 2023
introductory programming trial: no exams had significant differences between the proportion of
correct answers in MCQ and JMCQ. The proportion of questions with correct answer (regardless
of justification) for the MCQ (MCQ corr.) and JIMCQ (J corr.) treatments, as well as the
significance level of the difference between them (MCQ vs J corr.) can be seen in Table
However, when including the higher-resolution answers of the second tier, a radical change
occurs: The Fall 2022 difference becomes non-significant and all Spring 2023 differences show
that the Justification grades are significantly lower than the MCQ-only ones. The proportion of
questions with full-credit answer (incorporating justifications) for JIMCQ (J full), as well as the
significance level of the difference between that section and the MCQ-correctness can be seen in
Table 4| under the column MCQ vs J full.

While more work is needed to see which of these two cases is more likely in practice, our results
indicate that there is a significant difference between an MCQ-correct answer and one that also
considers the deeper (justified) understanding of the answer. This can be seen in the column
“partial” of Table 4, where we indicate the percentage of questions that were marked “correct” in
the MCQ tier did not receive “full” justification points. The average of the proportions of
imperfect justifications from the set of questions marked correct was 31.38%. This means that, in
the JMCQ sections, one third of the correct questions obtained less than full Justification credit (6
to 9 points). This is very similar to the proportion noted in the work of Lee et al. [14].

We can now respond to our first research question (RQ1): a third of all responses marked
“correct” demonstrated a lack of full understanding of the concept. This is “hidden” in the
MCQ-only view of the results and it can be used as a meaningful indicator of where to start in
order to help students. In the following subsections, we look at different ways to obtain more
in-depth insights with respect to individual students and question items.

Table 4: Correct vs Full credit proportions
MCQ J MCQvsJ J MCQvsl

sem - exam COIT. COfIT. COIT. full full partial
F22 1 .623 776 p<.001 578 p=.435 25.53%
S23 1 750 767 p=.749 591 p<.001 22.82%
S23 2 721 .692 p=.547 S17  p<.001 25.29%
S23 3 608  .698 p=.188 336 p<.001 51.86%

J-effect for particular students and items

The J-effect is simply the difference between the overall exam grade and the one that would be
obtained solely on correctness (G — M C(@)y). Large values indicate a mismatch between
correctness and justification precision. Negative values mean a lower Justification grade. We
obtained the J-effect per question and by student in each JMCQ exam for the Spring 2023
introductory programming trials. Figure |3 shows the average J-effect per student in every JMCQ
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Figure 2: Proportions of points per question:
Proportion of questions receiving different number of points per exam.

exam. The values correspond to percent differences. All are negative because, in the calculation
(G — MCQv), the MCQ-only percent grade is, on average, higher than the combined
JMCQ-percentage grade. This score can be used to notice issues at the question, student, and
exam level. The Algorithms course (a hard class) had a wider range of values than the CS1 one.
All CS1 courses, except the one for the third exam of Spring 2023 (S23-C3) were remarkably
similar. In fact, the stark difference with that exam highlights one of the main benefits of this
metric: it can exhibit issues with question quality, exam clarity, or other artifacts. In the case of
S23-C3, the S/U-effect is clearly shown.

J-effects per question: The J-effect average per question highlights the question’s sensitivity to
failure at the justification stage, denoting a possible link with a higher rate of misconceptions for
the concept related to that question. In following with the findings of Lee et al. [14], we found
that the mean discrimination index of the justification items (M =.46, SD =.19) was higher than
that of the MCQ items (M = .39, SD = .22). However the difference was not significant. This is
most probably due to the lower discrimination power of the justification items (since they are
themselves an 8-option MCQ). While the discrimination indices for MCQ and J items were found
to be strongly positively correlated (r(18) = .79, p = .032), there was no association between the
J-effect and the discrimination indices. This indicates that, for question analysis, the
discrimination index and the justification effect may offer complementary views of a question’s

value (RQ2).

J-effects per student: As mentioned before, the MCQ results “hide” a large proportion of
imprecision in the area of Justification. An important fact to highlight is that the J-effect is not
correlated with either the overall exam grade or the MCQ-only grade; perhaps more surprisingly,
J-effect is also not correlated with the Justification-only grade; This points to an effect that must
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Figure 3: J-effect per Exam

be observed in the combination of MCQ and Justification answers and that can help identify and
diagnose misconceptions, even in students with high grades (RQ2). This is illustrated in the
example case shown in Figure 4, which shows student results for the second exam in Spring 2023
(S23-C2). Exam grade (yellow) is superimposed on their MCQ grade (blue). Where the
MCQ-grade is higher, blue peeks behind the gold grade (the grade yellow looks gold due to the
blue color under it); where the MCQ was lower than the total grade, yellow can be seen peeking
over the blue. It can bee seen that students have been arranged by a combination of their grade
(high to low) and J-effect (low to high). It is clear that even students of moderate and high grades
can have a relatively large J-effect and thus could benefit from additional help.

Scalability and Feedback

The grading time for all MCQ treatments (across all trials with an MCQ section) was
instantaneous. Minimal additional time was spent reading comments and awarding points back,
amounting to less than 1 minute per student. Both Fall 2022 JMCQ treatments had an average
grading time of 5 minutes per student. This amount of time is not too onerous for small sections
but does not scale nicely. In the case of the GWU class (N = 68), the overall time was
approximately 5 hours. For the Smith College Fall 2022 classes, the total time for the first
JMCQ-section (N = 20) was approximately 1.5 hours; for the second JIMCQ-section (/N = 29),
the time was approximately 2.5 hours. Fatigue and boredom have a known effect on grade
reliability, even with the use of rubrics [29], and since rich and timely feedback is desired [2, 9]
we considered that even this relatively short linear relationship (5 minutes per student) could be
improved.

These results led us to modify the IMCQ treatments at Smith College during Spring 2023 and use
a second tier multiple-choice question for the Justifications. After these modifications, the
grading time dropped dramatically (instantaneous Justification grading) without a noticeable loss
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in the amount of information that could be gained about student reasoning and the possible
misconceptions they might have. In all three partial exams for the JIMCQ section, the grading was
instantaneous. Similarly to the MCQ sections, the effort spent awarding additional points due to
comments took fewer than a minute per student. These results allow us to confirm that JMCQ is
scalable (RQ3).

In terms of feedback, reports were created for each student by making use of scripts that
contrasted their answers with the expected ones. Of most use were the one on one office-hours
sessions where specific per-student misconceptions were discussed and clarified. In short, our
approach allowed us to create individualized reports and feedback sessions to help students plan
their next steps (Secondary question 1).

Student Attitudes

The survey responses, shown in Figure 5| (questions are shown in shortened form), show no
significant differences between the MCQ and JMCQ sections and overall attitudes were positive.
Given the known benefits of MCQ over SRQ in terms of student anxiety, we can infer that IMCQ
features less anxiety than SRQ (Secondary question 2).

MCQ vs IMCQ sections

The comparisons between treatments were computed using the Wilcoxon Rank-Sum test [28] and
are shown in Table |5 There was a significantly higher average grade for both JMCQ treatments
over the MCQ treatment of the Smith College F22 trial. This was not the case in the Smith
College S23 trials. All trials for the introductory programming course taught at Smith College
were similar except for the third partial exam of Spring 23, as will be further discussed in the next

section, we believe this is due to the student’s already knowing their projected final grades
(S/U-effect).
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Table 5: Trials Comparisons

[l StrongI%agree
Somewhat agree

. Neutral

B Somewhat disagree

B Strongly disagree

Trial Treat 1 Grade Treat2  Grade P

Y22 B-MCQ 575 B-IMCQ 80.0 p<001
Y22 B-MCQ 575 C-JMCQ 793 p<.001
Y22 B-JMCQ 800 C-JMCQ 793 p=1

Y23-1 C-MCQ 80.1 C-JMCQ 783 p=.666
Y23-2 C-MCQ 777 C-JMCQ 724 p=.120
Y23-3 C-MCQ 687 C-IMCQ 654 p=.783

r size
S56 L
S1 L

0 S
06 S

2 S
04 S

Discussion

This work presents a simple protocol to help design formative assessments that are easy to design
and grade, and that can help reveal student misconceptions. The addition of a second tier of
justifications for “why a distractor is incorrect” helped reveal gaps in understanding that would
have not been highlighted on a traditional MCQ assessment. In particular, a third of all questions
answered correctly in the MCQ part received less than full points in the justification part. This
reveals two important things: 1) the MCQ-only grade returns, on average, overly optimistic
results; and 2) the JMCQ version exposes an opportunity for follow-up with the student on



specific misconceptions. This nuanced view into what students actually get right can be sen in
Figure 2| While the MCQ proportions of correct vs incorrect are stark and inscrutable, the IMCQ
proportions show a more precise distribution of “depth of understanding”. It can be seen which
“correct” questions are not fully understood (and why), and also hints to the misconceptions
leading to an incorrect answer. One additional aspect to consider is that the results do not take
into account the longer duration of IMCQ tests over the MCQ ones. A comparison with a longer
MCAQ test could allow an improved comparison with better control of student fatigue and the
additional opportunities for mistakes.

We believe JIMCQ can be used in any discipline where specific objective answers are linked to
well defined causes. Disciplines in STEM tend to follow this general rule. However, if skill
development is required (as in programming courses), the JIMCQ assessments would aid in
detecting and addressing misconceptions but would work best in conjunction with practical
assignments (such as projects, exercises, or case studies).

An additional benefit is that questions can be saved in a bank and reused if they do not reveal
large issues (such as having a large part of the class misidentify the correct justifications).

Limitations and Future Work: The main limitation is the need for further trials to replicate the
findings, especially to distinguish if correctness grades vary, in the long run, between MCQ and
JMCQ treatments. Any future comparison trials should take care to design exams of similar
duration. Additionally, a follow-up trial could be used to refine the grading scheme (points
awarded for each answer combination), and to determine the item and tier difficulties in JMCQ
items (as demonstrated in [24] ). In further trials, we plan to use the insights obtained from the
J-effect to design student interviews based on their chosen justifications. These interviews would
complement and enrich the feedback documents constructed for this study, and have the added
benefit of providing an alternative way to corroborate the authenticity of student responses. In
addition, the point-distributions, combined with the J-effect allows a view of responses that
appear to be guesses (no Justification points). We would like to verify this with ad-hoc survey
questions. Lastly, additional work needs to be performed to explore, in depth, the question of
student anxiety and ways in which to further reduce it.

Conclusion

We carried out a series of trials to help dial in a scalable and informative test. The use of Two-Tier
Multiple-Choice Questions allowed us to create an insightful exam whose grading is highly
efficient. This frees up time to offer students review, office-hour sessions, and student-customized
reports. The study also revealed a pervasive gap between correctness and conceptual clarity in
MCAQ tests through the use of the J-effect metric. This metric is very simple to obtain and
understand, and can be used to highlight issues with individual question items, students, and even
exams. One such case was the verification of the S/U-effect at Smith College in Spring 2023
(third partial exam). This effect was due to students knowing (almost certainly) if they would get
a grade of “S”, and would invariably feel more prone to guess or speed through the questions. Our
findings allowed the instructor to change when and how students receive grade projections for the
course. Also, the instructor was able to create customized and immediate feedback reports
(generated with simple scripts and containing information that highlighted the differences in



Justifications as well as the most likely misconception).

In summation, this study allowed us to highlight the limitations of MCQ exams with respect to
conceptual understanding and emphasized the importance of justifications and the utility of the
J-effect as a complementary metric to discrimination indices and item grades.
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Appendix 1: Question Creation

The following is a detailed example for question creation. The example assumes the existence of a traditional
short-response (SR) question. Note that even though the subject matter is python programming, the high-level steps
should apply to most subjects.

Picking a question
While there is a way to transform almost any question to a JMCQ-format, selecting a suitable starting point makes
the process much easier. To this effect, the best questions are those that have a “cause and effect” relationship.

Two typical SR-questions are based on “Cause-and-effect” or “requirements-based crafting”. In the former, the
objective is usually to describe the expected outcome for a given set of conditions. The latter is usually the
reverse.

The JMCQ design works best when starting from a “requirements-based crafting” so the following example shows

how to get to that format from a “Cause-and-effect” question:

Example SR question prompt ( “Cause-and-effect”)
Prompt: What is the objective of the following function?

1|def get_string():

2 while True:

3 text = input ("Give me a string: ")

4 if "Q@" not in text and len(text) >= 5:
5 return text

Example (correct) SR answer: The function returns a user-provided text only if it is longer than 4 characters and it
contains no @ symbols.

A potential issue for assessment here could be the phrasing used by the student, the absence of references to the
correct ideas, or the inclusion of additional concepts.

The same question can be redesigned to follow a “requirements-based crafting” format (but this is not a required step
for making a IMCQ).

Example SR question prompt (“Crafting”)
Prompt:

Write a piece of code that does the following:

It repeatedly asks the user to provide an input string until
the string has the following characteristics:

1. the string has 5 symbols or more

2. the string does not have the symbol '@’ inside

If the string has the correct format, it returns the string

Example SR answer: (a typical student response looks like this)

l|def get_string():

2 while True

3 text = input ("Give me a string: ")
4 if @ not in text or len(text) >= 5:
5 break

6 return text




Errors in the SR answer
Syntax errors: Note that line 2 is missing a colon (:) at the end of the while True statement, and that line 4 is
missing quotes around the @ symbol.

Logical error: in line 4, the correct logical operator should be and.

Syntax or Logical error: in line 6, the indentation is incorrect (the ret urn should be outside the while loop),
which means that the function returns nothing.

While syntax errors might be attributed to typos or rushing (and thus easily addressed), logical errors point to deeper
conceptual issues, so an answer showing both (and mixed) errors makes the assessment harder to determine, and
feedback harder to craft.

A second, more insidious problem is that the structure of the question does not focus on particular misconceptions.
For the case of this question, the student might make an error related to indentation errors while crafting loops, or
related to logical operations while crafting conditionals.

Defining the question target and its misconceptions
We first define the target subject. In this case, we wish to determine if there are misconceptions related to the crafting
of while loops, and we wish to exclude issues with conditionals.

The first step should be to determine the common misconceptions related to errors in the responses (Cause). These
can be gathered from previous responses or from resources such as concept inventories on the subject.

For the example, common misconceptions for this type of question are:

1. Students fail to identify the relation between loop and function termination.
Students construct while loops that never end.

Students use a loop entry condition that is determined inside the loop.

S

Students confuse the effect of using cont inue or break inside a loop.

Defining the JIMCQ correctness choices

1. pick two misconceptions that we wish to detect (items 1 and 2 above).

2. Create answers that the students can pick: the correct answer as well as 2 distractors where the selected
misconceptions are present.

Defining the JMCQ justification choices

1. Define the justification for the correct choice. This can be as simple as “this is correct”, or contain the actual
reasoning behind the choice).

2. Pick the justifications for for why the chosen distractors are incorrect. These are simply the descriptions of the
misconceptions.

3. Pick unsound justifications as distractors. These can be selected from the remaining (unused) misconceptions,
or from other errors that sound plausible but do not apply.

4. Optionally, add options for when the student does not pick any justification (“I don’t know” and/or “Other”,

with a comment).

The image shown below is a screen capture of a question used in an actual quiz (Using the Qualtrics survey
system).
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