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Abstract

NLP models trained on standardized language
data often struggle with non-standard varia-
tions. We assess various Large Language
Models (LLMs) for transliteration and dialec-
tal normalization. Tuning open-source LLMs
with as little as 10,000 parallel examples us-
ing LoRA can achieve results comparable to
or better than closed-source LLMs. We per-
form dialectal normalization experiments for
twelve South Asian languages and dialectal
translation experiments for six language con-
tinua worldwide. The dialectal normalization
task can also be a preliminary step for the
downstream dialectal translation task. Among
the six languages used in dialectal translation,
our approach enables Italian and Swiss Ger-
man to surpass the baseline model by 21.5 and
25.8 BLEU points, respectively.'

1 Introduction

Language variation encompasses how language
manifests across different regions, social groups,
and individual speakers. One prominent form of
this variation is dialects, distinct forms of a lan-
guage spoken by particular groups, often defined
by geographical or social boundaries. Dialects in-
clude vocabulary, pronunciation, grammar, and us-
age variations, reflecting the rich tapestry of hu-
man experience and cultural identity. Addition-
ally, we encounter phenomena such as transliter-
ation in language use, which involves converting
text from one script to another while preserving
its phonetic characteristics. Transliteration, rely-
ing on mapping the pronunciation of words (their
sounds) from one language into the orthography of
another, is common practice in contexts where lan-
guages with different writing systems interact (Ah-
madi and Anastasopoulos, 2023).

"https://github.com/mahfuzibnalam/
LLM-Normalizer—-Dialectal-Transaltion
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Translating language varieties presents a unique
and complex challenge for linguists and translators.
Dialects, with their distinct vocabularies, pronun-
ciations, and grammatical structures, reflect their
speakers’ cultural and regional identities. Captur-
ing these nuances in translation requires a deep
understanding of both the source and target lan-
guages and the cultural contexts from which they
arise. In the case of transliteration, unlike a few
languages where the transliterated script serves as
a standard means of input (as seen in systems like
Pinyin for Chinese), most languages lack univer-
sally established transliteration systems. When in-
dividuals use scripts other than the formal script of
the language to write, they do not always adhere to
a specific standard (Ryskina et al., 2020). Instead,
they typically employ the informal script to offer a
rough phonetic transcription of the intended word.
This transcription can vary significantly from per-
son to person due to various factors, including re-
gional or dialectal variations in pronunciation, dif-
ferent transcription conventions, or individual id-
iosyncrasies.

In the evolution of language and speech tech-
nology (LST) for a given language, varieties and
dialects that have more data are initially priori-
tized. This results in a disparity in technology
usage among speakers of different dialects of the
same language. For example, despite the ex-
tensive work done in English, only a few stud-
ies focus on dialects or varieties such as African-
American Vernacular English compared to Main-
stream American English (Blodgett et al., 2018).
Historically, Roman and related scripts have en-
joyed widespread support across various platforms
and devices for digital content creation. Although
native language keyboards in numerous languages
are available, most users still prefer using the Ro-
man keyboard due to its comfort and familiarity.

In this work, we try to address both of these
shortcomings. We build models that can translate
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dialectal varieties through a normalization step.
We also build models that will be greatly valued
by users and involve the automatic transliteration
normalization of Romanized input into the native
orthography. In summary, our contributions are:

1. We demonstrate using LLMs for two NLP
tasks: transliteration and dialectal normaliza-
tion.

2. We show that with a small amount of data,
one can easily adapt (through finetuning with
low-rank adaptors) an open-source LLM to
achieve higher performance in both tasks.

3. We demonstrate that incorporating a dialec-
tal normalization step before translation en-
hances performance for downstream dialectal
translation tasks.

2 Task Definitions and Datasets

2.1 Transliteration Normalization

The process of transliteration involves represent-
ing a word, phrase, or text in a different script or
writing system in an intentional manner. Translit-
erations aim to show how the original word sounds
in a different script so people who use that script
can get an idea of how to say the word. For exam-
ple, instead of writing the Bengali sentence “SIif¥
(ST ORI in Bengali script, we can translit-
erate it using the Roman script, resulting in “Ami
tomake valobashi.”

The transliteration normalization task is essen-
tially the reverse of transliteration. In this task,
given a sentence transliterated into an informal
writing system, our goal is to convert it back to the
original writing system of that language.

Dakshina Dataset For the transliteration nor-
malization task, we use the Dakshina dataset
(Roark et al., 2020) as the primary resource for
testing and training. This dataset includes three
data sources focused on transliteration: Native
Script Wikipedia, Romanization Lexicon, and Ro-
manized Wikipedia. The Romanized Wikipedia
is most relevant to our work, providing roman-
izations of complete Wikipedia sentences. The
dataset supports twelve South Asian languages:
Bengali, Gujarati, Hindi, Kannada, Malayalam,
Marathi, Punjabi, Sindhi, Sinhala, Tamil, Telugu,
and Urdu. For each language, native speakers ro-
manized 10,000 sentences. The instruction for the
annotators was to transcribe the given sentences
as they would naturally write them in the Latin
script. For our experiments, we randomly divided
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the 10,000 sentences into training and testing sets
using an 80-20 split.

Aksharantar Dataset We also use the Aksha-
rantar dataset (Madhani et al., 2022) to conduct an
ablation study for the transliteration normalization
task. Aksharantar is the largest publicly available
transliteration dataset for Indian languages, cre-
ated by mining from monolingual and parallel cor-
pora and human annotators’ contributions. It con-
tains 26 million transliteration word pairs for 21 In-
dic languages, making it 21 times larger than exist-
ing datasets. However, we do not use this dataset
for training and testing because it only includes
word-level transliteration pairs, whereas our work
focuses on sentence-level transliteration.

2.2 Dialectal Normalization

A dialect is a specific form of a language unique
to a particular region or social group. Dialec-
tal normalization involves converting a dialec-
tal variation of a sentence into its standard form
within that language. For instance, the Alassio di-
alect sentence corresponding to the English sen-
tence "They stole the painting" is "I han
rubbau u quaddru". In contrast, the standard
Italian variant is "Hanno rubato il quadro".

CODET We use the CODET dataset (Alam
et al., 2024) for the dialectal translation task.
CODET is a contrastive dialectal benchmark en-
compassing 891 different varieties from 12 differ-
ent languages. In this work, we consider six lan-
guages that have a good amount of dialect cov-
erage: Arabic (25 vernaculars), Bengali (5 vari-
eties), Basque (39 varieties), Italian (439 varieties),
Kurdish (4 varieties), and Swiss German (368 vari-
eties). Even though the dataset covers a vast range
of dialects, the number of sentences for each lan-
guage is small and can only be used as a testing
set. Only five dialects of Arabic have more than
10,000 sentences, and precisely, these are the ones
for which we can create a training set.

3 Methods

3.1 Zero-shot Prompting

In NLP, zero-shot learning for a model involves
categorizing objects or concepts without having
seen examples of those categories or concepts dur-
ing training. This promising technique enhances
the utility of LLMs across various tasks. Zero-
shot prompting means that the prompt used to in-



teract with the model does not include examples
or demonstrations. The zero-shot prompt directly
instructs the model to perform a task without pro-
viding any additional examples to guide it.

3.2 LoRA-tuning

A significant paradigm in natural language pro-
cessing involves large-scale pre-training on gen-
eral domain data followed by further adaptation to
specific tasks or domains. One adaptation method
is full fine-tuning, which retrains all model param-
eters. However, this approach becomes less feasi-
ble with the rise of large billion-parameter models,
as deploying independent instances of fine-tuned
models with billions of parameters is prohibitively
expensive.

Hu et al. (2021) introduced Low-Rank Adapta-
tion (LoRA), which addresses this issue by freez-
ing the pre-trained model weights and injecting
trainable rank decomposition matrices into each
layer of the Transformer architecture. This method
significantly decreases the number of parameters
that need to be trained for downstream tasks. Their
research demonstrates that LORA, when compared
to fine-tuned GPT-3 175B with Adam, can re-
duce the number of trainable parameters by 10,000
times and the GPU memory requirement by three
times. Additionally, LoRA performs on par with
or better than traditional fine-tuning in model qual-

ity.
3.3 Evaluation Metrics

BLEU Bilingual Evaluation Understudy (Pap-
ineni et al., 2002) is a metric for comparing a can-
didate translation to one or more reference trans-
lations. It is quick and inexpensive to calculate,
language-independent, and highly correlated with
human evaluation.

SPBLEU This is a modified version of BLEU
where both the candidate and reference texts
are tokenized using a single language-agnostic
and publicly available fixed SentencePiece sub-
word model (Kudo and Richardson, 2018). Un-
like BLEU, which operates on words determined
by whitespace, SPBLEU calculates BLEU scores
over sub-words.

WER Word Error Rate (WER) is calculated by
dividing the number of errors by the total number
of words. Errors include substitutions, insertions,
and deletions in a sequence of recognized words.
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Hyper Parameters

7500, 15000, 30000, 60000, 90000
0.01, 0.001, 0.0001
0.2,0.36, 0.5
4,6,8

Sub-word Tokens
Learning Rate

Dropout
Encoder-Decoder Layers

Table 1: Hyper-parameter search space for tuning the
Scratch model.

Substitutions happen when a word is replaced, in-
sertions occur when an extra word is added, and
deletions occur when a word is omitted from the
transcript.

SPWER Similar to SPBLEU, SPWER is a mod-
ified version of WER where the calculation is
performed over sub-words rather than words. A
SentencePiece model is used to generate the sub-
words.

4 Experimental Setup

4.1 Transliteration Normalization

Baseline We use the IndicXlit model (Madhani
et al., 2022) as our baseline model. IndicXlit is a
transformer-based multilingual transliteration nor-
malization model with approximately 11 million
parameters. It supports transliteration conversions
between Roman and native scripts for 21 Indic lan-
guages. Madhani et al. (2022) use the Aksharantar
dataset to train the model, the largest publicly avail-
able parallel corpus, containing 26 million word
pairs across 20 Indic languages.

Scratch The Scratch model employs a sequence-
to-sequence Transformer architecture (Vaswani
et al.,, 2017). It takes transliterated text in Ro-
man script as input to the encoder and produces
text in the original script as output from the de-
coder. The model is trained similarly to Machine
Translation, utilizing sub-word tokens during train-
ing. The encoder and decoder have separate vo-
cabularies, with the source vocabulary consisting
of English and the target vocabulary combining all
twelve languages’ scripts. To inform the model
which script to translate from Roman, we prepend
a language-specific token (e.g., < bn >) to the
source sentence.

In our experiments, we set the model dimension
to 256, attention heads to 4, and hidden dimen-
sion to 1024. We employ the Adam optimizer with
B =10.9, B = 0.98,and e = 1075, Training lasts
for 50 epochs with a batch size of 128 and utilizes



the GLEU activation function. We perform exten-
sive hyperparameter tuning to optimize model per-
formance. Table 1 illustrates the hyper-parameters
used. Through experimentation, we determine that
setting the sub-word tokens to 7500, learning rate
to 0.001, dropout to 0.2, and using six layers for
both encoder and decoder yields the best average
performance across all languages.

LoRA-Tuning We rely on the implementation
provided by Li et al. (2023) to perform LoRA-
tuning on our open-sourced LLM models. We con-
duct LoRA-tuning on ten models, with five mod-
els having 7B parameters and the remaining five
with 13B parameters. This allows us to investi-
gate any potential performance discrepancies due
to model size. These models are BactrianX 7B
and 13B (Li et al., 2023), Bloomz 7B and MTO
13B (Muennighoftet al., 2022), Gemma 7B (Team
etal.,2024), Mistral Instruct 7B (Jiang et al., 2023),
Tower Instruct 7B (Alves et al., 2024), ALMA 13B
(Xu et al., 2024), Aya 13B (Ustiin et al., 2024),
Llama2 Chat 13B (Touvron et al., 2023). Among
these models, Aya 13B and MTO 13B are encoder-
decoder models, while the rest are causal language
models (decoder-only).

For LoRA-tuning, we incorporate training data
from all twelve languages in a multilingual fash-
ion. We train the model for two epochs with a
3x 107% learning rate. LoRA’s rank, alpha, and
dropout are configured to 64, 16, and 0.05, respec-
tively. Furthermore, we convert the loaded model
into a mixed-8bit quantized model. Prompt used
during LoRA-tuning and to perform inference:
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Transliteration Normalization:

1: Given a phonetic transcription of a Bengali sen-
tence into Roman script. Translate it to Bengali
script. Show just the translation. Roman: Trimatrik
gathane dimatrik pristho katake ched bole.

2: Given a phonetic transcription of a Hindi sentence
into Roman script. Translate it to Devanagari script.
Show just the translation. Roman: 1947 men Dara
Singh Singapore aa gaye.

.

4.2 Dialectal Normalization

LoRA-Tuning We employ the same implemen-
tation and settings as described in subsection 4.1.
However, in this scenario, only data from five Ara-
bic dialects was sufficient for LoORA-tuning. Thus,
we train the model multilingually using the com-
bined data from these five dialects. Prompt exam-
ples:
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Dialectal Normalization:

1: Given an Italian sentence from Alassio. Translate
it to standard Italian. Show just the translation. Alas-
sio: Quelle garcune i fumman tante sigarette.

2: Given a German sentence from Aarau. Translate
it to standard German. Show just the translation. Aa-
rau: Oh, sie ist nicht da, sie ist einkaufen gegangen.

\.

4.3 Dialectal Translation

In this downstream task, our objective is to demon-
strate the benefit of incorporating a normalization
step before translation instead of directly translat-
ing the dialectal variation. We utilize the NLLB-
200 3.3B model (NLLB Team et al., 2022) for
translation. Following the approach outlined in
(Alam et al., 2024), our baseline model does not in-
corporate the normalization step before translation.
This baseline model is referred to as “Without Nor-
malization” in our study.

4.4 Evaluation Metrics

For evaluation, we utilize four metrics. The BLEU
score is calculated using the SacreBLEU library
(Post, 2018). We compute the WER score us-
ing the JIWER Python package’. To calculate
SPBLEU and SPWER, we tokenize the texts us-
ing the SentencePiece model from FLORES-200°.
This model trains a single SentencePiece (SPM)
model for all 200 languages, ensuring representa-
tion across a broad spectrum of languages. It em-
ploys a vocabulary size of 256,000 to adequately
cover both low- and high-resource languages, with
careful down-sampling and up-sampling to bal-
ance representation.

5 Results

5.1 Transliteration Normalization

Zero-Shot Table 3 showcases our zero-shot
prompting analysis outcomes across ten publicly
available LLMs and one proprietary LLM. This
experiment was conducted exclusively in Bengali
to gauge the performance of open-source LLMs
against both the Baseline and Scratch models. As
anticipated, the open-source LLMs yield subpar re-
sults, with BLEU scores consistently below nine
across all instances. Particularly noteworthy is the
superior performance of the GPT4 model within
this framework, surpassing the Baseline model by

*https://pypi.org/project/jiwver/
*https://github.com/facebookresearch/flores/
blob/main/flores200/README.md
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BN GU HI KN ML MR PU SD SI TA TE UR | Average
Baseline 538 53.6 635 695 477 621 500 354 374 546 659 300 | 52.0
Scratch 547 697 652 578 444 577 591 620 513 510 518 651 | 575
BactrianX 7B 395 227 498 194 293 493 234 453 216 372 189 535 342
Bloomz 7B 420 476 586 31.0 263 451 446 451 196 292 316 554 39.7
Gemma 7B 628 725 720 63.0 529 625 622 604 511 579 582 70.7 62.2
Llama 7B 41.1 226 507 199 301 492 246 468 226 374 192 536 34.8
Mistral 7B 540 347 573 448 208 588 274 546 313 46.0 388 61.7 44.2
Tower 7B 48.0 264 549 234 381 562 284 532 277 433 233 597 40.2
ALMA 13B 46.7 263 540 231 370 559 27.8 50.7 261 41.0 224 583 39.1
Aya 13B 523 620 67.8 46.7 395 560 570 512 336 409 424 674 514
BactrianX 13B 459 255 534 225 369 539 269 501 258 41.0 223 574 38.5
Llama 13B 449 248 520 212 31.7 526 260 485 239 298 201 554 359
Llama 13B 46.0 254 515 219 352 540 268 499 252 404 223 579 38.0
MTO0 13B 527 609 683 464 389 557 570 507 343 389 438 675 513
GPT4 Turbo 670 707 77.6 672 53.6 70.7 59.6 278 420 60.0 683 773 | 618

Table 2: LoRA-tuned performance of the open-sourced LLMs in BLEU 1 metric. The performances of the open-
sourced LLMs improved greatly compared to their zero-shot performance. Gemma 7B and GPT4 models outper-
form the Baseline model. Gemma 7B is the best-performing model.

SPBLEU 1 BLEU 1 SPWER | WER |

Baseline 67.8 53.8 21.47 24 .41
Scratch 66.2 54.7 22.08 23.94
BactrianX 7B 11.3 3.5 83.37 88.94
Bloomz 7B 1.4 0.3 153.50 166.54
Gemma 7B 17.6 7.0 77.00 77.38
Mistral 7B 7.4 2.5 128.40 130.31
Tower 7B 16.9 5.9 81.21 78.49
ALMA 13B 13.7 5.5 96.18 99.51
Aya 13B 18.3 8.3 83.16 94.31
BactrianX 13B 16.5 5.9 83.18 82.96
Llama2 13B 21.1 8.8 73.49 74.45
MTO0 13B 6.5 2.1 114.16  121.17
GPT4 Turbo 77.7 67.0 14.37 17.41

Table 3: Zero-shot performance of the LLMs in Bengali
transliteration normalization task. All open-sourced
LLMs perform poorly. GPT4 is the only LLM to out-
perform the Baseline model.

14.2 BLEU points. However, owing to the propri-
etary nature of GPT4, it remains uncertain whether
the model was exposed to the test set during train-
ing. In subsequent phases, we aim to explore strate-
gies to improve the performance of both the Base-
line and GPT4 models utilizing open-source alter-
natives.

LoRA-Tuning Tables 2, 7, 8, 9 show the re-
sults of the open-sourced LLM models after LoORA-
tuning (Hu et al., 2021) using the training data for
four evaluation metric. For space constraint, the
results with the SPBLEU, WER, and SPWER met-
rics are in the Appendix A. In the case of BLEU,
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Table 2 we can see that the Gemma 7B model
outperforms the Baseline model. It even outper-
forms the GPT4 model on average for all twelve
languages. Individually, we see the Gemma 7B
model perform better for languages like Gujarati,
Punjabi, and Sindhi, probably because the GPT4
has not seen much data in those languages. Results
are consistent across all metrics.

Ablation Study The data in Table 2 indicates
that the average BLEU score is higher for the
Scratch model than the Baseline model. This raises
an intriguing question: Why is this happening?
One plausible explanation could be attributed to
the phenomenon of “word leakage” between the
training and testing data of the Scratch model, both
originating from the same source. By its nature,
transliteration lacks a predefined structure, leav-
ing the form of writing entirely to the author’s dis-
cretion. Given that both the training and test sets
stem from the same dataset, there exists a likeli-
hood that certain transliterated words remain con-
sistent across both sets.

Consequently, it is plausible that the Scratch
and LoRA-tuned models may become accustomed
to normalizing specific variations and struggle to
generalize to alternative transliterated forms of the
same word. To illustrate, consider the Bengali
word 1S, which can be transliterated in various
ways; two commonly used forms are “songit” and
“sangeet”. Our hypothesis regarding the Scratch
model posits that if the model encounters a partic-
ular variation during training and subsequently en-



Original Dakshina Modified Dakshina
Scratch Leakage Baseline Leakage Gemma 7B\Scratch Leakage Baseline Leakage Gemma 7B
Bengali 66.2 47.5 67.8 26.9 72.3 54.6 33.8 61.8 274 66.7
Gujrati 77.3 48.1 67.5 26.5 78.6 65.8 37.3 64.7 26.6 69.6
Hindi 66.8 51.5 67.4 20.6 73.3 56.0 439 61.5 21.3 70.1
Kannada 73.9 38.8 82.0 34.0 75.5 69.9 31.2 79.3 33.7 72.4
Malayalam 68.1 30.9 73.1 29.5 73.2 65.7 25.5 72.0 29.5 71.3
Marathi 66.9 44 4 74.3 26.6 70.9 61.3 353 71.0 26.8 67.4
Punjabi 65.9 49.8 60.2 18.7 68.1 59.5 41.3 56.0 194 63.1
Sindhi 66.8 54.4 45.7 - 64.4 58.9 48.4 437 - 57.0
Sinhala 68.4 50.1 60.2 - 66.5 65.4 432 60.1 - 64.1
Tamil 68.3 33.5 72.2 314 72.3 64.2 26.3 69.3 314 68.8
Telegu 68.3 37.5 80.1 33.1 72.3 63.2 28.0 77.8 34.0 69.3
Urdu 66.0 59.3 38.6 184 70.9 553 438 36.1 20.0 64.3
Average 68.6 45.5 65.8 26.6 71.5 \ 61.7 36.5 62.8 27.0 67.0

Table 4: Ablation study for the high-performance of the Scratch model on the Dakshina test-set in SPBLEU 7
metric. When the leakage decreases, the performance of the Scratch model also decreases drastically. Whereas the

Gemma 7B model still outperforms the Baseline model.

counters the same variation in the test set, it would
yield a higher score. Conversely, the score would
likely be lower if, during inference, we encounter
a different variation.

We introduce a novel metric termed “Leakage”
to quantify the percentage of words from the test
set present in the training set. As depicted in Table
4, on the left side, the Scratch model exhibits an av-
erage leakage of 45.48% for the Original Dakshina
test set. In contrast, the Baseline model demon-
strates an average leakage of 26.57%. We utilize
the Aksharantar training data to ascertain the base-
line model’s leakage. To validate our hypothesis,
we construct a new dataset derived from the Origi-
nal test set, the Modified Dakshina test set. Lever-
aging the same Aksharantar training data, which
lists several variations of each word, we replace
any word appearing in the Dakshina test set with
an alternative variation found in the Aksharantar
dataset. For instance, if “songit” appears for the
Bengali word S in the test set, we substitute it
with “sangeet” based on the Aksharantar dataset.
In Table 4, on the right side, for the Modified Dak-
shina test set, we observe that the average leak-
age for the Scratch model decreases by 9%. How-
ever, the leakage for the Baseline model remains
unchanged.

Now, let us examine the scores of three mod-
els for these two test sets. Notably, the SPBLEU
score decreases by 9 points for the Scratch model,
confirming our hypothesis that the model tended
to replicate specific variations rather than general-
ize to different ones. Consequently, the Scratch
model fails to surpass the baseline model’s perfor-
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@ Scratch @ Baseline Gemma 7B

ABLEU
>
 }

0.0 5.0 10.0 15.0

A Leakage

Figure 1: Correlation between A Leakage and A BLEU
of the three models (Scratch, Baseline, and Gemma
7B).

mance on this new test set. While a similar trend is
evident for the Baseline and The Gemma 7B mod-
els, the disparity is less substantial than observed
with the Scratch model. Furthermore, the Gemma
7B model consistently outperforms the Baseline
model, underscoring the robust generalization abil-
ity of these open-source LLM models across vari-
ous transliterated variations.

Figure 1 shows the correlation between leak-
age and the models’ performance (We calculate A
Leakage and BLEU by subtracting scores from the
Original Dakshina to the Modified Dakshina). Our
hypothesis again gets verified by the trendline of
the models. The Scratch model correlates higher
with leakage than the Gemma 7B model. The
Gemma 7B model has a higher generalizing abil-
ity for different variations than the Scratch model.



Arabic Variety Zero Shot LoRA Tuned
Gemma 7B Aya 13B MTO0 13B GPT4 Turbo \ Gemma 7B Aya 13B MTO0 13B

Cairo SPBLEU? 5.8 8.8 9.3 21.0 24.6 24.6 25.0
! BLEU?! 3.2 42 5.6 14.2 16.7 22.6 23.4
Tunis SPBLEU? 3.0 53 6.2 14.3 21.6 19.1 19.1
BLEU? 1.7 2.1 32 8.7 14.6 17.9 17.8
Rabat SPBLEU? 32 6.6 7.8 17.4 234 20.9 20.8
BLEU? 2.0 2.9 4.7 11.9 16.0 19.5 19.3
Beirut SPBLEU? 4.0 6.7 7.3 18.0 24.0 223 22.8
BLEU? 2.0 2.5 3.7 11.6 16.3 20.8 21.5
Doha SPBLEU? 7.8 9.5 10.3 19.6 25.2 243 24.7
BLEU? 3.4 44 59 13.1 17.0 22.7 229
Average SPBLEU? 4.8 7.5 8.2 18.1 23.8 222 22.5
& BLEU? 2.5 32 4.6 11.9 16.1 20.7 21.0

Table 5: Zero-shot and LoRA-tuned performance of the open-sourced LLMs in Arabic normalization task. The
LoRA-tuned models outperform the base models like before. In this task, the open-sourced models even outperform

the GPT4 model.

5.2 Dialectal Normalization

Zero-shot and LoRA-tuned Among the six lan-
guages involved in the Dialectal normalization
task, only five Arabic dialects possess sufficient
data to enable LoRA-tuning of an open-source
LLM. In light of this, for experiments within this
setup, we solely consider three open-source LLMs,
a decision informed by the outcomes of the pre-
vious task. Table 5 illustrates the results for
these three open-source models. Analogous to the
transliteration normalization task, the performance
of the open-source models in zero-shot prompting
scenarios proves subpar compared to GPT4. How-
ever, the LoRA-tuned variants perform superior to
the GPT4 model across the five dialects.

Conversely, the remaining five languages need
more training data to facilitate the LoRA-tuning
of an open-source model. Consequently, to utilize
normalization as a precursor to the downstream di-
alectal translation task, we will employ the best-
performing zero-shot model, GPT4.

5.3 Dialectal Translation

Table 6 conveys the results of the downstream
task for all six languages. We average the scores
of the overall dialects of the language. As men-
tioned, we performed the normalization step using
the LoRA-tuned MTO model for Arabic. We did
the normalization step for the other languages us-
ing the GPT4 model. The BLEU score, on aver-
age, for all six languages goes up by 9.56 points
when we complete the normalization step before-
hand. Apart from Kurdish, the BLEU score goes
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Without With
Language Normalizing | Normalizing

(BLEU 1) (BLEU 1)
Arabic* 37.90 42.93
Bengali 17.04 20.06
Basque 13.51 16.24
Italian 21.90 43.45
Swiss German 47.77 73.56
Kurdish 9.35 8.60
Average 24.58 | 34.14

Table 6: performance of the translation task with or
without the normalization step. We had the data for Ara-
bic to do LoRA-tuning on an open-sourced LLM for
that language. For the other languages, we did the nor-
malization using the GPT4 model in a zero-shot manner.
The normalization step helps outperform the previous
baseline (without normalization) model for all the lan-
guages except Kurdish.

up for all five languages. The jump in quality for
Italian and Swiss German is enormous, 21.55 and
25.79 BLEU points, respectively. We believe this
is because of the vast amount of data available on
the internet for these two languages, as GPT4 is
likely being trained on data from all these varieties.
For space constraint we show the performance of
individual dialects of six languages in Tables 11,
12, 13, 14, 15, 16 of Appendix A.

6 Related Work
6.1 Dialectal

Most of the previous work on developing machine
translation (MT) technologies for dialects and va-
rieties has focused on Arabic (Zbib et al., 2012;



Harrat et al., 2019), Swiss German (Garner et al.,
2014; Honnet et al., 2017), Kurdish (Ahmadi
et al., 2022), Portuguese (Fancellu et al., 2014),
and French (Garcia and Firat, 2022). One of the
main challenges in this field is identifying poten-
tial translation sources and creating corpora and
datasets for translating these dialects and varieties
(Zampieri et al., 2020). Considering this, Alam
et al. (2023) attempted to quantify dialectal trans-
lation disparities across as many languages as pos-
sible. Their study shows that general machine
translation systems struggle to comprehend and ac-
curately translate dialectal varieties. Building on
their work, we propose a prior step of dialectal nor-
malization before performing translation.

6.2 Transliteration

Several transliteration systems were recently pro-
posed during the Named Entities Workshop evalu-
ation campaigns in 2018 (Chen et al., 2018). These
campaigns comprise transliterating tasks from En-
glish to other languages with various writing sys-
tems. The transliteration models typically men-
tioned in the literature include a combination of
neural and non-neural models. Kundu etal. (2018);
Le and Sadat (2018) used deep attention-based
RNN encoder-decoder models and Merhav and
Ash (2018); Roark et al. (2020); Moran and Lig-
nos (2020) used neural transformer-based models.
Kunchukuttan et al. (2021) use multilingual train-
ing to train their transliteration system. They rec-
ommend using single-script models to train sepa-
rate models for two different language families. To
our knowledge, we are the first ones to use LLMs
for transliteration.

6.3 Using Large Language Models for
Translation

Using LLMs for multilingual machine translation
is garnering increasing attention. Lin et al. (2022)
evaluate GPT-3 and XGLM-7.5B across 182 trans-
lation directions. Similarly, Bawden and Yvon
(2023) assess BLOOM in 30 directions. Evalua-
tions of ChatGPT by Bang et al. (2023); Jiao et al.
(2023); Hendy et al. (2023) cover 6 to 18 direc-
tions. Zhu et al. (2023) comprehensively evalu-
ates multilingual translation performance for pop-
ular LLMs in 102 languages and 606 directions,
comparing them with state-of-the-art translation
engines like NLLB and Google Translate. This
extensive benchmark highlights the challenges in
optimizing this emerging translation paradigm.
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Significant efforts have focused on designing ex-
emplar selection strategies to improve in-context
learning (ICL) for machine translation. Agrawal
et al. (2023); Zhang et al. (2023); Moslem et al.
(2023) contribute to this area, with Zhang et al.
(2023) finding that random selection can be a sim-
ple yet effective strategy. Wei et al. (2022) demon-
strate that few-shot exemplars enhance translation
performance. Moreover, Vilar et al. (2023) note
that selecting ICL examples from a high-quality
pool, such as a development set, is more benefi-
cial, and (Zhang et al., 2023) analyze the impor-
tance of exemplar quality in translation outcomes.
In this work, we do not use large language mod-
els (LLMs) to translate sentences directly. Instead,
we employ LLMs as a preliminary step for normal-
ization, which then facilitates further downstream
translation tasks.

7 Conclusion

In this work, we show that it is possible to use the
closed-sourced LLM for the new tasks: translit-
eration normalization and dialectal normalization,
even if we do not have data for training. We
also show that if we have a small quantity of data
for training (ten thousand), we can LoRA-tune
open-sourced LLMs to be on par or even better in
performance than the closed-source ones. These
open-sourced models are significantly smaller and
cheaper to run than closed-source ones. Finally,
one can use the dialectal normalization step as a
prior step for the dialectal translation task.

Regarding the transliteration, we only use the
Romanized Wikipedia data from the Dakshina
dataset. We do not use other data sources like na-
tive script Wikipedia or the Romanization lexicon.
The Aksharantar dataset also contains 26 million
Romanization lexicon pairs for 21 Indic languages.
In this work, we focused on sentence-level translit-
eration. In the future, we plan on using these vast
data sources for model training.

Limitations

One limitation of our approach to dialectal nor-
malization is the usage of a closed-sourced model
like GPT4, which can be very expensive. As men-
tioned earlier, one way around this is to use open-
sourced models for fine-tuning. However, this
can not be done for dialects as very few training
datasets exist. For our dialectal experiments, we
spent around a thousand dollars.
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BN GU HI KN ML MR PU SD SI TA TE UR ‘Average
Baseline 67.8 67.5 674 82.0 73.1 743 60.2 45.7 60.2 72.2 80.1 38.6‘ 65.8
Scratch 66.2 773 66.8 739 68.1 669 659 66.8 68.4 68.3 68.3 66.0‘ 68.6

Bactrian 7B 50.7 32.6 52.1 31.5 50.6 58.9 29.0 50.1 35.8 52.6 323 55.0| 443
Bloomz 7B 51.5 56.1 59.2 46.0 44.9 53.3 49.1 49.7 347 43.1 47.0 54.8| 49.1
Gemma 7B 723 78.6 73.3 755 73.2 709 68.1 644 66.5 723 723 70.9| 715
Llama 7B 52.0 327 529 32.0 51.4 59.1 303 51.2 36.5 53.2 32.8 554| 45.0
Mistral 7B 63.9 43.9 59.5 57.4 38.1 67.7 32.8 58.3 453 60.5 52.8 63.1| 53.6
Tower 7B 583 35.6 57.0 347 58.7 65.5 34.0 569 41.4 58.1 35.8 61.3| 49.8

ALMA 13B 57.0 35.3 56.3 343 57.8 653 333 54.7 40.1 56.1 35.1 60.0| 48.8
Aya 13B 63.1 70.1 68.2 62.9 59.7 64.1 623 555 57.1 553 59.0 67.0| 62.0
Bactrian 13B 56.3 35.2 55.7 34.5 57.1 63.2 32.6 542 39.6 563 35.6 58.8| 483
Llama 13B 554 34.5 542 32.7 50.8 61.6 31.1 52.3 36.8 40.7 32.5 56.6| 44.9
Llama2 13B  56.3 34.7 53.9 33.5 56.4 63.8 322 54.1 39.2 55.7 34.8 59.5| 47.8
MTO0 13B 63.1 689 68.8 63.4 59.6 63.9 62.7 549 58.6 542 60.1 67.2| 62.1

GPT4 Turbo 77.7 78.5 79.8 79.7 75.1 78.1 69.8 34.1 62.4 74.6 81.1 78.7| 72.5

Table 7: LoRA-tuned performance of the open-sourced LLMs in SPBLEU 1 metric. The performance of the open-
sourced LLMs improved a lot compared to their zero-shot performance. Gemma 7B and GPT4 models outperform
the Baseline model. GPT4 is the best-performing model.

BN GU HI KN ML MR PU SD SI TA TE UR ‘Average
Baseline 244 256 185 17.3 294 20.2 26.7 36.4 36.5 26.1 19.2 41.7‘ 26.8
Scratch 239 163 179 25.5 329 23.0 214 21.6 28.3 28.5 30.1 20.8‘ 242

Bactrian 7B 40.2 64.8 35.5 65.1 48.9 31.9 62.7 38.4 61.1 439 65.2 33.5| 493
Bloomz 7B 36.3 31.5 229 46.1 52.0 339 319 344 61.1 51.1 47.7 28.6| 39.8
Gemma 7B 20.7 16.8 154 225 27.5 21.1 22.5 24.7 309 25.1 262 18.6| 22.7
Llama 7B 39.4 65.0 35.1 64.6 48.2 32.1 62.1 37.8 60.3 43.3 649 33.4| 488
Mistral 7B 29.8 54.3 30.7 40.4 61.7 25.7 61.3 33.2 52.7 37.1 45.6 28.6| 41.8
Tower 7B 348 62.2 327 61.7 41.6 274 594 342 564 39.2 614 30.2| 45.1

ALMA 13B  36.1 62.5 33.7 62.2 4277 279 60.2 36.2 579 413 622 31.3| 46.2
Aya 13B 27.0 21.5 17.8 34.4 394 258 24.8 29.9 48.8 38.7 37.8 20.7| 30.6
Bactrian 13B 36.3 62.9 33.5 62.6 42.8 28.9 60.5 359 57.8 40.6 62.3 31.4| 463
Llama 13B  37.2 63.6 354 644 49.0 30.6 623 38.3 60.8 57.1 65.5 34.0| 49.9
Llama2 13B  36.6 63.2 359 63.0 44.0 28.8 60.9 36.5 584 414 62.5 31.6| 469
MTO0 13B 26.0 222 17.4 34.0 394 258 24.7 304 47.6 39.5 369 20.6| 304

GPT4 Turbo 174 159 11.2 19.5 28.0 164 21.6 46.5 35.0 243 194 135| 224

Table 8: LoRA-tuned performance of the open-sourced LLMs in WER | metric. The performance of all the open-
sourced LLMs improved a lot compared to their zero-shot performance. Gemma 7B and GPT4 models outperform
the Baseline model. GPT4 is the best-performing model.
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BN GU HI KN ML MR PU SD SI TA TE UR ‘Average
Baseline 21.5 217 213 12.1 173 16.6 28.2 38.2 25.7 18.3 13.0 42.8‘ 23.1
Scratch 22.1 148 219 174 203 21.1 22.3 23.1 20.2 20.1 20.9 24.2‘ 20.7

Bactrian 7B 38.5 60.7 38.1 61.0 37.4 29.7 619 39.8 54.0 36.9 58.9 35.5| 46.0
Bloomz 7B 37.8 32.7 29.2 41.9 44.6 35.0 37.1 38.1 53.4 463 40.8 349| 393
Gemma 7B 19.2 15.6 18.2 17.7 17.8 20.3 225 26.7 23.5 18.6 19.5 21.2| 20.1
Llama 7B 37.4 60.8 37.5 60.6 36.5 294 609 39.1 53.5 36.4 58.7 35.2| 455
Mistral 7B 27.3 50.7 32.1 36.0 53.6 23.2 60.0 34.0 46.2 30.6 39.3 29.4| 385
Tower 7B 32.6 58.7 343 587 312 249 582 353 50.0 32.6 56.7 31.1| 42.0

ALMA 13B 339 59.1 352 59.2 321 254 59.0 37.2 514 34.6 57.5 32.1| 43.1
Aya 13B 26.2 204 215 263 28.8 249 26.4 33.1 30.6 32.7 292 24.1| 27.0
Bactrian 13B 34.0 58.9 35.4 58.8 32.5 264 59.1 37.1 513 34.1 56.5 32.8| 43.1
Llama 13B  35.0 59.5 37.1 60.8 394 28.3 61.2 394 54.8 51.9 60.2 35.5| 46.9
Llama2 13B  34.5 59.6 37.6 59.9 33.1 26.1 59.8 37.4 519 34.7 57.5 32.7| 43.7
MTO0 13B 255 21.0 21.0 25.5 282 24.6 26.0 33.5 28.7 33.1 28.3 23.7| 26.6

GPT4 Turbo 144 13.7 12.7 13.7 16.0 14.0 20.0 54.2 24.8 16.6 12.7 149| 19.0

Table 9: LoRA-tuned performance of the open-sourced LLMs in SPWER | metric. The performance of all the open-
sourced LLMs improved a lot compared to their zero-shot performance. Gemma 7B and GPT4 models outperform
the Baseline model. GPT4 is the best-performing model.

Zero Shot LORA Tuned

Gemma 7B Aya 13B MTO0 13B GPT4 Turbo\Gemma 7B Aya 13B MTO0 13B
Cair SPWERL 11596 8812 9001 70.7 67.69 62.66  62.09
WER| 101.76  90.41  93.55 76.6 64.25 65.70  65.60
Tunis SPWERL 13416 10361  100.20 79.96 72.20 69.01 6931
WER| 11055  97.19  96.72 82.4 66.57 69.93 7041
Raba¢  SPWERL 14509 9927 9191 75.37 69.10 67.85  67.98
WER| 11296  95.12  94.15 79.15 65.27 6929  69.73
Beirat SPWER| 13198 8980 88388 73.99 69.16 65.15 6421
ra WER| 11320 9298  92.56 79.14 64.00 67.13  66.47
Doha SPWERL 10521 8318 8271 70.02 65.59 6195  61.56
WER| 97.96 89.66  89.25 76.87 62.33 65.09  64.79
Average SPWERL 12648 9280 90.74 74.01 68.75 6532  65.03
8¢  WER| 10729  93.07 93.24 78.83 64.49 6743  67.40

Table 10: Zero-shot and Lora-tuned performance of the open-sourced LLMs in Arabic normalization task. The Lora-
tuned models outperform the base models same as before. In this task the open-sourced models even outperform
the GPT4 model.
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Without Normalizing With Normalizing
SPBLEU 1+ BLEUt SPWER | WER | |SPBLEU{ BLEU1 SPWER | WER |

Vernacular

Cairo* 45.1 43 43.07 49.38 47.1 45.8 39.7 46.11
Tunis* 28.7 27.2 60.23 66.7 36.3 355 48.4 55.62
Rabat* 35.5 33.7 53.62 59.4 39.7 38.4 45.65 53.13
Beirut* 36.8 345 50.88 57.71 429 41.6 42.32 49.08
Doha* 38.1 36.7 47.92 53.68 45.8 44.7 39.35 45.54
Aleppo 38.4 36.2 50.56 56.84 46.2 45.8 40.18 46.17
Aswan 41.8 39.5 4591 52.67 46.7 35.5 39.56 46.18
Benghazi 37.5 352 50.31 56.53 459 384 39.99 46.3

Fes 43.5 42 4547 50.29 47.2 41.6 39.33 45.69
Muscat 45.6 442 41.13 46.63 49.1 44.7 37.39 43.43
Sanaa 41.7 39.6 449 51.25 459 45.1 39.93 46.92
Mosul 43.5 41.8 43.8 49.29 432 454 42.59 49.11
Salt 449 43 42.68 49.19 474 44.6 38.38 44.52
Tripoli 342 322 53.7 59.81 42.4 459 43.43 50

Alexandria 47.3 45.1 40.11 45.96 50.7 47.7 36.11 41.78
Baghdad 42.1 40.2 45.58 51.28 44.6 44 41.21 47.34
Jeddah 384 36.7 47.85 54.12 44.5 42.1 39.89 46.18
Algiers 29.6 283 59.77 66.38 38.2 46.1 47.52 54.79
Basra 40.4 38.8 46 51.44 42.1 41.2 4297 49.59
Damascus 40.8 39 47.58 53.6 46.8 49.5 38.85 45.09
Jerusalem 39.5 37.6 46.53 53.5 459 434 38.97 4523
Sfax 24 22.6 64.97 71.55 31.9 433 53.36 61.54
Amman 42.8 40.8 44.75 51.25 473 36.9 38.5 44,95
Khartoum 44 42 44.13 48.93 48 40.7 38 44.06
Riyadh 49.2 47.7 37.06 42.35 50.7 453 36.42 42.1

Average 39.74 37.90 47.94 53.99 \ 44.66 42.93 41.12 47.63

Table 11: Performance of the translation task with or without the normalization step in Arabic. *: for these vernac-
ulars we had the data to do LoRA-tuning on an open-sourced LLM for those vernaculars. For the other languages,
we used the LoRA-tuned model thus can be said we are normalized in a zero-shot setup. The normalization step
helps outperform the previous baseline(without normalization) model in all the vernacular except Mosul.

Dialect Without Normalizing With Normalizing
SPBLEU 1+ BLEU 1 SPWER | WER | |SPBLEUT BLEU 1 SPWER| WER |

Barisal 11.1 9.1 92.17 97.27 16.5 14.1 74.99 83.37
Dhakaiya 18 15.5 77.81 86.56 223 20.1 67.3 75.05
Jessore 23.8 21.6 67.64 73.92 24.5 22.5 64.91 72.79
Khulna 22 19.4 71.39 78.78 234 21.2 65.35 72.99
Kushtia 22.5 19.6 69.98 76.71 25.3 22.4 62.34 69.66
Average 19.48 17.04 75.80 82.65 | 224 20.06 66.98 74.77

Table 12: Performance of the translation task with or without the normalization step in Bengali. The normalization
step helps outperform the previous baseline(without normalization) model in all the dialects.

Dialect Without Normalizing With Normalizing

SPBLEU 1+ BLEU1 SPWER | WER | |SPBLEU{ BLEU{1 SPWER | WER |
Hewlér 10.1 8.4 84.59 91.33 9 7.7 89.47 96.34
Mehabad 11.3 10.5 86.54 89.78 9.6 8.7 83.11 89.66
Silémani 12.7 11.6 84.44 88.64 10.7 9.6 87.05 93.2
Sine 8.6 6.9 93.14 96.09 10.1 8.4 85.83 92.79
Average 10.67 9.35 87.18 91.46 | 9.85 8.6 86.37 93.0

Table 13: Performance of the translation task with or without the normalization step in Kurdish. The normalization
step helps outperform the previous baseline(without normalization) in just one dialect (Sine).
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Without Normalizing 'With Normalizing

Dialect
SPBLEU 1 BLEU 1 SPWER | WER J,‘SPBLEU 17 BLEU 1T SPWER | WER |

Ahetze 15.07 15.80 82.41 79.41 17.37 18.46 7896  76.77
Bidarrai 12.85 14.30 85.71 79.94 15.12 16.30 8295  79.40
Tholdi 11.09 11.71 9492 88.70 13.19 13.65 8436  80.55
Mitikile 9.53 10.46 9487  87.40 15.72 16.73 8228  79.70
Uharte-Garazi 13.00 13.84 84.11 79.17 16.97 18.39 81.02  77.02
Aloze 7.13 6.94 107.14  78.57 11.04 11.04 7143  78.57
Bidarte 13.95 15.30 84.37  79.80 17.69 18.52 7894 7533
Isturitze 8.36 9.37 9596  84.89 13.21 14.38 87.87  81.19
Mugerre 14.58 15.71 8423  78.63 17.23 18.46 80.69  77.25
Urdinarbe 3.69 3.75 11429 9797 7.31 7.35 102.43  90.69
Amenduze-Unaso 16.09 17.63 80.69  76.17 18.61 19.40 76.06  74.79
Donibane-Lohizune 12.39 13.11 89.96  86.70 18.37 20.13 7793  75.10
Itsasu 15.16 15.68 83.91 79.40 5.60 6.01 105.41 100.31
Muskildi 4.71 4.71 124.18 102.96 8.22 8.41 100.34  89.93
Urepele 13.57 14.01 85.80  82.10 16.04 16.95 83.15  80.09
Arbona 15.82 17.12 79.99 7576 17.85 18.83 7737 7428
Ezpeize-Undureine 7.56 8.35 102.19  95.50 12.77 13.92 89.11 85.94
Jatsu 10.69 11.75 94.14  87.01 13.78 14.67 86.55  82.55
Pagola 5.45 5.84 100.19  92.75 9.02 8.58 88.57  87.19
Urruna 19.76 21.42 73.88  70.09 22.15 23.67 71.79  70.01
Azkaine 17.42 18.66 79.21 74.79 18.82 19.83 75.10  72.64
Gabadi 11.99 12.97 86.72  80.48 19.33 20.82 7830  73.97
Jutsi 16.32 18.01 80.05  75.94 18.22 19.92 76.58  73.64
Ziburu 15.19 16.75 80.89  75.51 16.96 18.04 77.86 7475
Baigorri 13.52 14.41 8539  80.63 17.19 18.58 79.09  76.10
Garruze 17.01 18.52 79.67 7448 17.33 19.25 78.25  73.71
Larraine 5.87 5.82 102.73  93.36 10.06 9.72 91.88  86.18
Sara 16.32 17.19 82.82  78.55 20.71 21.67 72.84 7033
Barkoxe 7.27 7.10 99.29 9293 11.59 11.93 86.10  82.63
Hazparne 11.81 13.10 90.48  78.93 12.35 12.98 90.30  79.12
Larzabale-Arroze 14.93 15.90 81.72  77.63 17.52 18.17 80.05  75.79
Senpere 16.61 17.44 79.09  75.56 7.44 8.38 103.99  99.15
Behorlegi 16.63 17.25 79.09  76.56 18.36 19.31 7555 74.17
Heleta 14.19 15.69 81.47  77.17 18.24 18.85 78.76  76.79
Luhuso 15.68 16.91 7947  75.63 18.00 19.79 80.44  75.48
Beskoitze 16.38 17.52 80.17  75.64 20.38 21.75 77.00  73.86
Hendaia 15.39 16.62 8220 7845 19.53 20.75 79.23  75.62
Maule-Lextarre 5.77 6.49 118.66 106.23| 11.59 12.48 90.73  88.01
Suhuskune 13.00 13.84 84.11 79.17 16.58 17.47 82.11 79.17
Average 12.61 13.51 89.13 8232 | 15.32 16.24 83.11 7943

Table 14: Performance of the translation task with or without the normalization step in Basque. The normalization
step helps outperform the previous baseline(without normalization) model in all the dialects except Senpere, and
Itsasu.
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Without Normalizing With Normalizing

Dialect
SPBLEUt BLEU?1 SPWER| WER/| |SPBLEUT BLEUt SPWER| WER|

Agugliaro 35.93 33.42 56.72 66.67 60.23 55.03 25.37 31.11
Alassio 21.73 24.11 83.91 75.15 47.96 45.66 47.15 50.00
Alba 18.96 17.31 79.51 81.93 49.40 48.00 43.85 47.26
Albosaggia 12.37 11.30 86.84 90.64 28.82 27.10 65.15 70.18
Aldenol 33.66 32.25 60.24 64.72 51.52 49.95 39.36 4427
Aldeno2 32.66 31.22 59.17 64.81 55.13 53.47 37.81 42.59
Aldeno3 35.74 34.02 56.86 62.09 55.35 53.69 37.92 42.60
Altare 8.26 7.94 94.40 97.69 27.84 26.67 64.89 70.44
Altavilla_Vicentina 33.59 31.15 57.66 61.40 60.34 58.33 30.86 34.63
Alte_Ceccato 38.22 36.31 55.87 59.13 64.80 63.30 29.27 32.34
Amblar 20.56 19.40 74.53 78.14 46.85 45.63 47.37 51.20
Andreis 18.31 16.11 78.44 85.18 45.02 43.58 48.72 52.25
Aquilano 42.73 42.73 20.00 25.00 100.00 100.00 0.00 0.00
Aquileia 16.20 14.24 80.29 85.25 38.45 35.88 53.88 59.19
Arcola 16.71 15.81 81.44 86.04 38.70 36.95 52.77 57.86
Arenzano 11.82 10.72 90.65 94.78 28.98 27.02 66.28 71.15
Ariano_Irpino 24.76 23.22 67.71 74.78 56.97 54.32 34.10 40.06
Arsiero 40.87 39.50 49.64 52.98 63.15 61.93 2791 31.29
Arzeno 20.01 18.62 79.15 85.08 44.00 42.24 47.44 52.78
Bagnoli_Irpino 17.61 14.65 83.29 87.76 47.97 45.08 41.86 48.44
Bagnolo_S._Vito 14.83 15.13 84.77 89.14 42.74 41.94 49.68 53.05
Bagnoregio 39.59 36.93 51.84 58.80 56.84 52.72 35.59 41.39
Barcis 20.04 19.04 76.09 79.94 50.45 48.20 42.68 47.01
Bari 13.48 10.33 80.88 86.69 24.81 20.27 68.27 77.13
Bergantino 13.15 11.93 86.65 92.47 30.43 28.49 63.56 70.26
Biancavilla 37.92 36.58 51.41 56.52 69.20 67.26 24.47 28.31
Bitti 9.77 8.98 94.79 102.38 34.17 32.04 56.65 64.41
Bolognal 2.39 3.02 96.77 95.65 20.09 19.40 158.06 160.87
Bondeno 17.86 16.91 78.77 82.05 44.40 43.21 49.34 53.66
Borghetto_di_Vara 23.31 20.75 70.35 74.76 45.37 43.12 46.30 50.84
Borgo_San_Martino 10.74 10.20 89.21 97.22 44.63 43.72 48.66 55.50
Borgofranco_dIvrea 11.66 9.88 83.71 86.46 35.25 3442 56.58 59.51
Borgomanero 11.98 12.36 92.13 88.85 33.33 32.05 61.75 66.48
Borgonatol 13.68 11.93 84.36 88.77 27.40 25.67 71.84 76.65
Borgonato2 16.72 14.54 82.79 87.43 33.35 31.99 60.56 64.37
Borgonato3 17.17 14.81 79.55 83.23 37.87 35.80 57.09 61.53
Borgonato4 14.37 12.45 82.01 85.93 33.88 33.38 60.34 63.77
Borgonato5 16.42 14.24 79.78 83.83 30.98 29.40 65.59 69.16
Borgonato6 16.33 14.33 90.61 98.80 31.35 30.21 62.79 65.72
Borgonato7 15.00 12.59 84.58 87.57 26.68 24.66 70.73 76.65
Borgoricco_1 37.59 36.29 54.53 56.59 60.42 59.61 31.84 32.49
Bormio 13.03 12.82 85.76 93.17 44.42 42.66 46.26 50.49
Bovolone 36.74 35.05 54.19 58.98 56.86 54.55 35.42 38.02
Briana 37.09 35.76 54.86 56.59 56.29 54.56 37.77 41.17
Brione 18.62 17.13 81.76 83.24 41.89 41.23 50.14 55.77
Cairo_Montenotte 16.69 16.86 79.23 83.83 35.23 33.16 56.47 62.28
Calalzo_di_Cadore 26.54 23.94 65.94 72.66 47.46 44.38 41.53 48.92
Calcinate 10.24 8.83 83.13 88.47 22.97 21.73 71.96 76.50
Caldogno 38.66 36.61 54.30 58.38 58.90 56.72 35.42 39.22
Calitri 13.94 11.41 81.38 86.74 34.03 31.38 54.89 62.61
Calizzano 14.26 13.65 85.92 90.95 38.44 36.68 53.49 57.75
Calliano 23.66 22.46 74.53 80.09 4291 41.37 51.40 56.59
Camisano_Vicentino 33.74 32.34 55.20 59.28 63.55 61.50 26.93 30.99
Campagnola 33.49 32.46 60.11 62.50 63.18 61.83 29.10 31.48
Campi_Salentina 28.64 26.29 66.13 72.43 43.63 41.24 53.15 59.19
Campobasso 18.47 15.67 77.09 81.08 30.73 29.43 71.16 76.99
Capurso 10.66 8.45 86.10 94.74 28.66 25.87 62.23 72.37
Carcare 16.21 14.82 91.11 98.50 36.06 33.99 57.47 62.19
Cardito 15.56 15.24 81.93 88.79 43.12 41.70 53.01 57.72
Carditol 16.32 13.03 80.67 87.78 42.57 39.42 51.39 59.92
Cardito2 15.32 13.88 82.20 89.15 44.31 41.74 50.07 56.25
Cardito3 18.24 16.20 78.63 86.68 44.43 41.73 49.32 56.47
Cardito4 17.86 16.70 83.78 91.80 47.07 43.87 51.35 58.20
Carife 9.39 8.46 96.74 101.81 39.74 37.66 50.67 56.73
Carmignano_di_Brenta 23.33 22.56 82.28 89.21 46.64 45.33 48.95 55.36
Carmignano_di_Brental 3531 33.44 56.76 58.98 65.20 63.23 28.49 32.04
Carosino 20.08 17.96 76.43 83.15 31.70 29.58 65.40 71.72
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Without Normalizing With Normalizing

Dialect

SPBLEU T BLEU1 SPWER| WER||SPBLEU?1 BLEUT SPWER| WER |
Carpi 18.24 17.12 81.11 85.73 48.87 47.05 43.78 49.18
Carrara 7.74 7.50 95.26 101.85 47.34 45.83 44.60 49.21
Casalmaggiore 11.13 11.78 101.64 97.34 31.32 31.00 60.38 64.95
Casarza_Ligure 19.56 18.31 77.52 82.91 39.36 36.76 53.68 58.77
Castellano 38.80 40.37 55.69 56.36 5235 51.62 38.84 42.95
Castiglione_Messer_Marino 7.92 6.43 95.50 98.87 14.40 13.19 94.82 101.13
Castrignano_del_Capo 21.76 20.53 71.81 77.02 43.27 40.95 46.44 53.24
Catanial 25.63 24.29 66.22 73.78 51.13 49.37 39.79 45.68
Catania2 20.88 17.53 71.64 81.00 42.93 39.95 47.09 54.14
Catania3 14.04 12.02 83.56 92.87 27.80 24.79 63.67 73.41
Catania4 17.65 16.58 78.09 83.43 39.53 36.17 52.61 58.36
Cazet 16.04 14.62 81.88 88.22 33.51 31.51 61.88 66.33
Cencenighe_Agordino 17.67 17.30 80.43 81.18 37.52 35.80 56.36 60.51
Ceneda 32.79 29.88 58.61 66.21 54.27 51.82 38.32 43.87
Cesarolol 30.01 29.25 62.58 68.40 47.85 47.25 48.23 50.72
Cesarolo2 20.22 18.66 78.96 82.77 41.23 38.30 49.70 56.18
Cesena2 14.45 12.55 82.28 87.28 38.53 36.67 56.40 61.13
Cesesal 5.48 5.79 98.09 99.86 19.73 17.93 74.35 80.74
Cesiomaggiore 37.07 35.15 54.94 60.42 62.87 61.08 28.70 31.60
Chiavaril 23.21 21.16 7433 78.67 56.15 54.18 37.06 40.63
Chiavari2 21.25 19.41 80.16 82.86 46.24 43.00 45.99 50.71
Chies_dAlpago 33.42 31.34 57.73 64.20 60.24 58.24 31.75 36.08
Chioggia 41.23 38.89 48.13 54.92 64.04 62.25 28.76 31.55
Cicagna 15.56 13.37 81.95 85.50 35.38 34.16 58.17 63.15
Cimolais 18.89 18.51 78.10 80.99 42.97 42.24 53.52 55.09
Cirvoi 27.34 25.94 65.14 72.07 54.00 52.30 36.85 42.01
Cividale 18.18 17.75 78.42 82.53 38.48 36.19 53.77 59.31
Civita_di_Bagnoregio_1 35.49 33.15 58.53 64.07 4191 39.54 55.49 63.67
Claut 14.82 12.37 81.11 85.33 40.43 36.93 49.32 54.61
Colle_Val_dElsa 49.71 50.79 49.08 49.54 44.73 45.84 67.23 66.51
Collina 11.06 10.88 91.25 95.28 34.72 32.36 58.06 64.81
Colognola_ai_Colli 23.55 22.53 72.63 77.25 42.47 40.46 49.16 53.14
Comano 16.84 16.69 79.34 82.58 38.56 37.30 52.70 56.60
Copertino 17.72 15.74 81.83 86.11 31.98 30.65 68.55 75.64
Cordenons 18.38 17.22 82.25 87.21 44.87 43.21 46.33 50.39
Corigliano_dOtranto 30.42 28.92 58.97 66.00 51.31 49.74 40.00 45.35
Corleone 32.60 30.60 56.33 62.18 57.03 56.07 34.10 39.05
Correzzola 43.07 41.78 48.94 51.18 66.37 65.21 26.12 28.66
Corvara 10.53 8.81 87.55 95.19 27.35 25.24 68.56 77.66
Cosenza 23.66 23.33 70.40 76.94 49.68 47.34 41.00 47.24
Crotone 14.60 14.32 80.90 85.01 47.56 45.94 41.65 47.62
Cutrofiano 21.32 20.42 77.64 81.80 21.66 19.80 87.15 92.83
Due_Carrare 38.54 37.46 54.53 57.34 63.74 62.56 29.05 31.89
Due_Carrare2 37.37 36.33 54.30 56.89 60.39 59.39 32.85 35.63
Due_Carrare3 34.58 32.77 56.98 60.48 58.73 56.42 33.18 35.18
Facca 36.99 36.55 57.54 60.78 64.57 63.78 28.49 30.99
Faggiano 16.58 14.81 79.79 85.85 30.41 28.64 61.31 68.75
Falze_di_Piave 34.38 32.53 59.11 60.93 61.93 59.32 30.84 3443
Farra_di_Soligo 34.51 32.76 59.48 64.77 52.98 50.66 40.01 45.66
Favale_di_Malvaro 18.79 16.35 76.58 80.78 39.00 36.46 52.84 58.22
Ferraral 15.93 14.59 74.08 80.71 42.47 40.94 47.63 52.75
Ferrara2 8.98 8.89 101.79 105.06 33.81 32.44 61.32 66.99
Finale_Ligure 14.94 14.88 90.87 88.79 39.16 38.30 51.89 55.74
Firenze 64.54 65.27 31.38 29.52 73.62 72.36 22.06 25.12
Forli 13.23 13.37 86.30 89.64 37.62 36.50 56.57 61.57
Francavilla_Fontana 19.77 16.76 79.52 85.85 44.69 43.54 50.74 56.25
Frontale_di_Sondalo 20.02 18.31 76.68 81.36 38.18 36.19 56.94 63.43
Galliera_Veneta 36.14 34.59 58.10 60.93 64.13 62.14 28.38 31.14
Galliera_Venetal 34.98 34.56 59.55 61.68 62.39 60.45 32.07 36.23
Gallipolil 15.58 13.98 77.07 85.37 41.27 38.78 49.10 57.20
Gazzo 29.45 27.22 63.58 66.32 54.72 52.68 38.55 43.41
Gazzolo 32.65 30.11 61.56 64.37 55.17 52.26 38.66 42.51
Ghizzole_di_Montegaldella 36.78 32.97 54.19 59.88 63.21 59.96 28.72 32.49
Giazza 2.88 3.89 91.67 113.33 2.94 3.47 83.33 106.67
Gorizia 24.08 22.35 68.19 73.64 43.70 41.86 50.17 54.67
Gragnano 11.45 9.27 85.71 92.16 34.01 3221 68.44 74.44
Granarola 15.82 14.27 77.85 82.54 43.36 41.95 4483 49.40
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Grosio 18.60 17.70 74.10 80.93 48.10 47.52 45.80 49.53
Grottaglie 16.84 12.89 80.59 90.63 30.32 27.38 68.27 75.00
Iglesias 9.65 7.61 95.85 101.84 34.49 31.62 58.37 67.65
Mlasi 23.21 21.32 72.38 78.57 48.53 46.42 46.62 51.87
Iseol 19.53 17.86 74.19 78.14 36.86 35.34 55.64 60.78
Iseo2 16.98 14.71 79.33 83.83 36.20 34.81 56.98 62.13
Iseo3 13.51 11.39 85.47 90.12 29.62 27.96 65.03 69.31
Iseo4 15.85 14.08 78.32 82.19 34.69 33.98 58.99 63.02
Iseo5 17.64 16.74 89.39 91.77 37.70 35.67 56.09 59.43
Iseo6 17.48 15.45 78.77 80.84 38.12 37.38 57.65 61.98
Iseo7 18.07 15.50 78.10 82.78 33.09 32.56 61.45 65.12
Iseo8 14.95 13.47 88.38 91.32 3322 33.24 61.23 63.02
Jesolo 34.11 32.01 57.73 61.84 57.34 55.57 33.24 37.81
La_Spezia 19.40 19.53 79.86 81.11 43.52 41.98 48.69 53.35
Laino_Castello 24.18 21.33 66.84 73.41 48.72 46.47 40.69 48.09
Lamon 23.60 22.33 68.94 75.92 51.98 49.64 39.53 46.72
Lanciano 19.22 16.55 74.03 81.99 30.65 29.41 76.17 83.46
Laste_di_Rocca_Pietore 15.21 14.64 83.15 85.80 39.01 37.84 53.38 58.59
Lecce 16.36 13.88 78.24 84.42 32.79 29.00 64.05 71.06
Lecce2 23.05 21.42 73.20 79.81 48.33 46.30 45.71 51.96
Lecco 20.94 19.70 74.30 76.54 38.81 37.21 53.03 58.85
Lesina 15.48 13.77 77.74 85.37 41.42 38.42 48.28 56.82
Lion 32.11 29.18 59.44 63.17 60.47 58.99 32.07 33.68
Liscia 3.57 2.47 106.92 114.00 15.14 12.09 76.88 84.79
Livignol 11.59 10.04 86.82 91.28 32.27 29.89 64.19 68.81
Livigno2 9.77 8.63 93.68 98.72 22.16 20.16 71.51 78.87
Lizzano 7.35 5.67 90.91 85.71 7.16 8.91 118.18 114.29
Locorotondo 7.30 5.48 92.48 100.66 23.24 20.77 67.86 74.63
Locri 23.50 21.60 66.26 73.38 41.08 39.40 47.06 53.74
Lonato 18.02 16.69 76.05 79.95 41.49 39.55 52.09 56.63
Longare 35.51 34.33 58.79 61.31 58.41 56.82 35.51 38.58
Lubriano 20.15 18.46 74.93 84.50 33.40 30.51 57.18 68.60
Lucanico 18.20 18.12 75.20 80.99 42.09 40.38 51.40 54.19
Lucinico 14.18 11.97 86.00 90.79 35.72 31.77 55.33 64.04
Lughignano 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Lupia_di_Sandrigo 38.97 37.33 51.96 55.24 65.61 64.12 26.15 28.74
Luserna 2.38 1.89 158.33 146.67 0.00 0.00 100.00 100.00
Luzzaral 12.85 11.19 84.02 91.77 41.28 39.13 53.63 58.68
Macerata 24.69 23.05 72.00 76.66 48.24 44.83 41.60 48.63
Maglie 29.22 25.70 64.76 71.72 46.36 44.50 48.03 54.12
Malonno 12.46 11.33 90.15 94.83 28.09 26.46 66.03 71.37
Mantova 17.07 16.40 78.46 77.56 34.70 33.21 55.47 59.64
Marchigiano 33.60 28.72 57.49 65.21 50.92 45.65 39.34 46.12
Marcianise 35.22 33.66 53.62 59.80 56.56 53.64 34.89 40.27
Marostica 37.08 35.34 55.53 60.13 63.18 61.37 28.87 32.84
Marostica2 35.82 35.10 59.55 63.92 60.05 58.40 33.30 36.53
Martina_Franca 4.40 2.64 98.53 102.57 15.72 13.23 97.86 105.51
Martinsicuro 11.24 9.57 91.21 98.68 32.76 29.34 65.80 73.35
Masera_di_Padova 35.00 33.82 57.88 60.63 63.42 61.37 28.60 31.59
Mason_Vicentino 35.15 33.20 57.11 61.79 66.29 65.07 25.98 28.21
Massafra 10.00 7.68 95.05 100.55 23.25 21.52 88.62 94.67
Mazara_del_Vallo 20.90 18.68 74.97 79.23 46.55 45.57 49.53 55.51
Melfi 16.60 13.98 75.85 83.48 41.84 38.37 50.32 56.18
Mellame_d’Arsié 25.01 24.45 66.84 69.96 58.77 55.96 31.94 36.71
Messinal 28.41 26.24 59.79 67.80 54.53 52.23 35.48 41.43
Messina2 25.02 23.45 66.91 74.28 53.50 51.28 37.29 43.37
Messina3 24.61 22.63 67.50 74.64 51.85 49.61 39.68 45.89
Mestre 37.21 38.40 55.80 57.59 50.62 50.13 42.30 46.65
Milanol 19.55 18.10 73.26 76.31 40.76 38.13 46.52 52.48
Milano2 17.62 16.30 78.53 82.18 38.88 36.85 53.72 59.47
Milano3 26.71 25.64 66.03 70.36 53.77 53.29 40.67 4431
Milano4 17.64 16.76 75.73 80.24 43.07 41.29 50.08 55.08
Milano5 17.01 17.05 77.04 83.30 37.61 35.09 50.42 58.90
Mirano 40.96 38.30 49.69 57.13 61.66 60.24 30.16 34.21
Moimacco 21.74 21.05 72.12 76.01 40.83 38.53 49.77 55.39
Molfettal 7.80 6.72 101.39 103.34 31.80 29.61 5891 65.82
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Molfetta2 8.39 6.92 92.07 98.34 30.19 27.49 60.43 68.23
Molfetta3 9.21 8.79 93.88 96.33 37.63 35.85 53.62 60.16
Molfettad 9.61 8.27 92.45 96.76 35.40 32.87 54.89 61.24
Molfetta5 9.00 8.47 88.56 93.66 36.43 34.45 55.37 62.46
Molfetta6 8.87 7.81 92.34 96.18 33.19 30.86 57.61 65.49
Molfetta7 9.69 8.00 92.71 96.40 33.47 30.07 56.76 65.13
Monasteracel 24.08 22.72 65.69 73.70 46.59 44.20 42.82 50.79
Monasterace2 19.27 18.08 72.61 80.19 39.10 37.45 51.54 57.93
Moncalieri 14.15 13.89 83.37 84.40 40.14 38.88 50.22 53.35
Mondovi 12.60 12.42 87.16 85.71 31.54 30.13 59.71 64.82
Monno 11.21 11.09 93.77 94.28 27.09 25.55 68.81 75.46
Monselice 32.27 29.69 58.32 63.17 55.92 53.33 35.42 38.62
Montecalvo_Irpino 17.88 16.58 75.96 82.42 46.39 43.66 46.60 52.38
Montecchio_Precalcino 31.76 28.21 58.44 65.42 61.73 59.62 31.06 35.93
Monteiasi 21.38 18.73 77.91 84.19 35.83 34.41 54.89 60.48
Monteiasi_2 17.60 14.63 80.59 88.24 34.69 32.25 58.90 64.52
Montella 17.38 14.60 81.86 90.32 38.62 34.70 51.17 59.03
Montereale_Valcellina 24.46 23.36 67.76 71.71 47.17 45.94 43.21 47.66
Monteroni 17.57 16.47 80.29 85.37 39.69 36.38 55.74 62.93
Monterotondo 55.69 53.13 40.88 47.93 58.46 55.72 34.16 40.63
Montesover 37.50 37.56 56.25 57.73 55.58 55.55 36.72 38.85
Morolo 34.21 3222 57.43 63.12 42.18 39.27 46.32 54.44
Motta_di_Livenza 39.14 38.60 53.18 55.82 62.59 60.82 28.84 32.26
Mussomeli 20.65 19.68 80.86 83.46 42.41 40.78 54.08 58.82
Napoli 12.42 10.10 84.45 90.42 38.38 36.31 53.50 61.11
Nardo 18.80 17.20 80.68 86.27 35.10 32.00 61.35 69.20
Nimis 21.76 21.29 71.63 78.23 47.17 44.47 43.17 49.88
Noale 33.88 31.80 57.77 59.43 63.29 60.29 29.27 32.34
Nones_ 18.85 17.68 73.22 80.17 43.51 40.38 44.85 54.21
Novi_Ligure 8.65 5.73 100.35 101.40 21.10 18.66 93.75 98.60
Oneglia 22.07 21.34 73.42 77.69 49.67 47.78 43.61 47.62
Ortelle 29.42 28.06 61.12 67.94 49.91 47.98 40.64 46.69
Ortisei 7.72 8.39 92.04 95.95 7.49 6.37 123.88 129.73
Orvietano 34.45 31.90 56.06 62.42 51.33 48.12 44.91 49.67
Osimo 34.15 35.56 61.08 63.35 61.58 59.74 33.86 37.56
Ossi 14.64 13.83 82.83 89.86 39.57 37.66 51.58 59.06
Paciano 45.17 44.14 43.62 46.97 65.86 64.07 27.66 32.06
Padola 9.09 8.33 119.24 117.30 29.82 28.17 67.84 73.36
Padoval 29.92 30.49 71.65 75.10 46.19 45.27 49.33 55.68
Padoval00 0.00 0.00 100.00 100.00 0.00 0.00 100.00 100.00
Padova3 36.43 34.78 55.26 59.94 65.95 65.04 25.29 28.95
Padova4 33.09 31.56 61.79 64.37 61.76 61.58 31.28 33.98
Padova$s 32.88 32.59 59.58 61.51 54.08 52.24 37.60 42.11
Padova6 40.19 38.68 53.25 56.05 61.32 60.44 31.36 33.92
Padova7 38.05 35.60 53.68 57.55 63.46 61.15 26.97 30.54
Padova8 36.94 34.71 55.64 59.88 62.82 60.21 28.27 32.04
Padova9 38.52 36.51 54.08 57.04 63.02 60.82 29.50 32.04
Palazzolo_dello_Stella_ 13.43 13.41 81.92 83.31 3445 32.36 56.81 61.83
Palermol0 21.34 19.60 78.91 81.87 50.75 49.87 43.40 47.66
Palermo2 14.12 13.28 75.63 83.59 45.92 42.05 45.29 53.89
Palermo3 20.78 19.46 75.81 80.15 51.35 49.01 43.65 48.42
Palermo4 18.37 17.50 85.81 88.13 43.79 42.32 54.73 59.74
Palermo5 20.24 18.31 78.78 82.62 49.45 48.37 42.86 47.85
Palermo6 15.44 13.97 83.47 91.75 46.83 43.94 42.77 50.52
Palermo7 16.70 15.30 76.55 84.54 46.33 43.68 45.20 52.31
Palermo8 18.26 16.18 75.25 82.83 49.18 45.85 40.51 48.64
Palermo9 13.14 10.99 77.95 85.18 39.34 35.23 50.61 58.68
Palmanova 42.89 43.23 47.99 51.71 57.74 56.85 34.04 37.07
Palu_del_Fersina 2.42 2.69 95.83 113.33 4.68 3.30 95.83 100.00
Papasidero 20.33 17.27 75.45 83.81 40.61 36.39 52.38 60.32
Peaio 20.75 18.92 71.72 78.95 44.11 42.15 45.45 53.23
Pennapiedimonte 6.68 6.08 95.29 100.28 27.08 24.69 62.97 69.73
Pescaral 15.64 13.75 79.65 86.21 35.52 32.85 62.25 71.32
Pianellal 13.29 12.13 89.02 97.43 36.02 34.01 60.78 66.36
Pianellal0 9.54 9.11 115.24 106.37 27.02 24.65 68.98 75.66
Pianella2 11.18 12.53 108.82 100.20 35.25 32.23 63.87 72.60
Pianella3 11.42 10.81 104.86 99.07 33.92 31.70 65.54 71.24
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Pianella4 7.98 7.08 101.81 111.35 27.61 25.87 71.55 75.96
Pianella5 13.24 11.45 95.14 105.75 26.21 24.13 75.54 83.49
Pianella6 9.86 9.52 108.51 102.23 3241 31.35 64.46 69.20
Pianella7 10.45 9.23 98.78 108.99 30.06 26.58 70.48 79.59
Pianella8 7.51 4.58 106.42 113.81 21.00 18.44 91.49 98.57
Pianella9 8.02 6.38 101.81 109.93 26.59 23.81 72.56 78.41
Pianiga 35.93 34.36 56.42 58.83 60.64 59.54 32.07 34.73
Pianigal 39.56 39.18 53.63 55.69 62.56 61.64 30.50 32.19
Pianiga2 34.61 33.08 56.20 58.38 57.27 55.78 34.64 3743
Pianiga3 34.12 33.05 58.32 59.88 58.96 56.53 32.96 36.98
Piove_di_Sacco 38.66 38.72 54.56 55.81 63.30 61.09 29.36 33.48
Piove_di_Sacco2 37.70 37.15 52.92 55.12 59.17 57.58 32.36 35.39
Piove_di_Sacco3 37.02 35.48 55.64 58.08 62.22 60.67 29.05 33.08
Poirino 12.63 11.10 87.73 89.76 35.67 33.69 55.67 62.30
Pontevigodarzere_1 36.39 34.24 54.19 57.34 64.43 63.01 27.82 29.94
Pontevigodarzere_2 35.73 32.69 56.74 62.89 57.81 56.04 32.48 35.05
Pontevigodarzere_3 41.49 39.86 50.61 52.84 63.85 63.32 28.83 30.24
Pontinvrea 14.76 13.90 82.51 87.24 39.85 38.02 52.46 57.00
Posada 12.81 11.33 95.85 100.07 37.12 35.15 54.21 61.63
Pozza_di_Fassa 11.78 11.17 86.98 93.68 34.58 3241 60.57 64.74
Pozzale_di_cadore 24.01 22.00 69.83 75.86 44.22 42.20 48.11 54.67
Pramaggiore 35.50 34.17 55.51 58.94 56.51 54.50 34.83 39.08
Pra_del_Torno 10.56 9.03 86.44 90.32 26.62 23.96 61.69 64.98
Puos_dAlpago 31.10 29.26 60.69 66.98 56.95 54.63 34.64 39.41
Qualso 16.75 15.96 81.26 86.03 5.72 4.95 101.81 108.26
Quinto_Vicentino 31.69 29.06 62.57 66.77 59.91 57.33 33.85 39.07
Ragusa 10.01 9.86 97.88 99.76 38.34 35.61 56.71 66.34
Ramats 5.78 5.60 100.94 105.54 17.44 16.60 78.69 87.23
Redondesco 13.70 12.41 84.47 90.68 34.51 33.65 61.26 68.15
Reisoni 24.37 22.35 68.94 73.57 48.35 46.67 43.01 47.09
Remanzacco 14.62 13.86 8231 85.88 33.78 31.37 57.80 63.55
Revo 19.08 17.50 80.11 81.89 38.49 36.20 53.52 59.43
Rimini 11.21 11.54 85.94 86.46 27.48 26.63 67.19 70.04
Riomaggiore 17.50 16.80 82.56 8535 36.45 35.44 55.47 59.37
Riva_presso_Chieri 15.55 13.95 81.08 83.86 38.18 36.87 55.80 60.44
Rivai_di_Arsié 25.50 23.44 64.22 69.49 57.88 54.95 31.24 36.59
Rivarossa_Canavese 15.51 15.30 81.03 81.94 38.80 37.57 53.24 57.87
Rocca_Pietore 14.51 13.02 85.56 88.65 33.06 31.70 57.95 63.74
Rodoretto 8.72 8.66 93.82 93.57 31.58 31.42 62.29 63.94
Roma 100.00 100.00 0.00 0.00 37.00 69.14 57.14 40.00
Romanesco 39.07 37.75 52.05 60.24 55.62 52.57 39.96 47.48
Romano_DEzzelino 40.93 38.83 49.90 54.21 68.86 66.93 24.26 28.40
Ronzone 13.63 11.69 87.15 91.47 26.75 24.45 67.60 73.80
Ronzone_2 2433 23.63 73.30 75.45 47.45 46.06 43.91 48.50
Rovereto 41.33 42.19 52.79 53.63 58.24 56.85 32.70 36.25
Rovigo 41.07 39.46 49.68 52.64 66.40 64.82 26.68 30.45
Rovolon 37.92 36.83 52.92 55.81 59.91 58.04 31.00 33.53
Salerno 7.65 5.88 109.01 118.16 3332 32.86 62.72 69.73
Salzano 38.60 38.18 54.30 58.17 57.75 56.58 35.19 38.90
San_Cesario_di_Lecce 30.41 27.77 59.23 67.01 51.83 48.69 37.96 45.28
San_Leonardo 13.31 11.44 82.66 89.71 27.07 24.15 66.11 74.88
San_Marco_in_Lamis 24.07 22.75 68.01 73.46 51.35 48.56 38.42 44.12
San_Marco_in_Lamis2 14.48 14.23 83.57 85.96 36.34 35.50 52.83 57.38
San_Martino_di_Lupari 29.83 29.44 62.35 64.22 62.17 61.97 29.16 31.29
San_Martino_di_Luparil 33.97 3221 59.66 62.28 61.25 58.16 33.41 37.13
San_Martino_di_Lupari2 31.95 30.18 60.67 63.47 63.84 61.38 29.94 32.63
San_Martino_di_Lupari_4 31.33 30.49 62.68 64.82 57.12 55.82 34.30 36.98
San_Martino_di_Lupari_5 36.77 34.90 56.31 58.98 62.88 62.22 30.61 31.59
San_Martino_di_Lupari_6 37.00 35.49 55.75 58.23 66.63 64.69 26.26 29.34
San_Martino_di_Lupari_7 36.40 35.43 56.09 60.18 59.78 58.24 33.52 36.08
San_Martino_in_Pensilis 9.39 9.71 89.47 93.13 24.70 22.57 71.62 79.38
San_Michele_al_Tagliamentol 15.09 15.29 86.72 85.88 39.21 37.68 53.93 58.72
San_Michele_al_Tagliamento2 21.88 20.67 71.60 76.94 44.66 41.91 47.31 53.18
San_Pietro_in_Gu 37.23 35.31 54.09 59.30 68.21 66.91 24.74 27.94
San_Pietro_in_Gul 38.27 37.24 55.08 58.23 66.21 64.30 27.60 31.74
San_Pietro_in_Gu2 3241 30.96 58.77 62.13 56.69 55.29 34.08 36.83
San_Valentino 7.39 5.84 91.92 96.31 21.54 18.21 82.59 94.33
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San_Valentino_in_Abruzzo 8.22 7.66 88.57 90.56 19.33 16.70 73.06 81.11
San_martino_di_lupari_3 35.48 35.23 58.88 61.08 65.99 64.91 27.04 29.34
Santa_Croce_Bigolina 31.43 29.67 62.12 66.47 63.31 61.76 29.83 32.49
Santa_Maria_di_Sala 37.10 35.70 54.75 57.49 59.27 57.53 31.51 34.73
Santa_Maria_di_Sala_1 28.05 23.97 64.00 69.20 52.32 47.67 38.37 44.16
Santa_Maria_di_Sala_2 37.96 36.46 55.64 57.63 65.24 63.66 27.15 29.49
Santa_Maria_di_Sala_3 25.92 23.24 64.87 69.47 47.56 44.77 44.00 48.42
Santa_Maria_di_Sala_4 48.95 48.52 42.79 44.11 69.71 68.97 23.09 24.54
Santa_Maria_di_Sala_5 35.65 33.80 55.92 59.83 66.82 65.82 26.32 28.40
Savona 2231 20.14 74.47 82.25 50.33 47.54 42.33 4791
Scampitella 9.96 8.63 94.52 100.14 33.63 31.81 59.79 66.43
Schenone 7.09 6.19 108.59 111.47 31.47 31.17 63.09 68.46
Schio 34.64 33.12 56.87 60.33 60.87 58.94 31.28 35.48
Sciacca 20.44 19.69 68.62 75.15 49.42 47.32 41.06 46.12
Scorzé 39.57 39.54 49.78 53.21 52.99 52.32 35.83 39.81
Selva_di_Val_Gardena 9.80 7.62 103.37 109.41 20.37 18.72 79.43 83.77
Selvazzano_Dentro 36.24 34.60 56.65 59.73 61.30 58.85 29.27 32.78
Semogo 16.25 15.49 84.62 90.93 35.44 34.41 55.69 62.27
Sinagra 22.64 21.21 75.31 78.19 38.56 35.95 62.79 66.67
Solesino 34.05 32.74 59.78 62.28 67.88 66.28 24.58 27.40
Soleto 25.53 24.07 72.44 75.79 40.46 38.40 55.83 60.53
Squinzano 16.04 13.47 88.55 92.16 39.44 36.83 56.71 62.50
Standard 100.00 100.00 0.00 0.00 75.64 74.10 22.12 25.23
Sutrio 14.00 16.41 87.88 87.50 43.46 39.96 57.58 62.50
Tabarchino 8.15 7.28 91.55 102.73 28.51 26.01 68.91 78.36
Taggia 29.14 27.58 61.76 68.97 60.31 58.63 30.77 35.51
Taglio_di_Pol 22.97 22.27 70.24 76.63 39.07 37.90 52.70 58.50
Taglio_di_Po2 26.67 25.77 67.71 72.59 43.10 40.76 47.38 53.87
Tai_di_Cadore 31.85 29.15 59.95 67.51 58.27 55.84 31.34 36.10
Taranto 7.76 5.75 95.94 102.42 28.95 27.48 74.38 78.69
Teglio_Veneto 20.31 18.65 79.03 86.57 47.85 45.58 42.40 46.64
Teolo 28.41 25.66 70.39 79.79 55.33 52.70 36.20 39.82
Termoli 16.37 14.17 72.07 77.59 37.13 36.71 52.31 56.64
Terranegra 34.05 31.87 57.65 61.53 64.55 62.24 28.04 30.54
Terravecchia 14.39 12.57 80.56 89.33 33.37 29.67 58.55 68.65
Tezze_sul_Brenta 35.43 34.56 57.15 60.02 55.82 54.16 36.12 39.44
Tignes_di_Pieve_dAlpago 32.85 31.38 60.85 65.61 57.97 55.76 35.76 41.40
Tollegno 13.40 12.34 86.60 93.78 37.46 35.14 54.03 62.32
Torino 15.07 16.25 86.57 82.35 43.02 41.42 48.11 53.22
Torinol 12.55 13.45 90.55 86.31 36.77 34.46 55.47 61.73
Torino2 14.18 13.61 87.64 88.62 42.23 40.03 49.69 54.86
Torino3 15.63 16.64 87.05 81.49 43.74 41.36 47.63 52.11
Torino4 16.20 15.93 81.35 82.56 40.75 39.14 50.84 55.68
Torino5 18.25 17.48 86.55 89.86 50.21 48.22 40.96 46.06
Torino6 16.57 15.53 88.87 93.48 39.05 36.03 47.42 55.16
Torre_del_Greco 11.51 10.42 87.77 91.44 32.37 30.77 61.31 67.76
Torre_del_Grecol 16.92 15.97 80.74 84.99 37.39 34.62 63.96 69.49
Trecate 7.98 8.00 99.00 95.62 20.45 18.90 73.88 77.56
Treia 38.06 38.04 59.44 62.57 66.53 64.86 28.49 32.34
Trepuzzi 21.22 19.31 78.37 83.97 43.41 41.05 49.27 56.55
Trevico 15.02 13.89 80.37 85.59 37.68 35.24 53.99 61.46
Treviso 37.75 37.90 54.46 57.05 58.28 57.10 33.48 36.66
Tricase 22.54 21.41 67.86 71.22 44.42 43.02 46.00 50.51
Triestel 34.29 33.95 66.23 67.95 55.12 53.82 38.59 43.40
Trieste2 40.32 37.88 49.37 55.70 60.56 58.62 33.12 36.94
Triggiano 9.80 9.75 89.42 95.74 43.33 41.21 49.48 55.50
Trissino 43.95 43.86 47.68 50.18 59.86 58.71 31.27 34.95
Troinal 2242 20.85 69.47 76.22 48.13 45.53 43.14 49.78
Troinal0 29.36 27.30 61.76 67.87 54.70 52.50 35.64 41.07
Troina2 2591 24.54 65.21 73.13 52.92 49.35 37.55 45.32
Troina3 21.32 19.11 69.52 78.10 43.20 40.01 47.82 54.97
Troina4 26.46 24.43 66.12 72.77 54.11 52.06 38.40 43.52
Troina5 27.23 25.96 63.72 69.73 51.52 48.52 36.01 42.19
Troina6 20.45 18.46 71.15 79.97 43.17 40.37 46.61 54.74
Troina7 26.50 24.74 63.88 71.04 54.52 51.98 35.90 43.23
Troina8 29.59 28.39 62.07 68.37 58.22 55.03 33.40 39.84
Troina9 25.86 2475 64.80 70.95 55.50 53.65 34.88 40.82
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Without Normalizing With Normalizing

Dialect
SPBLEUT BLEU?T SPWER| WER/| | SPBLEUT BLEUT SPWER| WER]

Udine 10.68 14.43 114.29 120.00 100.00 100.00 0.00 0.00
Valdagno 33.94 32.69 56.89 63.17 59.45 57.54 31.50 35.76
Valfurval 13.99 13.26 82.58 88.80 40.82 39.83 51.14 57.41
Valfurva2 16.21 15.36 79.59 84.47 41.71 39.63 48.06 54.98
Vallecrosia 18.99 18.08 79.51 83.15 43.83 41.51 47.66 52.15
Valmorbia 34.79 32.04 58.06 64.44 61.01 57.43 30.07 35.81
Vaprio_dAdda 13.93 12.27 85.43 90.15 35.42 33.51 59.71 66.12
Venezial 39.23 38.71 53.07 54.49 61.90 59.94 30.28 3473
Venezia_6 38.16 36.02 52.59 57.02 67.87 64.89 27.36 31.62
Veneziano 40.61 38.97 51.11 53.32 67.49 65.98 27.84 30.42
Venosa 9.13 6.75 89.84 96.54 25.57 22.54 67.71 75.65
Verona 34.53 33.75 59.04 62.26 57.91 56.55 34.71 38.71
Veternigo 33.92 32.32 56.86 60.31 66.78 64.67 26.14 29.72
Vicenza 36.81 34.22 55.29 59.62 66.49 64.87 29.93 32.52
Vicenza2 35.46 33.18 57.39 61.89 63.28 60.29 31.63 35.31
Vidor 37.65 37.95 55.42 57.87 56.71 55.51 36.08 39.51
Vidor2 35.64 35.71 57.25 61.89 60.41 57.52 33.46 38.46
Villa_di_Chiavenna 10.72 10.95 94.34 101.12 29.84 28.37 66.24 71.30
Villa_di_Tirano 16.39 15.61 82.58 87.73 40.66 39.60 50.28 56.84
Villacidro 7.78 5.09 99.10 102.73 33.72 31.49 64.62 71.22
Villafranca_Padovana 31.99 31.15 61.57 62.06 62.05 59.92 30.72 33.57
Villaverla 30.60 29.56 62.09 66.78 59.17 58.30 32.68 34.79
Villorba 34.67 33.02 53.77 61.15 60.65 59.25 30.09 34.68
Vione 13.86 14.42 84.71 82.49 28.78 26.95 60.27 65.53
Vitigliano 17.23 12.93 82.33 89.26 32.72 28.96 59.26 67.34
Vodo_Di_Cadore 0.00 0.00 133.33 150.00 0.00 0.00 133.33 200.00
Vodo_di_Cadore 15.96 14.35 84.36 88.73 45.92 42.32 51.65 59.72
Zero_Branco 36.28 36.17 55.82 57.34 65.79 64.41 29.02 30.24
Zianigo 38.13 36.64 52.94 55.42 66.44 65.36 28.37 29.90
Zianigo2 37.88 35.96 52.55 54.20 64.59 62.10 28.89 32.87
Zianigo3 40.16 37.52 49.02 53.50 67.42 64.60 26.27 29.55
Zianigo4 37.84 3543 53.07 55.59 71.12 69.50 24.18 27.27
Zianigo5 33.52 32.09 57.25 59.27 60.66 57.96 30.46 34.79
Zianigo6 3221 30.64 61.31 64.34 56.61 54.05 34.25 38.11
padova2 37.06 36.35 55.80 58.28 49.67 47.58 41.63 45.83
Average 23.21 21.90 73.32 77.68 | 45.31 43.45 48.27 53.46

Table 15: Performance of the translation task with or without the normalization step in Italian. The normalization
step helps outperform the previous baseline(without normalization) model in all the dialects.
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Without Normalizing With Normalizing

Dialect
SPBLEU 1 BLEU?1 SPWER| WER | |SPBLEUT BLEUT SPWER| WER|

Aarau,AG 51.08 47.46 35.88 43.13 78.10 76.37 15.20 18.13
Aarberg,BE 51.27 47.93 35.46 42.40 77.43 75.54 15.33 17.91
Aarburg,AG 51.08 48.02 34.89 41.67 74.35 72.62 18.81 22.60
Adelboden,BE 45.40 42.92 41.66 48.04 77.16 75.41 16.86 20.28
Aedermannsdorf,SO 49.27 46.19 37.19 4421 77.07 75.29 16.44 19.57
Aesch,BL 49.79 46.35 36.84 44.21 75.74 73.65 17.67 21.46
Aeschi,SO 49.43 46.35 37.46 44.41 73.06 70.58 19.80 24.25
Agarn,VS 47.62 45.70 40.93 46.25 71.78 69.48 20.02 23.25
Alpnach,OW 49.68 47.90 37.54 4291 73.09 71.46 19.83 22.73
Alpthal,SZ 48.71 46.17 38.37 44.83 73.75 72.45 18.81 22.15
Altdorf,UR 50.08 47.54 36.56 43.18 73.78 71.42 19.25 22.94
Altstitten,SG 50.80 47.37 37.06 44.09 75.34 73.45 17.17 20.20
Amden,SG 53.99 50.05 33.18 40.18 76.00 75.14 16.35 19.12
Amriswil, TG 52.00 48.03 35.42 41.95 75.51 73.93 17.38 20.71
Andelfingen,ZH 54.43 50.68 32.83 39.48 75.77 73.60 17.12 20.65
Andermatt,UR 49.28 47.46 38.55 44.34 75.11 73.33 18.06 21.59
Andwil,SG 52.19 49.21 35.85 42.73 79.19 77.48 15.01 17.70
Appenzell, AT 53.42 49.29 33.58 41.05 71.96 69.66 19.91 23.79
Arosa,GR 50.60 47.20 35.96 4322 74.89 72.47 17.71 21.61
Ausserberg,VS 50.24 47.68 37.60 44.35 74.94 72.69 18.35 22.11
Avers,GR 50.82 47.79 35.86 43.74 73.13 7131 19.49 23.58
Baldingen,AG 53.24 50.78 35.51 41.01 74.93 72.45 17.84 22.01
Basadingen-Schlattingen, TG 53.35 49.89 3423 41.57 77.15 75.21 16.33 19.69
Basel,BS 53.06 49.29 33.95 41.09 76.57 74.59 16.56 19.77
Bassersdorf,ZH 5291 49.32 34.43 41.53 76.89 75.14 16.10 19.16
Bauma,ZH 51.93 48.73 35.66 42.65 75.94 73.65 16.85 20.68
Belp,BE 52.68 49.89 34.87 41.18 75.24 73.50 17.95 20.78
Benken,SG 55.41 52.45 32.64 38.34 82.87 80.90 11.57 13.66
Bern,BE 50.35 47.44 36.13 43.12 78.30 76.68 15.50 18.83
Berneck,SG 49.71 46.68 37.57 44.52 76.20 74.42 17.67 20.84
Betten,VS 47.50 45.54 40.81 46.89 77.46 75.22 16.95 20.40
Bettingen,BS 53.35 50.17 34.06 40.68 78.16 76.75 16.04 19.04
Bettlach,SO 48.77 46.21 38.16 45.15 75.00 73.11 16.86 20.19
Bibern,SH 51.39 48.12 35.76 42.93 77.89 75.38 15.59 19.07
Bibern,SO 75.98 59.46 16.67 33.33 54.11 35.36 33.33 3333
Binn,VS 50.60 48.39 37.33 43.39 76.95 74.89 16.13 19.51
Birmenstorf,AG 52.77 49.23 34.51 41.04 77.58 75.33 15.62 19.32
Birwinken, TG 53.36 49.32 33.64 40.31 74.13 71.73 18.44 22.46
Blatten,VS 48.09 45.82 40.14 46.78 78.08 76.06 16.13 18.71
Bleienbach,BE 48.67 45.50 36.77 43.43 79.09 77.17 14.42 17.53
Boltigen,BE 46.85 44.34 39.59 47.10 75.70 73.34 18.07 21.64
BoniswilLAG 49.73 46.93 37.25 44.04 76.93 75.46 16.94 20.48
BoswiLAG 49.75 47.01 3735 44.13 71.37 75.63 17.02 20.28
Bottighofen, TG 52.81 48.62 34.14 41.37 76.61 74.75 16.70 19.84
Bremgarten,AG 52.56 49.84 34.20 40.82 75.47 73.92 17.10 19.81
Brienz,BE 49.08 46.49 37.88 43.93 75.50 73.31 17.27 21.03
Brig-Glis,VS 48.14 46.33 40.05 45.92 78.77 76.99 14.80 17.60
Brugg,AG 52.10 48.24 34.50 41.09 74.37 71.77 18.01 22.03
Brunegg,AG 50.22 46.83 36.31 42.80 76.09 74.25 17.09 20.46
Brunnadern,SG 52.53 48.75 35.03 41.49 75.01 73.40 17.98 21.26
Buchberg,SH 52.49 49.51 34.60 41.92 75.00 72.72 17.89 21.21
Buckten,BL 48.20 46.13 39.12 4535 73.21 70.98 19.61 23.59
Buochs,NW 48.82 46.75 38.48 44.66 76.53 74.95 16.97 19.89
Biretswil,ZH 52.22 49.20 35.42 41.72 74.66 72.89 18.73 21.95
Biihler,AR 51.42 47.62 36.49 43.31 74.35 72.89 18.39 21.52
Biilach,ZH 53.34 49.41 33.30 40.60 77.87 76.11 15.61 18.80
Biirchen,VS 49.68 46.71 38.32 45.36 79.10 76.75 14.86 18.04
Chur,GR 52.60 48.71 34.85 42.42 79.65 77.54 15.15 18.05
Churwalden,GR 52.81 49.95 35.10 41.55 76.77 74.84 17.08 20.00
Dagmersellen, LU 49.65 46.90 37.32 43.95 78.78 76.81 16.02 19.21
Davos,GR 50.54 47.75 37.09 43.39 72.88 71.36 20.75 23.83
Degersheim,SG 52.73 48.82 35.42 41.41 72.63 70.60 19.83 23.04
Densbiiren,AG 50.22 47.26 37.50 43.63 76.11 74.09 16.94 20.81
Diemtigen,BE 48.05 45.88 39.74 45.32 77.02 75.46 16.94 19.62
Diepoldsau,SG 52.11 48.78 35.35 42.15 75.56 73.80 17.29 20.21
Diidingen,FR 50.41 47.39 36.47 42.38 75.10 73.02 18.04 22.16
Ebnat-Kappel,SG 51.42 47.77 35.70 42.89 77.48 75.43 15.92 19.62
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Egg,ZH 52.35 49.32 35.73 41.56 72.44 69.69 19.55 23.55
Eglisau,ZH 54.02 51.05 33.99 39.79 78.47 76.77 15.46 18.35
Einsiedeln,SZ 50.35 47.75 37.30 43.89 73.10 70.72 19.46 2322
Elfingen, AG 51.80 48.77 35.32 42.08 77.11 74.80 15.71 19.05
Elgg,ZH 52.29 48.74 34.62 41.98 78.57 76.37 15.70 18.58
Elm,GL 52.81 50.20 35.92 41.95 73.73 71.33 18.86 22.47
Engelberg,0OW 49.32 46.96 37.84 43.26 73.28 70.96 19.06 23.77
Engi,GL 51.32 48.82 36.45 42.86 74.99 72.68 17.95 21.49
Entlebuch,LU 50.84 48.14 36.73 43.04 78.59 77.63 15.58 18.50
Erlach,BE 49.92 46.53 36.69 44.11 77.04 75.68 16.67 19.76
Ermatingen, TG 51.88 48.02 35.23 42.97 77.28 75.79 16.34 19.92
Erschwil, SO 49.61 47.11 37.40 44.09 74.66 73.28 18.31 2225
Eschenbach,LU 51.54 48.33 35.64 41.49 77.12 75.29 16.43 20.21
Eschenbach,SG 3.63 3.75 333.33 225.00 5.26 3.39 216.67 225.00
Escholzmatt,LU 49.99 47.45 37.11 43.43 77.40 75.99 16.37 20.19
Ettingen,BL 52.41 48.33 34.89 42.88 74.92 72.61 17.45 21.10
Ferden,VS 48.66 47.09 41.02 46.75 76.39 74.08 17.68 21.15
Fiesch,VS 47.61 46.26 41.10 46.22 77.59 76.25 15.76 18.78
Fischingen, TG 54.15 50.41 33.30 39.66 76.07 74.18 16.70 20.29
Flaach,ZH 52.01 48.63 35.27 42.29 76.93 74.90 16.78 20.61
Flawil,SG 51.87 48.18 35.65 41.78 74.01 71.33 18.48 22.06
Flums,SG 52.59 49.74 34.19 40.82 75.27 73.80 17.73 20.15
Fliasch,GR 52.11 48.46 34.85 42.29 75.86 74.08 17.24 20.18
Fliihli,LU 48.07 46.08 40.25 45.77 76.28 74.87 17.14 20.24
Frauenfeld, TG 51.18 48.38 36.40 42.46 76.36 74.76 17.24 20.69
Frauenkappelen,BE 50.60 47.27 35.73 43.43 76.54 74.22 16.53 19.85
Fribourg,FR 49.39 46.68 37.44 44.36 74.25 72.08 18.67 22.44
Frick,AG 51.72 48.20 35.46 42.14 73.92 71.06 18.58 22.82
Frutigen,BE 47.79 45.90 39.71 44.60 74.45 72.43 19.21 21.86
Fillanden,ZH 51.57 48.32 35.71 42.11 75.03 72.95 18.41 21.82
Gadmen,BE 50.04 46.97 36.83 43.28 79.94 77.59 1391 17.54
Gais,AR 52.84 48.77 34.05 41.30 76.15 73.88 17.07 20.52
Gelterkinden,BL 49.88 46.90 36.92 43.85 76.94 74.71 15.98 19.76
Giffers,FR 48.93 46.16 38.50 44.76 76.65 74.99 17.13 20.16
Giswil,OW 49.76 47.43 37.38 43.60 74.71 73.11 18.79 21.80
Glarus,GL 53.97 51.84 33.99 39.60 74.71 73.18 19.06 22.04
Gossau,ZH 50.98 48.62 37.18 43.14 74.07 71.83 19.04 22.52
Grabs,SG 52.10 48.19 34.82 42.48 74.62 72.48 18.60 21.77
Grafenried,BE 49.48 46.35 37.47 44.71 76.20 73.70 16.96 21.02
Grindelwald,BE 50.70 48.38 36.55 43.58 75.47 73.73 17.63 20.71
Grosswangen,LU 48.99 46.20 37.59 44.18 74.79 72.65 18.09 21.16
Gsteig,BE 47.22 44.60 39.57 45.50 77.72 75.60 15.86 18.90
Guggisberg,BE 46.95 43.73 39.67 46.50 71.51 69.49 21.24 25.74
Gurmels,FR 52.52 49.87 35.53 41.58 74.06 71.17 19.69 24.11
Gurtnellen,UR 51.20 48.92 37.41 43.63 72.21 70.06 19.60 24.01
Guttannen,BE 48.12 45.30 38.45 45.24 74.37 72.62 18.32 22.06
Guttet-Feschel,VS 49.62 47.70 38.80 43.70 76.88 74.34 15.87 18.89
Giichlingen,SH 50.09 47.36 37.07 44.37 73.18 71.37 20.15 23.66
Goschenen,UR 51.56 49.00 35.93 42.36 77.76 75.85 15.69 19.43
Habkern,BE 46.60 43.99 40.10 46.85 75.98 73.94 17.00 20.62
Hallau,SH 51.84 47.93 35.04 4291 75.27 73.30 18.55 21.72
Hedingen,ZH 52.85 50.16 34.80 40.86 76.04 74.22 17.17 19.97
Heiden, AR 52.28 48.18 34.64 41.40 74.51 72.71 18.11 21.60
Heitenried, FR 47.71 45.58 39.72 45.42 72.73 70.59 19.81 23.90
Herisau,AR 52.22 48.13 34.14 41.10 75.61 73.90 17.21 20.62
Homburg, TG 53.04 48.46 33.83 40.85 74.16 72.33 18.10 21.60
Horw,LU 50.70 47.55 36.24 43.20 75.16 73.23 18.12 21.53
Huttwil, BE 49.30 46.11 36.86 44.04 77.48 75.74 16.45 19.92
Higglingen, AG 49.81 46.60 36.40 43.33 78.58 76.81 15.23 18.27
Héolstein,BL 49.54 46.44 36.82 43.79 76.17 73.91 17.17 20.36
Hiinenberg,ZG 50.90 48.24 36.42 43.07 75.09 73.63 17.78 21.20
Hiitten,ZH 5247 49.38 35.09 41.47 76.27 74.50 16.36 19.85
Hiittwilen, TG 54.20 50.27 32.86 39.74 76.04 73.78 16.43 20.00
Ilnau-Effretikon,ZH 51.21 48.02 36.80 43.32 76.47 75.01 17.27 20.15
Inden,VS 50.42 47.39 37.06 43.51 76.61 74.27 15.80 19.80
Ingenbohl,SZ 51.13 48.94 36.01 42.27 73.84 71.45 18.47 22.81
Innerthal,SZ 49.78 47.67 38.71 44.13 76.08 73.85 17.99 21.72
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Innertkirchen,BE 47.47 44.14 38.12 4525 74.33 72.19 18.97 23.07
Ins,BE 49.28 46.51 37.39 44.28 77.26 75.86 16.36 19.48
Interlaken,BE 48.74 4532 37.44 44.55 71.75 75.74 16.71 20.08
Iseltwald,BE 48.50 45.78 38.39 45.68 77.12 75.30 16.74 20.00
Isenthal,UR 53.47 50.90 34.33 40.34 70.44 68.58 21.14 25.16
Ittigen,BE 49.77 46.60 36.58 43.82 78.47 76.59 15.64 18.41
Jaun,FR 46.37 43.78 40.68 47.94 74.17 71.63 19.68 24.44
Jenins,GR 51.76 48.47 36.18 42.78 76.80 74.89 16.42 19.39
KaiserstuhLAG 53.66 49.56 33.27 39.97 74.23 72.71 18.39 21.07
Kaisten,AG 53.74 50.30 33.73 40.45 74.27 71.85 18.40 22.24
Kandersteg,BE 48.33 45.60 38.17 4538 77.75 75.58 16.94 20.52
Kerns,OW 49.84 47.59 37.08 43.63 73.69 71.56 19.26 22.94
Kesswil, TG 52.08 48.46 34.60 41.53 75.49 73.48 17.30 20.63
Kirchberg,SG 53.97 50.02 33.24 40.45 76.36 74.10 16.57 20.29
Kirchleerau,AG 50.87 47.81 36.12 43.25 77.87 75.80 15.61 18.79
Kleinliitzel,SO 48.61 4522 37.88 45.48 77.94 75.94 15.46 18.35
Klosters-Serneus,GR 53.19 50.84 34.31 40.43 74.13 71.74 18.62 22.45
Konolfingen,BE 49.42 46.92 37.40 44.80 79.91 77.85 14.69 17.87
Kradolf-Schénenberg, TG 52.59 48.47 34.20 41.18 72.55 70.11 19.32 23.28
Krauchthal, BE 50.18 47.20 36.61 43.78 76.63 74.55 16.56 20.24
Krinau,SG 51.55 47.81 35.58 42.06 76.60 74.98 16.73 19.63
Kiiblis,GR 52.57 49.44 34.74 41.23 72.63 70.04 20.31 23.96
Kiisnacht,ZH 53.65 50.53 33.33 40.45 75.19 73.30 17.39 20.97
Lachen,SZ 54.91 51.52 32.68 38.87 75.70 74.01 17.04 20.59
Langenbruck,BL 50.56 48.09 36.34 42.48 78.09 76.22 16.73 19.86
Langenthal, BE 49.55 46.02 36.33 43.26 73.82 71.40 19.61 24.12
Langwies,GR 52.12 48.50 35.11 42.13 74.20 72.44 19.39 22.85
Laufen,BL 49.08 46.25 37.97 45.06 74.57 71.58 18.84 22.60
Laupen,BE 48.78 45.65 37.68 45.44 77.44 75.85 15.92 19.30
Lauterbrunnen,BE 48.38 46.31 38.77 45.00 75.69 73.71 17.63 20.49
Leibstadt,AG 53.08 49.15 34.47 41.23 75.96 74.02 17.37 21.18
Leissigen,BE 46.79 43.46 39.01 47.19 7577 73.80 17.77 2222
Lenk,BE 48.30 45.85 38.91 45.32 76.91 74.58 16.00 19.24
Lenzburg,AG 50.80 47.65 37.17 43.56 73.98 71.74 19.22 23.74
Liesberg,BL 48.96 46.18 37.69 45.03 77.52 75.11 16.11 19.74
Liestal,BL 49.51 46.95 37.30 44.41 77.82 75.74 16.59 20.59
Ligerz,BE 49.60 46.45 38.32 46.79 83.84 82.44 11.43 13.55
Linthal,GL 51.57 49.32 36.61 42.42 76.41 74.75 16.85 19.95
Luchsingen,GL 54.02 51.10 33.01 39.31 77.78 76.30 15.61 18.55
Lungern,0W 49.04 46.02 37.66 44.77 75.62 73.95 17.96 21.58
Lupfig, AG 50.72 47.32 35.46 42.21 76.57 74.95 17.09 20.36
Luzern,LU 50.53 47.42 36.25 43.04 78.37 76.56 15.84 19.25
Liitzelfliih, BE 47.57 44.46 38.58 45.90 74.97 72.35 18.64 23.28
Magden,AG 49.45 46.28 37.04 4422 76.42 74.22 16.57 20.41
textbfMaisprach,BL 49.34 47.00 37.94 44.34 77.94 76.42 16.68 19.97
Malans,GR 52.56 49.13 34.36 42.74 77.52 75.11 16.12 19.35
Malters,LU 48.60 45.51 38.39 44.46 72.15 69.57 20.95 25.73
Mammern, TG 53.87 50.37 33.88 40.30 75.34 73.18 17.75 21.28
Marbach,LU 51.03 48.60 37.05 42.63 76.55 74.27 17.05 20.32
Marthalen,ZH 53.57 49.63 34.22 41.11 76.79 74.75 16.59 20.69
Maur,ZH 52.90 50.55 35.42 41.56 73.67 71.47 19.11 22.42
Meikirch,BE 48.66 45.45 37.34 44.59 74.02 71.36 18.91 22.83
Meilen,ZH 50.25 46.98 37.24 44.44 74.86 72.75 18.84 22.72
Meiringen,BE 48.31 45.23 38.19 44.80 74.46 72.51 18.22 21.95
Melchnau,BE 49.44 45.99 36.09 4291 78.82 77.55 15.56 18.22
Mels,SG 51.37 48.31 36.33 42.75 72.06 70.15 19.58 22.48
Menzingen,ZG 52.57 49.63 34.38 40.29 76.44 74.21 16.86 20.08
Merenschwand,AG 49.20 46.68 38.39 44.39 74.73 72.28 18.33 21.93
Merishausen,SH 52.14 49.47 35.25 42.08 75.70 73.28 17.25 21.11
Metzerlen,SO 53.41 50.65 34.78 40.93 76.88 74.87 17.04 20.47
Mollis,GL 52.78 50.35 35.17 40.86 73.19 71.46 19.01 22.33
Mosnang,SG 51.58 48.18 36.27 42.43 75.25 72.88 17.99 21.80
Muhen,AG 48.97 45.83 36.98 44.15 79.00 77.21 15.39 18.30
Muotathal,SZ 48.64 46.25 37.88 44.50 72.00 70.09 20.21 23.95
MurgenthaLAG 50.92 47.71 35.86 43.20 76.65 74.27 17.03 20.85
Murten,FR 48.81 4591 37.33 44.59 75.18 73.33 17.70 21.35
Mutten,GR 54.23 51.70 33.56 39.76 77.47 75.62 15.90 19.00
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Muttenz,BL 52.98 49.66 34.21 40.63 78.88 76.73 15.14 18.36
Mohlin, AG 50.40 47.72 37.51 43.84 74.21 71.43 18.67 23.12
Morel,VS 49.70 46.72 37.79 44.32 74.95 72.81 17.52 21.36
Morschwil,SG 52.20 48.27 35.32 41.69 73.80 71.87 18.73 21.82
Miimliswil-Ramiswil, SO 49.39 45.84 37.17 44.16 73.60 71.98 19.32 22.69
Miinchenbuchsee,BE 50.43 47.37 35.74 42.55 76.44 74.63 16.86 20.40
Neftenbach,ZH 53.21 49.76 34.01 40.87 78.58 76.72 15.06 18.25
Neuenegg,BE 49.76 46.42 36.02 43.49 80.49 78.33 14.46 17.32
Neuenkirch,LU 50.62 47.16 35.92 41.97 76.43 74.63 17.09 20.24
Niederbipp,BE 49.15 46.14 37.42 44.53 75.88 73.48 17.99 21.47
Niederrohrdorf,AG 52.09 48.43 35.09 42.30 76.02 74.71 16.41 19.19
Niederweningen,ZH 51.84 49.33 36.16 42.05 74.93 72.95 17.68 21.52
Nunningen,SO 48.66 46.08 38.70 44.99 73.34 71.31 19.16 23.59
Niifels,GL 53.95 51.09 34.32 40.08 73.13 70.88 18.73 22.15
Oberhof,AG 47.99 44.62 38.56 45.76 72.63 70.11 19.79 24.51
Oberiberg,SZ 48.89 46.83 38.60 44.84 75.60 73.73 17.88 21.16
Oberriet,SG 51.66 48.07 35.17 42.26 73.42 71.51 19.27 22.63
Obersaxen,GR 51.38 47.89 35.87 43.52 77.43 74.59 15.94 19.50
Oberwald,VS 46.84 45.06 41.30 46.86 71.23 68.68 21.22 25.90
Oberwichtrach,BE 49.46 46.01 36.41 43.84 77.09 75.10 17.11 20.13
Oberigeri,ZG 49.90 47.65 37.68 43.39 73.00 71.15 19.64 23.81
Obstalden,GL 51.42 48.43 36.02 4291 79.01 77.01 14.93 17.59
Pfaffnau,LU 51.63 48.42 35.10 41.50 77.12 75.45 16.49 19.28
Pfifers,SG 52.07 49.43 36.11 42.77 77.01 75.40 15.63 18.65
Pfiffikon,ZH 54.18 50.39 33.55 39.82 74.76 72.69 17.94 21.66
Pieterlen,BE 49.23 46.25 37.09 44.46 76.12 74.16 16.88 20.40
Plaffeien,FR 47.32 44.32 39.23 45.92 70.75 68.54 21.06 25.27
Pratteln,BL 48.95 45.45 37.42 45.17 73.73 71.81 19.54 23.04
Quarten,SG 53.60 50.60 34.86 40.99 76.31 74.30 17.01 19.97
Rafz,ZH 51.94 49.24 36.05 42.24 76.83 74.74 16.49 19.42
Ramsen,SH 52.11 49.13 35.12 42.22 76.38 74.42 17.37 20.52
Randa,VS 49.35 47.20 38.67 45.01 79.19 77.18 15.07 18.11
Rapperswil, BE 52.94 49.93 34.51 40.96 78.87 77.09 15.63 18.60
Reckingen,VS 49.60 48.28 39.17 44.49 76.91 75.29 15.96 18.72
Regensberg,ZH 53.82 50.69 34.06 40.81 75.88 73.97 17.49 2091
Reutigen,BE 50.11 46.74 36.87 43.71 74.24 71.68 19.12 23.00
Rheineck,SG 53.21 50.00 34.55 40.41 75.10 73.20 17.46 20.33
Rickenbach,SO 47.98 45.09 39.31 45.81 74.65 72.32 18.49 22.58
Rifferswil,ZH 53.11 49.05 33.65 40.21 74.51 72.36 18.81 22.19
Risch,ZG 51.15 49.30 37.12 42.88 77.42 75.49 16.95 20.32
Roggenburg,BL 50.19 47.29 36.53 44.00 76.95 75.07 16.44 19.72
Roggwil, TG 51.72 47.81 35.24 42.47 78.34 76.36 15.04 18.15
Romanshorn, TG 53.99 50.15 33.09 39.51 75.82 73.63 17.29 20.59
Rorbas,ZH 53.17 50.40 34.62 40.18 76.46 74.68 17.31 20.66
Rubigen,BE 49.50 45.81 36.95 44.87 78.22 75.96 16.48 20.64
Ruswil, LU 52.29 49.43 35.05 42.22 71.73 76.19 16.87 19.74
Rémerswil, LU 49.47 46.63 37.44 44.39 76.83 74.59 16.91 20.59
Riieggisberg,BE 52.22 49.39 34.68 40.77 76.64 75.10 16.71 19.79
Riimlang,ZH 53.25 49.98 34.39 40.88 79.13 77.58 14.88 17.74
Riite,AT 51.14 47.70 35.96 4231 74.39 72.26 18.03 21.68
Saanen,BE 46.01 43.37 40.81 47.67 79.39 77.98 14.50 17.31
Safien,GR 51.46 48.47 37.07 44.61 78.63 76.33 15.52 19.14
Salgesch,VS 49.32 47.48 38.76 4421 76.67 74.37 15.76 19.43
Sarnen,0W 49.04 46.63 38.49 44.72 75.31 73.43 18.02 21.37
Schaffhausen,SH 54.64 51.03 33.24 40.03 7725 75.78 15.38 18.23
Schangnau,BE 50.94 48.26 35.50 41.84 77.19 75.34 16.17 19.34
Schiers,GR 51.70 48.57 35.47 41.71 74.71 73.14 19.24 2233
Schlatt-Haslen, Al 50.59 46.47 36.63 43.15 73.35 71.01 19.36 22.82
Schleitheim,SH 53.00 49.61 34.72 41.93 75.01 73.88 17.93 20.50
Schnottwil, SO 50.07 47.05 36.72 43.94 80.20 78.52 14.33 17.71
Schwanden,GL 53.29 50.37 34.13 40.68 74.95 73.13 17.75 21.42
Schwyz,SZ 50.79 48.08 35.89 41.69 70.91 68.64 20.84 25.06
Schiinis,SG 53.65 50.13 33.62 40.79 77.61 75.56 14.94 18.15
Schénenbuch,BL 49.18 46.62 38.12 45.01 77.79 75.94 16.92 19.84
Schiipfheim, LU 49.72 46.71 36.95 44.28 74.79 72.14 18.47 22.34
Seftigen,BE 50.33 47.29 36.12 43.27 77.66 75.80 16.72 20.25
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Sempach,LU 50.38 47.51 36.54 43.80 76.88 75.58 17.00 19.66
Sennwald,SG 51.43 48.11 36.28 42.95 74.94 73.24 17.68 21.22
Sevelen,SG 51.34 47.73 35.21 43.35 76.53 74.71 16.41 19.44
Siglistorf,AG 54.08 51.04 33.96 40.23 76.92 74.85 16.14 19.66
Signau,BE 50.68 47.66 35.79 42.50 80.33 78.83 13.96 16.81
Silenen,UR 51.75 48.92 35.73 41.66 78.80 77.25 15.78 18.66
Simplon,VS 51.72 49.26 36.96 43.04 78.45 76.27 14.66 17.69
Solothurn,SO 51.37 48.86 35.47 41.33 73.06 71.61 19.65 22.80
Spiez,BE 48.74 46.07 39.35 46.48 76.41 75.05 17.49 20.70
St.Antonien,GR 51.72 48.70 35.63 42.65 75.05 73.07 18.34 22.05
St.Gallen,SG 52.35 48.71 33.93 41.54 75.83 74.34 17.71 20.70
St.Niklaus,VS 46.72 44.95 41.37 47.03 73.69 71.24 19.26 23.25
St.Stephan,BE 48.03 45.60 39.48 45.42 74.42 72.74 18.44 21.16
Stadel,ZH 54.74 51.75 33.39 38.90 78.48 77.14 15.04 17.73
Stallikon,ZH 50.79 47.79 36.90 43.70 76.74 75.09 16.83 19.60
Stans,NW 50.74 48.22 36.16 42.75 74.20 72.44 18.55 22.67
Steffisburg,BE 49.21 46.28 37.11 44.28 75.92 74.24 17.94 2221
Steg,VS 50.21 47.60 37.89 44.44 78.20 76.49 14.97 17.39
Stein,AG 53.70 50.01 33.61 40.36 72.89 70.17 18.89 23.52
Stein,SG 75.98 59.46 16.67 3333 54.11 35.36 3333 33.33
Sternenberg,ZH 51.21 47.78 35.59 42.86 76.06 73.77 17.11 21.05
Stiisslingen,SO 50.31 46.73 35.87 42.70 75.26 73.52 18.13 21.02
Sumiswald,BE 48.45 45.13 37.04 44.23 76.34 74.83 16.96 19.67
Sursee, LU 49.88 46.95 37.25 43.69 77.47 74.66 15.78 19.38
Tafers,FR 46.87 43.99 39.90 46.38 73.70 71.71 19.51 23.74
Tamins,GR 53.34 50.51 34.17 41.83 76.63 74.41 17.63 21.11
Teufenthal, AG 49.87 46.27 36.29 43.47 74.39 72.36 18.47 22.12
Thalwil,ZH 55.16 51.65 32.50 38.77 77.24 75.43 16.06 19.26
Thun,BE 48.64 4551 37.55 45.09 77.76 75.85 15.87 18.83
Thundorf,TG 53.81 50.17 3293 39.84 76.69 75.10 16.23 19.01
Thusis,GR 52.90 50.06 34.70 41.89 77.86 75.72 15.72 18.81
Triengen,LU 49.09 45.48 37.50 44.60 76.25 74.01 17.82 21.85
Trimmis,GR 52.15 49.04 34.99 42.28 77.10 74.97 16.60 19.71
Trogen,AR 51.82 47.51 34.67 42.36 73.94 71.89 19.20 22.41
Trub,BE 49.65 46.52 36.35 42.84 74.79 72.83 18.42 22.09
Tuggen,SZ 52.72 49.37 3433 41.09 76.97 74.64 16.49 19.60
Turbenthal,ZH 53.34 50.44 35.14 41.04 77.47 75.95 15.93 18.42
Téuffelen,BE 47.94 44.82 38.27 46.19 78.86 77.15 14.92 18.37
Tiischerz-Alfermée,BE 50.89 47.56 35.87 43.06 78.52 76.75 14.93 18.19
Ueberstorf,FR 51.30 48.25 35.86 41.92 77.71 76.02 15.63 18.69
Unterschiichen,UR 46.26 43.88 40.96 46.98 75.76 74.56 17.53 20.72
Unterstammheim,ZH 51.61 48.52 36.26 43.42 74.70 72.77 17.94 21.84
Untervaz,GR 52.49 49.39 35.17 42.46 76.12 73.40 17.54 21.98
Urdorf,ZH 53.93 50.36 33.24 39.61 75.54 73.82 17.33 21.05
Urnisch, AR 50.43 46.40 36.96 44.39 73.70 71.96 18.76 21.80
Ursenbach,BE 48.82 45.98 36.97 4431 77.64 75.43 16.40 19.71
Uster,ZH 53.74 50.91 34.35 39.95 74.22 72.83 18.65 21.64
Utzenstorf,BE 49.12 45.76 37.32 44.49 77.83 75.81 15.86 19.12
Vals,GR 50.36 47.32 36.71 43.64 73.41 70.90 19.82 24.68
Villigen,AG 51.58 47.85 35.40 41.94 76.91 74.48 16.08 20.20
Visp,VS 48.83 46.94 39.04 44.72 76.38 74.45 17.23 19.69
Visperterminen,VS 47.76 45.96 40.32 46.01 75.07 72.52 18.02 21.54
Wahlern,BE 49.44 45.85 36.56 43.49 73.64 70.96 19.44 24.03
Walchwil,ZG 51.13 48.53 35.96 42.66 75.51 73.66 17.31 20.73
Wald,ZH 53.70 49.85 33.55 40.10 75.08 72.98 17.34 20.70
Waldstatt,AR 51.26 47.32 35.07 42.29 76.25 74.67 17.58 21.01
Walenstadt,SG 51.12 48.42 36.72 43.05 76.85 74.83 16.42 19.56
Wartau,SG 50.55 47.73 37.38 43.91 76.27 74.56 16.71 19.70
Wattwil,SG 51.72 48.00 35.53 42.06 76.20 74.15 16.88 20.13
Wegenstetten,AG 51.43 48.42 35.75 42.75 74.26 71.83 17.70 21.31
Weggis,LU 49.25 47.10 38.09 43.77 76.34 74.46 17.82 20.84
Weinfelden, TG 52.70 48.50 34.30 41.25 76.09 74.70 16.87 20.23
Welschenrohr,SO 47.81 4435 38.34 45.73 77.41 76.16 15.64 18.47
Wengi,BE 48.76 45.30 37.49 44.94 76.51 74.20 17.12 20.78
Wiesen,GR 54.81 51.74 32.64 39.19 75.83 73.46 17.31 20.84
Wil SG 53.23 48.53 33.33 41.01 73.54 71.06 19.18 23.03
Wilchingen,SH 51.08 47.21 35.89 43.79 76.92 74.80 16.97 20.36
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Wildhaus,SG 51.41 47.79 36.68 43.28 74.72 72.69 18.53 22.24
Winterthur,ZH 52.18 48.17 34.59 41.90 79.25 78.02 14.66 17.54
Wolfenschiessen,NW 50.33 48.56 37.64 43.37 74.40 71.93 18.16 21.88
Wolhusen,LU 50.43 48.38 37.75 43.46 77.22 75.36 17.09 20.16
Wollerau,SZ 51.66 48.68 35.92 42.57 76.83 75.69 16.31 18.81
‘Worb,BE 49.12 45.73 36.80 44.23 74.77 72.27 17.98 21.79
Wynigen,BE 48.64 45.86 38.06 44.63 76.45 74.69 16.85 20.31
Wiidenswil,ZH 54.59 51.57 33.83 40.15 78.84 77.56 15.11 17.76
Wiingi, TG 53.83 50.26 33.05 39.32 72.36 70.64 21.03 25.00
Wiirenlos,AG 53.78 50.19 33.90 40.77 78.12 76.38 15.43 18.34
Zell, LU 50.53 47.29 36.22 42.46 77.99 76.37 16.52 19.92
Zermatt,VS 49.41 48.10 39.46 45.06 71.04 69.22 21.53 25.41
Ziefen,BL 49.03 45.76 37.58 44.76 75.32 73.18 18.09 22.12
Zihlschlacht-Sitterdorf, TG 53.39 49.19 33.36 40.13 77.43 75.24 16.36 19.61
Zofingen,AG 51.06 47.32 35.57 41.98 76.47 74.57 16.79 20.05
Zug,ZG 51.45 49.06 36.12 41.62 74.88 73.21 18.64 22.30
Zunzgen,BL 49.98 46.42 36.46 43.70 78.05 76.09 15.60 19.17
Zweisimmen,BE 48.59 45.73 38.97 45.48 76.02 73.90 16.54 19.62
Ziirich,ZH 52.56 48.98 34.83 41.65 75.52 73.39 17.73 21.65
Average 50.88 47.77 37.06 43.46 \ 75.63 73.56 17.98 21.39

Table 16: Performance of the translation task with or without the normalization step in Swiss German. The normal-
ization step helps outperform the previous baseline (without normalization) in all the dialects.
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