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Abstract—Online abuse, a persistent aspect of social platform
interactions, impacts user well-being and exposes flaws in plat-
form designs that include insufficient detection efforts and inad-
equate victim protection measures. Ensuring safety in platform
interactions requires the integration of victim perspectives in the
design of abuse detection and response systems. In this paper,
we conduct surveys (n = 230) and semi-structured interviews (n
= 15) with students at a minority-serving institution in the US,
to explore their experiences with abuse on a variety of social
platforms, their defense strategies, and their recommendations
for social platforms to improve abuse responses. We build on
study findings to propose design requirements for abuse defense
systems and discuss the role of privacy, anonymity, and abuse
attribution requirements in their implementation. We introduce
ARI, a blueprint for a unified, transparent, and personalized
abuse response system for social platforms that sustainably
detects abuse by leveraging the expertise of platform users,
incentivized with proceeds obtained from abusers.

I. INTRODUCTION

Social platform affordances that enable users to publish

personal content, establish relations and share information with

contacts, also help them maintain and increase social capi-

tal [1], [2], and facilitate organizational efforts [3]. However,

the platform promises to provide safe spaces of expression,

and factors like anonymity and implicit and difficult-to-detect

abuse [4], [5] make it challenging to moderate user activities.

This leads to many users experiencing abuse on social plat-

forms and to criticism of platform responses to abuse [6]–[11],

that reveal the failure of social platform designs to consider

the malicious use of their features to abuse users.

This suggests the need to re-design platform interactions and

abuse defenses to focus on the well-being of users. While this

requires factoring in insights from past victims, we observe

a lack of understanding of (1) the abuse defenses adopted by

victims and their perceptions about the defenses that platforms

should adopt, and (2) their relation to the impact of abuse

experienced by victims, captured in the context of the diverse

types of abuse they encountered on the multiple social plat-

forms they use. In this paper, we investigate the perspectives

of social platform abuse victims on platform defense design

by focusing on the following research questions:

• RQ1: What kinds of abuse do users experience on social

platforms? (a) Where do they experience the most abuse,

and what is its impact?

• RQ2: How do abuse victims respond to abuse? (a) Does

the impact of abuse they experience affect the defenses

they adopt?

• RQ3: How do abuse victims want social platforms to

address the abuse they experienced? (a) Are their prefer-

ences related to the impact of experienced abuse?

To investigate these questions, we build on literature findings

that young, minority users are more likely to be impacted

by online abuse [12]–[20], and on the conjectures that such

users are more likely to have developed strategies to avoid

abuse and respond to encountered abuse. More specifically,

we use a mixed-methods study to investigate the experiences

of students from a minority-serving institution in the US.

The study consists first of a survey with (n = 230) recruited

students, that uses a 1-to-5 abuse impact score we introduce,

to probe exposure to online abuse that includes threats, black-

mail, doxxing, harassment, hate speech, and abusive messages

in social platforms that include social networks (Facebook,

Instagram), social media (Twitter/X, TikTok), and messaging

apps (WhatsApp, Snapchat). Second, the study consists of

interviews conducted with a subset (n = 15) of the survey

respondents in the context of their reported exposure to at

least one instance of severe abuse.

Our study reveals that young and educated minority users

are exposed to substantial, often highly impactful abuse on

a variety of social platforms, some of which emerge to be

more conducive toward abuse. We observe cross-pollination of

abuse across multiple platforms, where abusers leverage the

affordances of diverse platforms to expand their knowledge

of victims and amplify their abuse attacks (RQ1). We find

a statistically significant correlation between the impact of

abuse experienced by survey respondents and their adoption

of defenses against abusers, where victims of high-impact

abuse are more likely to adopt each of the investigated

defenses than low-impact victims (RQ2). In addition, while

some interview participants mastered the abuse defense arsenal

provided by social platforms, including using pseudonymous

accounts to protect their identity from abusers and to sandbox

their activities on different accounts and platforms, other par-
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ticipants experienced heightened anxiety following abuse from

anonymous contacts (RQ1 and RQ2). This reveals that even

regular users driven by their emotions and not by financial

incentives (e.g., hackers or influence operatives) can thwart

social platform defenses to create fake, sockpuppet accounts

that are sufficiently complex to push victims into repeat abuse.

Further, while participants revealed diverse preferences for

social platform responses to abuse, we found no significant

association between the impact of abuse experienced and

preferences for defenses (RQ3).

The ability of users to connect to and abuse other users

suggests intrinsic flaws in the design of social platforms

and antiquated abuse response protocols, e.g., allowing users

to create multiple pseudonymous accounts even after being

involved in abuse and failing to detect abuse and take appro-

priate action, even after victims report the abuse. To address

these issues, we first crystallize study findings into design

requirements for abuse defense systems. We then leverage

these requirements to heed community calls for more defense

options that integrate the needs of vulnerable users [21]–[23].

More specifically, we introduce ARI, a blueprint for unified,

transparent, and personalized social platform abuse defense

systems. ARI seeks to establish mutually beneficial collabo-

rations between victims and platforms. ARI-compliant plat-

forms provide prompt, transparent services to abuse victims,

including issuing certificates of abuse, alerting them when they

become vulnerable to abuse from multiple accounts controlled

by the same person, and notifying them of progress during the

abuse verification process. Conversely, platforms leverage the

expertise of their users to crowdsource the abuse verification

process to qualified verifiers, and collect evidence about the

activities of abusers while charging the cost of implementing

this process to verified abusers and abusive reporters.

II. BACKGROUND AND RELATED WORK

Online Abuse and its Impact on Women and Minority

Groups. With the proliferation of mobile devices and the

ubiquity of Internet access for users in most regions of

the world, online abuse is becoming a growing issue [8],

[10]. Studies show that nearly half of all Internet users have

encountered some form of online abuse, with the prevalence

varying significantly by country [10]. In the United States,

between 40% and 50% of adult internet users report having

experienced online abuse [8], [11]. The term online abuse en-

compasses a wide range of harmful behaviors that include hate

and abusive speech, threats, doxxing, blackmail, harassment,

stalking, impersonation, and public shaming [11], [22].

Online abuse is often based on identity [18]–[20], [24]–

[32]. For instance, through surveys with users from 14 world

regions, Im et al. [18] show that women perceive greater

harm from online harassment than men and tend to prefer

platform responses to compensatory responses to abuse. The

survey of more than 16K respondents in 10 countries by

Henry and Umbach [24] about the prevalence of victimization

and perpetration of sextortion reveals that LGBTQ+, men,

and younger respondents are more likely to report sextortion

victimization and perpetration. Batool et al. [33] reveal that in

Pakistan’s patriarchal, honor-based society, even non-sexual

images and manipulated images are used for blackmail and

sextortion. Musgrave et al. [34] document the harassment

experienced online by Black women and femmes in the US,

while Francisco and Felmlee [19] reveal the targeted nature

of the harassment encountered by Hispanic/Latinx and Black

women through tweets.

The current work builds on previous observations that ad-

dressing online abuse requires an understanding of the experi-

ence of the victims and how they want it to be addressed, given

Im et al. [18]’s insight that those who design and run social

platforms are unlikely to have faced online abuse themselves

to the level described in the works previously mentioned.

We observe, however, limitations in our understanding of

the exposure of young, educated users to abuse experienced

on the range of various social platforms they currently use.

We conjecture that tech-savvy users have developed effective

strategies to avoid and respond to encountered abuse and

thus have the potential to provide insights that can help

improve platform abuse defense. To address these limitations

and explore our conjecture, we survey students at a minority

institution about their experiences with six types of abuse,

the social platforms on which they experience it, and its

impact (RQ1). In addition, we seek deeper insights through

a qualitative study with participants exposed to more severe

forms of abuse, conducted in the context of specific instances

of abuse they experienced.

Social Platform Abuse Responses and Perceptions. Online

abuse directly impacts not only users but also social media

platforms. This is because reactions to abuse that include

closing accounts, reduced user activities, and smaller so-

cial circles can reduce revenues, e.g., from ads, for social

platforms [8], [9], [11]. While 84% of U.S. social media

users believe that these platforms should protect them against

harassment [35], recent years have witnessed a decline in

the public’s confidence in the ability of platforms to regulate

online conduct [22], [34], [36], [37]. Indeed, while most social

platforms have policies and moderation processes to remove

content that violates community guidelines, e.g., [38], [39],

they often fail to eradicate abuse on their platforms [8], [9].

Content moderation involves both manual and automatic

detection. Some platforms rely on human workers to identify

content that violates policies [38], [39]. This work is often

done by volunteer moderators [40] or underpaid workers who

must make quick decisions with little context, often involving

traumatizing content [38]. However, users still consider the

process to be inefficient [41].

Using a combination of AI/ML and NLP tools to identify

abuse is a promising direction [22], [42]–[46], that however

suffers from incorrect classification issues [43], bias [47], [48],

and also fails to address structural power imbalances [22].

Extreme defenses like deplatforming abusers have also been

shown to fail, resulting in only temporary disruptions fol-

lowed by abusers reconvening on alternate platforms and

channels [49].
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Redmiles et al. [50] reveal that perceptions of digital

privacy, security, and community values shape online safety.

Wilkinson and Knijnenburg [6] find that heightened vulnera-

bility and severity of experienced online abuse enhance safety

protection behaviors in Caribbean communities. Im et al. [18]

explore perceptions of not only standard platform responses

to abuse, e.g., abuser account suspensions and content mod-

eration, but also public shaming and restorative justice, e.g.,

apologies and victim compensation. They report that women

from 14 regions tend to prefer existing platform responses

to compensation. However, Schoenebeck et al. [51] highlight

that content moderation practices primarily focus on punishing

abusers [7], insufficiently supporting harassment victims.

Regarding responses to reported abuse, Schoenebeck et

al. [37] find that many users are skeptical about the fairness of

platform resolutions. Musgrave et al. [34] show that studied

Black women and femmes often avoid reporting instances of

gendered and racist harassment on platforms, believing that

reporting would not be beneficial. Sambasivan et al. [52] also

note hesitance among South Asian women to use platform

reporting features, often due to the platform’s inability to

comprehend the context of regional-specific issues. In the case

of sextortion, Wolak and Finkelhor [53] reveal that the severity

of the abuse leads many female teenager and young adult

victims to hesitate before reporting the abuse due to shame

and doubts about the effectiveness of reports. Ahmed [54]’s

notion of strategic inefficiency, where institutions deliberately

delay handling complaints, can partially explain the perceived

ineffectiveness of social platform abuse reports.

Our study investigates the responses of young and educated

victims to abuse experienced on various social platforms

and their perceptions of existing platform defenses and their

effectiveness (RQ2). We build on Uttarapong et al. [20]’s

finding that anonymous viewers have an advantageous position

on privacy vs. exposed and vulnerable streamers to investigate

perceptions of privacy and anonymity features provided by

platform affordances from the perspectives of both regular

users and abuse victims.

Design of Next Generation Abuse Responses. Meta has

recently adopted account verification, promising subscribers

proactive account protection against impersonation attacks and

direct support from a real person [55]. However, the associated

monthly fees, e.g., $12 for Facebook, ensure that this service

is outside the reach of an overwhelming majority of platform

users and suggest a medieval frame of mind for addressing

abuse. Instead, users’ perceived limitations of existing social

platform defenses suggest the need for improved moderation

interfaces to protect victims from abuse. Previous studies of

diverse forms of abuse recommend that the design of social

platform defenses should move beyond blocking abusers and

deactivating accounts [22], [23], [32], [51], [56]. Schoenebeck

et al. [7] reveal the need for defenses to move beyond one-

size-fits-all approaches and consider more victim-centered

strategies in combating online abuse. Blackwell et al. [22]

argue that fully addressing abuse requires the integration of

the needs of vulnerable users into the design and moderation

of online platforms.

Previous work argues that the evolving nature of content

moderation requires a shift toward models that promote proce-

dural justice and holistic transformations. Katsaros et al. [57]

advocate for integrating principles of fairness, transparency,

and respect into moderation practices to reduce violations

and enhance platform legitimacy. Vitak et al. [32] argue for

tailored interventions to improve the safety and well-being of

women on social media platforms. Similarly, Xiao et al. [58]

call for systemic changes to effectively address online harms

among adolescents. Innovative solutions are emerging from

various studies proposing specific tools and systems to support

victims. Sultana et al. [21] designed a system to help women

collect evidence of harassment from Facebook Messenger and

share it with social contacts to prove authenticity. Goyal et

al. [28] propose a prototype tool to assist female journalists in

managing online harassment, focusing on crisis management

and recovery steps.

While diverse and user-tailored abuse defense mechanisms

are of paramount importance, Wei et al. [59] show that

even experts disagree on the prioritization of abuse types

and mitigation advice. This poses significant challenges in

developing effective defense tools and highlights the crucial

need for adaptable and inclusive approaches to combat online

abuse. Wei et al. [59]’s study suggests the need for a better

understanding of user perceptions of the missing components

required to improve their responses to experienced abuse,

which is one of the focus points of this research (RQ3). We

use findings from our study to identify abuse defense design

requirements and use them to introduce ARI, a blueprint for

defense solutions that leverage cryptography, digital snapshots,

and abuser de-anonymization techniques to provide a robust

support system that encourages collaboration between plat-

forms and victims.

Particularly relevant to this paper is the work of Kim et

al. [60], who use design workshops to understand the function-

ality users need to protect themselves from abuse when posting

content on X-like social platforms. Kim et al. [60] leverage

the workshops to introduce design goals, and use them to

develop Re:SPect, a concept tool that allows users to set post-

level access controls, provides a summarization of responses

received for a post, and enables users to respond to clusters

of comments. Our study crystallizes a set of abuse defense

system requirements that apply to a variety of social platforms,

including social media like Twitter/X, social networks like

Facebook and Instagram, and messaging apps like WhatsApp

and Snapchat. ARI, the blueprint defense system we propose,

includes more general functionality than Kim et al. [60]’s

Re:SPect, e.g., allowing users to document, respond to, and

report abuse, and provides victims with cues that their abuse

experiences improve platform operations.

III. METHODS

To explore the impact of abuse on social platform users

and their responses, we designed a mixed-methods study

consisting of an online survey and semi-structured interviews.
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TABLE I
DEMOGRAPHICS OF THE 230 SURVEY RESPONDENTS, ALL RECRUITED

FROM MINORITY-SERVING INSTITUTION IN THE US.

Demographic Group N %

Gender Man 174 75.7%
Woman 47 20.4%
Transgender 3 1.3%
Agender 1 0.4%
Prefer not to answer 5 2.2%

Age 18–25 168 73.0%
26–35 53 23.0%
36–45 2 0.9%
Above 45 4 1.7%
Prefer not to answer 3 1.3%

Race or Ethnicity Hispanic, Latino, or Spanish origin 70 30.4%
Hispanic and White 48 20.9%
Asian alone 55 23.9%
Black or African American alone 23 10.0%
White alone 24 10.4%
Middle Eastern or North African 3 1.3%
American Indian or Alaska Native 2 0.9%
Prefer not to answer 5 2.2%

This section describes participant recruitment, the survey and

interview design, and data analysis.

A. Participant Recruitment

Survey participants were recruited through emails and posts

in WhatsApp groups sent to local students. The emails in-

cluded the survey link, while the social media posts contained

a QR code for the link. At the end of the survey, participants

were asked if they would like to participate in a one-on-one

interview and provided their preferred contact information.

Survey respondents who expressed interest, provided contact

information, and experienced online abuse with at least an

impact rating of 3, which they were willing to discuss, were

invited to the interview. All interview participants were asked

to distribute the survey link to their contacts. Survey partici-

pants were not paid. Interview participants were compensated

20 USD for their time.

B. Survey Design

The survey was designed by the research team over approx-

imately three months. In the first step of the design phase,

the team explored different types of online abuse and their

impact, popular social platforms, and adopted defenses. The

abuse types were selected by reviewing existing academic

literature [6], [8], [10], [17], [59], to capture perceptions

about diverse abuse experiences with different severity levels.

Our selection process was guided by two main criteria: the

prevalence of each abuse type in prior research and the diver-

sity of abuse experiences. In the second step, a focus group

was conducted with four local K-12 teachers with expertise

on online abuse acquired both from personal experience and

from their students. The goal of the focus group was to

refine the types of abuse and social platforms considered,

as well as the survey questions identified in the first step.

To minimize participant fatigue, the resulting survey focuses

on six types of abuse (see Appendix A): Threats defined as

expressions of intentions to inflict injury or damage; abusive

messages, encompassing inappropriate, offensive, or insulting

communications that cause hurt or anger; doxxing, the act

of searching for and publishing private information to cause

harm; blackmail, involving coercion to prevent the distribution

of sensitive private information; harassment, characterized

by unwelcome conduct that creates a hostile or unpleasant

environment; and hate speech, which includes expressions

promoting hatred, violence, or discrimination.

The first part of the survey investigates participants use of

social platforms, including the ones they use the most. The

second part explores participant experiences with the six types

of abuse. For each type of experienced abuse, the survey

further explores the social platform where the abuse occurred,

strategies employed to address the abuse, and the impact of

the worst instance of that type of abuse. The impact options

are ranked from 1 to 5, where 1 denotes “It did not affect me

at all”, 2 - “It affected me a bit”, 3 - “It affected me but I was

able to move on”, 4 - “I was very affected and it was hard

to move on”, and 5 - “I was irreparably affected and am still

feeling the effects”. The survey then asks participants about

changes to social platforms that would help them better cope

with abuse. Finally, the survey asks participants about their

interest in a follow-up interview and their demographics.

Data Analysis. We use the scipy.stats [61] Python library to

analyze the survey data. We use descriptive analyses and infer-

ential statistical techniques. For instance, we use Chi-square

tests to explore relationships between categorical variables

and Spearman’s rank correlation to assess monotonic relation-

ships, offering insights into behavior and abuse impacts. For

non-normally distributed data, we use Mann-Whitney U and

Kruskal-Wallis tests to analyze ordinal data and groups with

unequal variance. We apply post-hoc analyses with Bonferroni

correction following significant test outcomes to mitigate Type

I errors due to multiple comparisons.

C. Semi-Structured Interview Design

The semi-structured interview guide is designed to capture

insights about participant experiences with abuse and their

interactions with the social platforms where they experienced

it. Each interview is conducted in the context of the most

impactful instance of abuse experienced by the participant,

which the participant feels comfortable discussing. The in-

terview is structured into two parts (see Appendix B). The

first part identifies an abuse incident of significant impact that

the participant is open to discuss, and explores its emotional

and psychological impact, participant reactions, and adopted

protective measures. The second part focuses on the role of

social platforms in addressing abuse incidents and studies

perceptions of platform responses, the support provided to

victims, and their effectiveness in protecting from abuse.

The interview further investigates suggestions for how social

platforms should address abusive behaviors.

The interviews were conducted in person, in English, by

one of the authors. Each session was audio-recorded with the

participant’s permission. The duration of the interviews ranged

from 27 to 73 minutes (M = 48, SD = 14.68).
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Participant Gender Race Age Student Type Type of Abuse Impact Social Platform(s)

P1 M Black or African American 24 Undergraduate Doxxing/Hate Speech 5 Instagram, Facebook, Xbox
P2 M Hispanic, Latino, or Spanish origin 25 Graduate Harassment 4 Discord
P3 M Hispanic, Latino, or Spanish origin, White 24 Undergraduate Impersonation 3 Facebook
P4 W Asian 25 Graduate Harassment 4 Snapchat
P5 M Hispanic, Latino, or Spanish origin 25 Graduate Doxxing/Blackmail 3 Facebook, WhatsApp
P6 W Asian 30 Graduate Hate Speech 5 Slack
P7 M Asian 25 Graduate Hate Speech 3 Facebook
P8 W Black or African American 21 Undergraduate Hate Speech 3 TikTok
P9 M Asian 29 Graduate Threats 4 Facebook
P10 M White 21 Undergraduate Threats/Blackmail 3 Discord, Online Games
P11 W Hispanic, Latino, or Spanish origin 21 Undergraduate Threats/Stalking 5 WhatsApp, Snapchat, Instagram
P12 W Asian 25 Graduate Harassment 3 Instagram
P13 M Hispanic, Latino, or Spanish origin 21 Undergraduate Harassment 3 Twitter/X, Valorant (video game).
P14 W White 23 Undergraduate Threats/Stalking 5 Instagram
P15 M Hispanic, Latino, or Spanish origin 22 Undergraduate Harassment/ Abusive Message 3 Discord

TABLE II
DEMOGRAPHICS AND ABUSE DISCUSSED BY INTERVIEW PARTICIPANTS. PARTICIPANTS ARE BALANCED ON GENDER AND STUDY BACKGROUND, AND

ALL EXPERIENCED ABUSE WITH IMPACT OF AT LEAST 3 (IT AFFECTED ME BUT I WAS ABLE TO MOVE ON).

(a) (b)

Fig. 1. (a) Gender-based distribution of the social platforms rated top-3 most used by survey respondents. (b) Platforms where survey respondents were
exposed to most abusive messages. Discord is the least frequently mentioned top-3 platform but ranks third on user exposure to abusive messages. Respondents
experienced abusive messages with impact above 3 on four platforms.

Analysis Process. Interview responses were transcribed,

pseudonymized, and securely stored. Transcripts were then

analyzed using applied thematic analysis [62], [63], by sys-

tematically generating and iteratively conceptualizing codes

and themes. Two researchers independently read the first three

transcripts, coded responses to each interview question, and

then organized them into themes through an initial codebook.

The researchers met to discuss the themes and codes and

revise the codebook. The researchers repeated this process over

batches of 2-3 interview transcripts. After each batch, agree-

ment was reached between the codes and themes identified

by the researchers. After this process, the researchers inde-

pendently applied the identified codebook to all the interview

transcripts.

D. Ethical Considerations

The study procedure was scrutinized, and the full study was

approved by our university’s institutional review board. The

consent form link was sent, and consent was obtained both

before the survey and before the interview. During recruitment

and the interview, we clearly declared the identity of the

researchers, the research objective, the data we collect and

how we process it, and the potential impact on the participant.

Participants were explained the risks implied by participation,

i.e., potential anxiety induced by remembering past abusive

experiences on social platforms. To reduce risks, the interview

attempted to focus on a single abuse instance experienced by

each participant. Participants were asked several times during

the interview if they were comfortable discussing potentially

sensitive topics and were told they could skip any question.

E. Limitations

The survey received responses from only three transgender

and one agender respondents. While they reported exposure

to more types of abuse than men and women, these numbers

cannot provide statistically significant results. Study findings

also cannot be generalized to other participant backgrounds or

similar populations outside the US. However, the study reveals

that educated, racially diverse young users continue to experi-

ence impactful abuse on diverse platforms, and they are able

to offer actionable insights and thoughtful recommendations

for improving platform abuse defenses.

IV. FINDINGS

The survey received 247 responses. We discarded responses

from 17 participants who did not have accounts on social

platforms, or who answered the survey in less than one minute.

Table I shows the demographics of the 230 survey respondents.

Table II shows information about the interview participants.

Survey participants are labeled SP1 to SP230, and interview

participants are labeled P1 to P15.

A. Abuse Experiences

Figure 1(a) shows the top three most used social platforms

among men and women survey participants (174 men, 47

women). Instagram, Whatsapp, and Twitter/X are the most

popular platforms. A Chi-square test reveals a statistically sig-

nificant association between gender and platform preferences
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(a) (b)
Fig. 2. (a) Frequency of participant exposure to different types of abuse through social platforms. Many participants experienced abuse multiple times. (b)
Distribution of abuse impact scores reported by survey respondents for specific instances of abuse they experienced. Respondents reported a total of 43
experienced abuse instances with a score of at least 4.

(χ2
= 22.54, p < .01). Notably, Reddit is preferred by more

men (2.13% W vs. 34.48% M), and LinkedIn is preferred by

more women (19.15% W vs. 2.87% M) in our sample. A Chi-

square test shows, however, no significant association between

race and ethnicity and social platform preferences.

Types of Experienced Abuse. Figure 1(b) shows the platforms

on which survey respondents received most abusive messages.

Perhaps because people spend more time on popular platforms,

they also tend to host more abusive messages. Instagram, the

most popular social platform among respondents, was also the

one where respondents experienced the most abuse. While

Instagram had the highest number of users (158) and the

largest number of abuse reports (40), its normalized abuse

report rate, i.e., percentage of users who reported abuse, was

(25.31%). In contrast, Discord had the highest abuse report

rate (82.60%), followed by Twitter (40.27%), and Facebook

(28.26%). Several respondents experienced abuse in online

games, even though they did not consider them to be among

their top-3 social platforms.

Chi-square tests reveal a significant association between

gender and the types of abuse experienced (χ2
= 15.75,

p < .01) , but no significant association between race and

experienced abuse types (χ2
= 14.99, p = .77).

Interview participants vividly recalled instances of high-

impact abuse. Several participants experienced hate speech

based on race, religion, sexual orientation, and politics. In

particular, participant P7 experienced political hate speech that

escalated into real-life confrontations that involved more stu-

dents, teachers, and the police. A few participants experienced

blackmail e.g.,

“I received unwanted messages, including sexual

images and calls from an unknown person who

requested photos, asked me to purchase Bitcoin, and

threatened me. The language was intimidating.” (P5)

Participant P5, who experienced this sextortion attack on

WhatsApp, further speculated that it was due to a compromise

of his personal information after signing up for a free service.

Several participants reported threats of physical violence. For

instance, participant P14, who experienced abuse in Instagram,

related about an argument with an old friend from elementary

school that degenerated into threats “she got mad at me

and made threats. She claimed that her boyfriend, who is

apparently in a gang, would come to my house because they

knew my address, and shoot up my house” (P14). For P11,

the threats she received through WhatsApp, Snapchat, and

Instagram were suggestive of stalking, e.g., “he made threats

like he would travel to [US state of participant], come to

my house, find me at my school, and cause harm because

I wasn’t responding to his messages” (P11). This also reveals

that abusers exploit victim activities on multiple platforms,

including their sharing of sensitive information, e.g., location

of school and home, on those platforms. Table II further

provides the types of abuse experienced by each interview

participant.

Figure 2(a) further shows the numbers of survey participants

who experienced abuse once vs. multiple times. A majority of

respondents who experienced abuse experienced it multiple

times. Similarly, in the interviews, a majority of participants

reported repeated attempts of contact and abuse from the same

person. Some repeat abuse was perpetrated from the same

platform, like the case of participant P5, who was blackmailed

to prevent doxxing in WhatsApp, “he contacted me seven times

from different accounts with the same threats. I had to block

several numbers to stop the threat”. This reveals that abusers

are able to create fake sockpuppet accounts, and victims

continue to engage with such accounts. Some participants were

abused through multiple platforms, often simultaneously, e.g.,

“he continued to contact me on WhatsApp, Snapchat, and

Instagram, even making phone calls” (P11). This shows that

abusers leverage multiple platforms where victims are active

to amplify their attacks. We later discuss how this reveals the

need for victims to be able to link accounts controlled by the

same abuser.

Impact of Experienced Abuse. The survey asked participants

to provide a score, an integer between 1 and 5 (see § III-B)

for the impact of specific instances of abuse they experienced.

Figure 1(b) shows the distribution of impact scores per social

platform where abusive messages were received. Spearman’s

correlation coefficient shows a moderate positive relationship

between the popularity of platforms among the respondents

and the number of respondents who experienced abusive

messages on them (rs = 0.515). Survey respondents expe-

rienced abuse with an impact exceeding 3 only on Instagram,

Twitter/X, Discord, and Facebook.
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Figure 2(b) shows the distribution of impact scores per

reported type of abuse. While no survey respondent ranked

blackmail, threat, or harassment with a score of 5, overall,

they reported 43 abuse instances with an impact of at least

4. This is consistent with earlier reports of marginalized

individuals experiencing higher exposure to online abuse. The

three transgender and one agender survey respondents reported

exposure to more types of abuse (M = 4.0, SD = 1.41) than

men (M = 2.23, SD = 1.32) and women (M = 1.8, SD =

1.01). This is consistent with earlier reports of marginalized

individuals experiencing higher exposure to online abuse [64],

[65]. A Mann-Whitney U test (U = 1332, p = .16) revealed no

significant difference between the number of types of abuse

experienced by women (M = 1.8, SD = 1.01) and men

(M = 2.23, SD = 1.32). However, a Mann-Whitney U test

(U = 1307, p < .05) revealed that women experienced abuse

with significantly higher impact (M = 2.39, SD = 1.08) than

men (M = 1.83, SD = 1.00). A higher percentage of women

in our study experienced hate speech than men (25.53% W

vs. 13.79% M). Surprisingly, however, a higher percentage of

men reported exposure to blackmail (2.13% W vs. 10.92% M),

threats (4.26% W vs. 16.67% M), and doxxing abuse (4.26%

W vs. 17.82% M) than women.
A non-parametric Kruskal-Wallis test further revealed a

significant difference in abuse impact among respondents

based on their race and ethnicity (KW = 22.34, p < .001).

Subsequent Mann-Whitney U tests with Bonferroni correc-

tion (to mitigate Type I errors due to multiple comparisons)

revealed statistically significant differences between several

groups. For readability, we use abridged terms for the studied

race and ethnicity groups. First, White respondents experi-

enced lower impact abuse (M = 1.58, SD = 0.91) than

(1) Asian respondents (M = 2.30, SD = 1.00) with a U

statistic = 1372.0 and p-value < 0.001, (2) Black respondents

(M = 2.57, SD = 1.31), with U statistic = 663.0, p-value

< 0.01, and (3) Hispanic non-White respondents (M = 2.35,

SD = 1.21), with U statistic of 1930.5 and p-value < 0.01.

Further, Hispanic White respondents experienced lower impact

abuse (M = 1.81, SD = 0.90) than (1) Hispanic non-White

respondents with U statistic of 4141.0 and p-value < 0.01,

and (2) Asian respondents with U statistic of 2941.0 and p

< 0.01.
Several interview participants discussed abuse incidents

with an impact of at least 4. For instance, P4 discussed the

long-term effects of harassment experienced through Snapchat,

e.g., “it is deeply ingrained in my memory. Constantly thinking

about it surely took a toll on my well-being” (P4). Most

interview participants continue to feel anxiety, irrespective of

impact scores, e.g., “I already struggle with severe anxiety,

and this situation only exacerbated it” (P14). Withdrawal from

social interactions and trust issues were also common among

participants, e.g.,

“[The abuse] made me withdraw from being around

people and made me more reserved. I sought profes-

sional help for my anxiety by seeing a therapist and

a psychiatrist. I was prescribed medication. (P11)

This reveals that even highly educated young adults experi-

ence diverse, high-impact abuse on social platforms, with long-

term effects. Coupled with the finding that social platforms

can exacerbate trauma [66], it suggests the need for a new

approach to discourage abuse and better support victims.

B. Preferences of Platform Abuse Response Affordances

Figure 3(a) shows the distribution of abuse defenses em-

ployed by the 116 survey respondents who experienced abuse.

A Chi-square test shows no statistically significant correlation

between participant race and ethnicity and the choice of

defenses (χ2
= 7.20, p = .97). However, a Chi-square test

reveals a statistically significant correlation between gender

(men vs. women only) and the choice of defense strategies in

response to abusive messages (χ2
= 12.77, p < 0.05). While

similar percentages of men and women adopted blocking

(65.22% W vs. 62.07% M), muting (39.13% W vs. 34.48%

M), and changing privacy settings (21.74% W vs. 26.44% M),

a significantly higher percentage of women unfollow abusers

(52.17% W vs. 32.18% M) and report abusers (73.91% W vs.

48.28% M). In addition, a Chi-square test reveals statistically

significant differences between preferences for responses to

abuse based on the impact of abuse experienced (χs = 19.54,

p = 0.012). In particular, a higher percentage of respondents

who experienced high-impact abuse (score of 4 or 5) prefer

each of the investigated abuse responses when compared to

the respondents who experienced low-impact abuse (score of

1 or 2). We detail this in the following, along with insights

we collected from interview participants.

Processing Social Contacts. Most of the 116 survey re-

spondents either blocked (73), unfollowed (45), or muted

(44) abusers. Recent work also reported higher popularity of

the blocking defense [67]. However, we find that 73.68%

(14/19) of respondents who experienced high-impact abuse

blocked abusers, which significantly exceeds the 53.08%

(43/81) among those who experienced low-impact abuse.

Most of the interview participants reported blocking or

unfollowing abusers. For instance, to address the high-impact

threats and stalking experienced on multiple platforms, partic-

ipant P11 observes that “blocking the abuser gave me a sense

of security knowing that they no longer have access to view my

posts on Instagram”. However, for participants whose social

network is infiltrated by multiple accounts controlled by the

same abuser, a single defensive action is insufficient. Instead,

a few participants further revisited their online social network

after the abuse to remove weak-tie contacts. This includes

participant P3, whose account was impersonated on Facebook,

“I went from having approximately 500 friends to

just 90. I removed many people I only knew through

social media but hadn’t met in person.” (P3)

The participant suspected that only someone who was part

of his social network had access to the information required to

impersonate his account. His inability to identify the abuser led

to a generalized pruning of his social network. The significant

impact that abuse can have on the size of the social network

of victims, should provide incentives to platform operators to
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(a) (b)

Fig. 3. (a) Per-gender distribution of defense strategies adopted by survey respondents after exposure to abuse. Chi-square tests reveal a statistically significant
correlation between gender and adopted defenses but not between adopted defenses and race or the impact of experienced abuse. (b) Per-gender preferences
of social platform responses to abuse. Chi-squared tests show no statistically significant relationship between survey respondent suggestions and either gender,
race, or impact of experienced abuse.

improve their responses to abuse. Participants like P7, who

experienced hate speech of moderate impact on Facebook,

also applied such defenses proactively before the abuse. e.g., “I

have frequently used the block and unfollow features on social

media, not because people directly threatened me, but because

their photos or opinions were too controversial”. While weak-

tie contacts [68] help maintain and increase social capital [1],

[2], removing those with which users are not comfortable

can help reduce the attack surface for future abuse. However,

participant P7’s experience reveals the difficulty of avoiding

abuse even when aware of the dangers of social networking

and when diligently applying platform defenses.

For several interview participants, the experienced abuse

also made them more conservative when establishing new

social contacts. This includes changes to invitation strategies,

e.g., “I only follow friends that I’ve known for a long time

or people that I know in person” (P3), and to strategies to

process new contact requests, e.g., “after blocking the abuser

accounts, I continued to block and unfollow any new accounts

that tried to contact me” (P11). Some explained that this is

because they suspect that new contact requests may originate

from abusers they previously blocked,

“I received messages from a different account us-

ing a random person’s picture, that continued with

threats and attempts to intimidate me. She shouldn’t

have been able to create another account and reach

out to me while being blocked.” (P14)

This reveals concerns among participants who experienced

high-impact abuse, with the ease of creating fake accounts

on social platforms and the failure of platforms to signal

to victims information about other accounts controlled by

abusers, particularly among their social networks.

Reporting Abuse to the Platform. Sixty-five survey respon-

dents have reported abuse to the social platform. The ratio

is higher among those who experienced high-impact abuse

(57.89%) than among those who experienced low-impact

abuse (44.44%). However, 51 respondents did not report abuse,

either because of the low severity of the abuse (20), being

used to the abuse (15), not being aware that it is possible to

report abuse (9), or inability to do it anonymously (7). Victims

may prefer anonymous reporting to avoid perceived escalation

with the abuser, which may result in further abuse. However,

respondent SP24 also raised concerns about the double-edged

sword of reporting abuse, “you think twice about reporting an

account because there is a chance you might also get banned

for not responding in a correct way”. Platform support may

help victims avoid responding in kind to abuse.

In the interview, all participants acknowledged that reporting

abusers is important. For instance, participant P14, whose

experience with threats and stalking on Instagram had the

maximum impact of 5, does it “to help protect others from

experiencing similar threats or harassment”. However, only a

few interview participants reported the abuse they discussed, to

the social platform. This is notably the case for online gamers

who often refrain from reporting abuse since they consider it

to be typical or acceptable banter [69]. We note that none of

the gamers who reported the abuse received a response from

the gaming platform. This was also the case for several abuse

reports on other social platforms, for instance, for participant

P2, who experienced harassment of impact 4 in Discord, “they

said they would look into it, but I didn’t hear anything further

after that” (P2). Other participants often did not report the

abuse because of a history of frustrating experiences with the

reporting process. This is consistent with previous findings of

the reporting process being inefficient [41], [70], and reporting

tools fail to account for individual experiences [22]. Several

participants believe this is because platforms are overwhelmed

by the large volume of received reports, e.g., “social platforms

receive millions of these requests, they cannot act on them in

a timely manner” (SP24). This suggests the need for changes

to the design of abuse reporting systems, to ensure that social

platforms have the resources to process abuse reports.

Changing Privacy Settings. Thirty survey respondents have

changed their privacy settings following the abuse. A higher

percentage of high-abuse impact victims change privacy set-

tings (36.84% = 7/19) than low-impact abuse victims (17.28%

= 14/81). Similarly, most of the interview participants have

changed their privacy settings following the abuse. Kekul-

luoglu et al. [71] found that Twitter users tend to opt for

protected settings to maintain personal content privacy and

avoid interactions with strangers and harassment. However,

not all social platforms allow such modifications. For instance,
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interview participant P6, who experienced high-impact dis-

crimination and hate speech in Slack, was unable to modify

privacy settings, since ‘there is no public and private concept

in Slack”. Changing privacy settings is also not a universal

solution to abuse: participant P13, who was harassed in online

games, pointed out that “even if your account is set to

private, people can still send you abusive messages”. Making

accounts private cannot stop abuse from existing contacts, who

can continue to access the user’s account information and

communication channels.
Seeking Outside Support. Nineteen survey respondents

coped with the abuse by seeking outside support. Significantly

more victims of high-impact abuse (47.36% = 9/19) sought

support than low-impact abuse victims (3.70% = 3/81). Some

of the interview participants who experienced high-impact

abuse relied on their friends and family or sought professional

help. For instance, participant P14, who experienced threats

and stalking of impact 5, reached out to friends and family,

“I informed both my mom and dad about the situation, and

as a safety measure, I stayed at a friend’s house for a few

days”. Participant P2, who experienced harassment of impact

4, observed that involving third parties can also complicate the

issue, “the friend ended up getting into an argument with the

harasser as well [..] it ultimately didn’t do anything to resolve

the situation”. Other interview participants chose not to share

information about the abuse with others. Reasons to not share

include being used to the abuse, feeling embarrassed about

being a victim, and not knowing how to discuss the abuse.

In particular, participant P4 who experienced harassment of

impact 4 perceives a lack of understanding stemming from

generational differences, e.g., “I feel the older generation

may not fully understand the complexities of such incidents

happening on social media [..] they might have advised me to

stop using social media” (P4).
Stopping Platform Use. In contrast to P4’s unwillingness to

stop using social platforms despite experiencing high-impact

abuse, 28 survey respondents stopped using platforms where

they experienced abuse. Again, a substantially higher percent-

age of victims of high-impact abuse stop using the platforms

(57.89% = 11/19) when compared to low-impact victims

(9.87% = 8/81). Several interview participants reveal that they

stopped using the platforms either for a limited interval (weeks

to years) or permanently, which is the case for participant P13

who no longer uses Twitter/X after experiencing harassment. A

few interview participants deactivated or closed their accounts.

This is the case of participant P11, who experienced threats

and stalking of impact 5 across Instagram, WhatsApp, and

Snapchat. While this action was a direct result of the abuse

experienced, P11 only deactivated the Instagram account,

“I deactivated my Instagram account due to the

ease of creating new accounts and the prevalence

of impersonation. This eliminated one of the ways

the abuser could communicate with me or see

my activities. I kept my Snapchat and WhatsApp

accounts active because they offer relatively more

secure features.” (P11)

Thus, the inability to address abuse using the functionality

provided by Instagram is perceived to be related to the ease

for abusers to create new accounts. Unlike Instagram, What-

sApp requires a phone number to create an account, while

Snapchat’s Snap Score feature adds a layer of verification by

providing insights into a user’s activities.

C. Preferences for Platform Responses to Abuse

Figure 3(b) shows the preferences of 116 survey participants

who reported being exposed to abuse, about the abuse defenses

that platforms should implement. Chi-square tests reveal no

statistically significant association between preferences and

gender (χ2
= 1.8, p = .63), between preferences and race

and ethnicity (χ2
= 6.9, p = .86), and between preferences

and the impact of abuse experienced (χ2
= 6.4, p = .17).

Removing vs. Labeling Abuse. More survey respondents (51)

prefer that platforms remove abusive content than to label it

(45). While the differences are not statistically significant, we

observe that more respondents who experienced high-impact

abuse (score of 4 or 5) and low-impact abuse (score of 1

or 2) prefer removing to labeling abuse. Removing abuse is

recommended by 52.63% (10/19) of respondents who experi-

enced high-impact abuse and 34.56% (28/81) of respondents

who experienced low-impact, exceeding the 31.57% (6/19) of

high-impact abuse victims and 25.92% (21/81) of low-impact

abuse victims who recommend labeling abuse.

Most interview participants who experienced high-impact

abuse also prefer the removal of abusive content to labeling.

Participant P14, who experienced threats and stalking with the

highest impact (5) on multiple platforms, observes that leaving

the content helps the abuser,

“Even if they label a post as containing false infor-

mation or a potential threat, users can still view the

content. It would be more effective to simply remove

such posts.” (P14)

In previous studies by Im et al. [18], women who experience

higher impact abuse also prefer content removal to labeling

such content. However, most interview participants who ex-

perienced moderate impact abuse prefer labeling instead of

removal, “it is important to maintain a warning system rather

than completely removing flagged content” (P12), and dis-

cussed problems generated by the removal of detected abuse.

For instance, echoing calls for platforms to avoid exclusion

defenses [72], participants mentioned that side-effects of abuse

removal include the perception of censorship:

“When it comes to various topics, including politics,

social platforms can determine who is allowed to

post, leading to the blocking of accounts for reasons

unrelated to actual abuse.” (P10)

Many interview participants prefer that social platforms

automatically detect abuse, which would spare them the effort

to report it and convince the operators that the content is

abusive. For instance, P9, who experienced threats of impact

4 on Facebook, observes that “social network platforms could

employ algorithms or AI to predict and identify users who
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engage in abusive language or hateful behavior and take

appropriate action”. Social platforms can indeed leverage the

extensive literature work on hate speech detection, e.g., [73].

Participant P4, who experienced harassment of impact 4

through Snapchat, mentioned that benefits of automation in-

clude improved reaction times, “posting inappropriate, dis-

turbing content is immediately blocked, and messages are

deleted even before the recipient reads them”. We observe

the perceived benefit of victims not being exposed to abusive

content. Participant P6, who experienced hate speech in Slack,

also mentioned that receiving confirmation is another benefit

for platforms detecting abuse because “sometimes you don’t

know yourself whether you are abused or not”. This suggests

the need for platforms to provide formal confirmation of abuse

to victims.

Participants, however, also discussed challenges in the au-

tomated detection of abuse. Given the evolving nature of

online threats [43], participants raised the issue of incorrect

classification. Incorrect labeling of content can occur due to

the difficulty of defining abuse due to subjective and cultural

differences, e.g., “what might be considered offensive to Nepali

people may not be offensive to Indian people and vice verse”

(P7). This is consistent with the findings of Jhaver et al. [74]

that not all users agree on what constitutes harassment. Par-

ticipant P15, who was harassed on Discord, observes that “if

someone wants to convey a threatening message and knows it

might be flagged, they will use coded language”. This suggests

that false negatives in the classification of abuse occur also

when abusers find ways to circumvent moderation.

Suspending Abusers. The most popular defense, recom-

mended by 78 survey respondents, is suspending abusers from

the platform. Abuser account suspension is recommended by

a higher percentage of respondents who experienced high-

impact abuse (57.89%) and low-impact abuse (61.72%) than

those who recommended removing or labeling abusive content.

Interview participants observe that account suspensions can

discourage would-be offenders. For instance, participant P11,

who experienced stalking and threats of impact 5 on several

platforms, believes that the blocking of abusers by victims is

not sufficient, and social platforms need to get involved,

“I wish social media platforms would actively mon-

itor user accounts and ban those who abuse others.

This would discourage individuals from spreading

hate or engaging in harmful activities.” (P11)

Rather than suspending abusers, participant P12, who expe-

rienced medium-impact harassment on Instagram, suggested

adopting a technique implemented by online games that “have

a symbol or marker on a player’s name to indicate their rude

behavior”. Participant P12 further recommended that labeled

abusers should be restricted to interacting only with other

abusers. However, other participants observed that suspended

(or abuse-labeled) users can easily create new accounts and

continue their abusive behaviors. This is because of the small

amount of data required by some platforms for users to

create accounts, as pointed out by P1, who was harassed and

doxxed on several platforms, “Tumblr only requires an email

confirmation to create an account”. This suggests that the

anonymity provided by social platforms’ failure to detect fake,

sockpuppet accounts, reduces the effectiveness of measures

taken against abusive users.
Consequently, participants like P8, who experienced hate

speech on TikTok, recommend that social platforms generalize

account verification, e.g., “the social network should enforce

users to provide their real information”. This includes plat-

forms providing mechanisms to verify all claims made by

users on their profiles. While some apps like WhatsApp require

a phone number to create an account, platforms like TikTok

or Instagram do not mandate even such data collection at

account creation time. Ironically, Douyin, the TikTok version

developed for domestic consumption in China, requires users

to sign up using their national ID number and a SIM card

registration to that number.
Improving Responses to Abuse Reports. In addition, several

interview participants emphasized the need for platforms to

improve their responses to abuse reports. This is consistent

with recent reports of insufficient abuse reporting processes in

social media [67]. For instance, participant P3, who reported

an impersonator to Facebook, would like to see an improved

attitude toward victims,

“[Social platform operators] shouldn’t act defen-

sively or aggressively towards me. I have noticed

that they don’t believe me even after I have provided

all the necessary information.” (P3)

Participant P9, who received high impact (4) threats on

Facebook, would like to receive an acknowledgment or feed-

back after abuse reports, “I want the social network to ac-

knowledge and investigate it, and take appropriate actions”

(P9), along with reducing response times to abuse reports, e.g.,

“I expect them to respond promptly when I report an issue”

(P9). This suggests that social platforms need to improve both

moderator responses and automated responses to abuse reports,

to provide victims with more feedback during the verification

process. ARI builds on these recommendations to provide

automatic certification of abuse and personalized defenses that

support victims in their handling of the abusers and preventing

future abuse.

D. Perceptions of Privacy and Anonymity

Interview participants reveal a complex interplay of the

privacy and anonymity features provided by social platforms.

In many instances of abuse discussed during interviews, the

participants were personally acquainted with their abusers,

who included friends and colleagues. When not having access

to information about the abuser, participants, however, reported

increased anxiety due to unpredictability. For instance, partic-

ipant P8 who experienced hate speech in TikTok:

“I visited the abuser page, but there was no content,

and there was no profile picture either. It was a face-

less abuser, and that made me feel very unsettled,

paranoid and anxious because it could have been

anyone, they could be someone I know.” (P8)
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This suggests that not knowing the identity of the abuser

amplifies the impact of the abuse, e.g., making some victims

experience generalized distrust toward their entire social circle.

We observe that some participants also use the social platform

to collect information about the abuser. For instance, P14

monitored the abuser’s activities, e.g., “there were moments

when I would unblock [the abuser account] just to check if

it was still active on the platform”. Participants also use the

social platform to collect evidence of abuse, a vital process for

users to prove that they have been victims of abuse. However,

privacy and security features of some platforms prevented

several interview participants from collecting evidence:

“I wasn’t able to capture a screenshot because

of Snapchat’s disappearing message feature. Also,

before I could take a screenshot, [the abuser] had

already blocked me and vanished from my list.” (P4).

This reveals that some abusers have adopted behaviors

to evade retribution for their actions, including leveraging

platform features and evolving hit-and-run strategies. An

abuser blocking a victim on Snapchat ensures that the victim

will no longer be able to access the profile or history of

messages received from the abuser. This suggests that even

highly educated victims need support from social platforms to

preserve and collect evidence about the abuse.

When interview participants use social platforms to connect

with high-value contacts, they typically open accounts using

their real identity in order to establish trust with the contacts.

When using platforms to connect with weak-tie contacts [68],

participants tend to prefer pseudonyms or nicknames instead

of real names. For instance, all the interview participants who

play online games use pseudonymous accounts on gaming

platforms. For participant P12, who is an online gamer who

has experienced no abuse on gaming platforms, one reason for

this is the perceived toxicity of gaming platform interactions

and the associated risks of revealing their identity, e.g.,

“I prefer to prevent other players from tracking my

profile or trying to contact me outside of the game.

I want to ensure that the interactions stay within the

confines of the game.” (P12)

The anonymity provided by nicknames is also used by par-

ticipants in other social platforms to sandbox their activities

to certain accounts. Participant P9 who learned from high-

impact threats experienced on Facebook, explained that “it’s

important not to use real names when creating online profiles

because it makes it easier for others to identify you”. We

observe, therefore, that anonymity is a double-edged sword

that absolves abusers of accountability for their actions but

can also protect skilled users from abuse.

V. VICTIM-CENTRIC ABUSE DEFENSES

A. Summary of Study Findings

Several social platforms emerge to be more conducive

toward abuse. They include Snapchat, with its message dis-

appearance feature, and platforms like Instagram and What-

sApp, perhaps due to their popularity. While some participants

master the diverse arsenal provided by social platforms to

defend against abuse, some abusers also skillfully leverage the

anonymity provided by most platforms to avoid punishment

and amplify victim anxiety. Participants also revealed forms

of abuse cross-pollination on multiple social platforms, where

abusers leverage the range of existing platforms to both collect

background information about non-anonymous victims and

amplify their abuse by directing their attacks from multiple

sources, particularly after being blocked by victims.

Previous work has shown that women and minority groups

are more vulnerable than men to online harassment [17]–

[20]. Our survey paints a more complex picture. First, we

find that Asian, Black, and Hispanic non-White respondents

experienced significantly higher impact abuse than White and

Hispanic White respondents. However, we found no statis-

tically significant correlation between participant race and

ethnicity and the choice of defenses. In addition, while a higher

percentage of women experienced hate speech than men, a

higher percentage of men reported exposure to blackmail,

threats, and doxxing abuse than women. However, women ex-

perienced abuse with a statistically significantly higher impact

than men. Gender also has a significant association with survey

respondent choices of protective measures following abuse,

where a significantly higher percentage of women change what

they post, unfollow abusers, and report abusers. Differences

in the impact of abuse experienced based on participant

background and the different types of abuse prevalent on

the diverse platforms available suggest the need for more

personalized defenses.

Our study provides complementary evidence to existing

literature knowledge that many users are skeptical about the

fairness of resolutions following online abuse reports [34],

[37], [52], [53]. In particular, a majority of the survey respon-

dents who did not report abuse were either being used to the

abuse or were not aware that it was possible to report it. In-

terview participants recommend that social platforms provide

timely responses to their abuse reports and provide evidence

of incorporating their feedback into platform operations. This

suggests the need for social platforms to initiate personalized

defenses and interventions when users report abuse.

In addition, participant discontent with platform abuse re-

sponses sometimes stems from inconsistencies between the

defenses implemented by different platforms. Some partic-

ipants describe suggestions for platforms where they expe-

rienced abuse by drawing parallels to features available in

other platforms where perhaps they experienced less abuse.

This suggests the need for more consistent features offered

by different platforms. This is not uncommon. For instance,

some of X’s recent changes were adopted by other platforms,

e.g., Meta adopting paid account verification in Facebook and

Instagram [55], and Reddit charging for API accesses [75].

Study participants revealed a subtle and conflicting interplay

between privacy, anonymity, and attribution of abuse on social

platforms. While most study participants changed their privacy

settings following abuse, they also revealed that doing so does

not protect them from all types of abuse. This is because users
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with private accounts continue to be vulnerable to abuse from

their existing social contacts, who can still access their profiles,

posts, and direct communication channels. In addition, while

anonymity helps users protect their identity from weak tie

contacts and sandbox their activities on different accounts or

platforms, it also amplifies the impact of abuse experienced

by non-anonymous users. This suggests the need to re-design

social platform collection and use of user-identifying infor-

mation, to simultaneously enable well-behaved pseudonymous

interactions and provide vital defenses to abuse victims.

B. Abuse Defense Design Implications

We build on the above findings, viewed through the lens of

constraints experienced by social platform operators, to intro-

duce several design requirements for abuse response systems:

• Unified, transparent abuse responses. Social platforms

should provide consistent processes for users to report

abuse and to process and respond to abuse reports. The

verification process needs to be transparent for the user

reporting the abuse.

• Document abuse. Platforms should provide mechanisms

for victims to capture, persist, and later retrieve evidence

of abusive interactions.

• Alternatives to permanent suspensions. Social plat-

forms should provide alternatives to suspensions that

disincentivize abuse.

• Prevent abuse of abuse-reporting systems. Malicious

users should find it difficult to abuse platform abuse-

reporting systems, e.g., through denial of service attacks

that seek to cripple platform responses to legitimate

reports, or by framing and victimizing other users.

• Sustainable abuse defenses. The processes to identify

and respond to abuse should not place undue burden on

platform operators.

C. Blueprint for Abuse Responses and Interventions

We build on these requirements to introduce ARI, a

blueprint for social platforms to provide a unified, personalized

defense interface to abuse victims.

Abuse Reports. Users who report abuse need to reference

the specific abusive posts. However, abusive posts may be

removed, e.g., by abusers who seek to erase evidence. To

satisfy the abuse documentation requirement, ARI-compliant

platforms preserve posts for a set interval, e.g., 6 months, after

being erased. Erased posts are no longer directly accessible to

users unless they reference them in abuse reports.

In order to sustainably validate abuse reports, ARI builds

on two insights. First, the cost of defenses should be covered

by abusers. Second, social platform users can help validate

reported abuse. We detail these next.

Abusers Cover Defense Costs. To discourage abusive re-

porting behaviors, ARI-compliant platforms can impose a fee

to be paid by the user reporting the abuse. Exemptions may

be provided to special status users, e.g., minors, who have a

clean record of using the reporting system. To avoid imposing

additional financial burden on disadvantaged victims, the fee

can be kept in escrow during the verification process. If the

reported abuse is validated (see next paragraph), the fee is re-

funded to the victim; the platform can then charge the penalty

fee to the abuser. The collected fees, which may be paid

through online currencies like Facebook’s Viewpoints [76],

can be shared by the platform with the reporting abuse

victims [18]. Payments may be applied on a per-abuse instance

and per-victim basis and may increase with repeat offenses.

This approach charges the funds required for the verification

process either to abusive reporters or to verified abusers. ARI-

compliant platforms can prevent abusers from using their

accounts until they provide the payment. This enables the

collection of additional abuser PII, which can be used to

identify and link pseudonymous accounts to known abusers.

Crowdsourcing Abuse Verification. The platform can use

parts of the collected fee to fund the abuse verification process.

To reduce the burden of the abuse report verification process,

and address issues raised in existing literature [34], [37], [52],

[53] (see § II), ARI-compliant platforms can crowdsource

the process to other platform users. More specifically, each

abuse report is anonymized and presented to k verifiers. Each

verifier decides whether the report contains abuse and scores

its perceived impact. The platform aggregates responses, e.g.,

majority voting or weighted sum.

Abuse Certification. Most interview participants believe it is

important to receive an acknowledgment from the platform

upon reporting abuse. To achieve this, when a user reports

abuse, an ARI-compliant platform should ensure the existence

of at least one post documenting the abuse. The platform issues

the reporting user with a signed acknowledgement of receiving

the abuse report. The acknowledgment needs to include a

cryptographic hash of the report and a timestamp of receipt.

After the above abuse verification process, if the reported

abuse is validated, the platform issues the victim with a signed

abuse certificate that includes the type of abuse, a description

of the abuse, and the time when it took place.

VI. CONCLUSIONS

Through a survey and semi-structured interviews, we stud-

ied the abuse experienced by young, educated minority users

on social platforms, their proactive and reactive use of platform

affordances to self-protect, and their perceptions of platform

defenses. The work reveals the complex interplay of privacy,

anonymity, and abuse attribution issues underlying the design

of abuse defense systems. We have built on study findings to

propose design goals for abuse defense systems, and to intro-

duce ARI, a blueprint for a defense approach that encourages

collaboration between platforms and abuse victims.
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[43] A. Arango, J. Pérez, and B. Poblete, “Hate Speech Detection is Not

as Easy as You May Think: A Closer Look at Model Validation,” in
Proceedings of the 42nd international acm sigir conference on research

and development in information retrieval, 2019, pp. 45–54.
[44] Z. Zhang, D. Robinson, and J. Tepper, “Detecting Hate Speech on

Twitter Using a Convolution-GRU Based Deep Neural Network,” in The

Semantic Web: 15th International Conference, ESWC 2018, Heraklion,

Crete, Greece, June 3–7, 2018, Proceedings 15. Springer, 2018, pp.
745–760.

[45] A. C. Mazari, N. Boudoukhani, and A. Djeffal, “BERT-based ensemble
learning for multi-aspect hate speech detection,” Cluster Computing, pp.
1–15, 2023.

[46] K. Paul and S. Dang, “Twitter leans on automation to moderate content
as harmful speech surges,” Reuters, https://www.reuters.com/technolo
gy/twitter-exec-says-moving-fast-moderation-harmful-content-surges-2
022-12-03/, 2019.

[47] J. Bandy, “Problematic Machine Behavior: A Systematic Literature
Review of Algorithm Audits,” Proceedings of the ACM on Human-

Computer Interaction, vol. 5, no. CSCW1, pp. 1–34, 2021.
[48] A. Balayn, J. Yang, Z. Szlavik, and A. Bozzon, “Automatic Identification

of Harmful, Aggressive, Abusive, and Offensive Language on the Web:
A Survey of Technical Biases Informed by Psychology Literature,” ACM

Transactions on Social Computing, vol. 4, no. 3, 2021.
[49] A. V. Vu, A. Hutchings, and R. Anderson, “No Easy Way Out: The

Effectiveness of Deplatforming an Extremist Forum to Suppress Hate
and Harassment,” in IEEE Symposium on Security and Privacy, 2024.

[50] E. M. Redmiles, J. Bodford, and L. Blackwell, ““I Just Want to Feel
Safe”: A Diary Study of Safety Perceptions on Social Media,” in
Proceedings of the International AAAI Conference on Web and Social

Media, vol. 13, 2019, pp. 405–416.
[51] S. Schoenebeck, O. L. Haimson, and L. Nakamura, “Drawing from

justice theories to support targets of online harassment,” new media &

society, vol. 23, no. 5, pp. 1278–1300, 2021.
[52] N. Sambasivan, A. Batool, N. Ahmed, T. Matthews, K. Thomas, L. S.

Gaytán-Lugo, D. Nemer, E. Bursztein, E. Churchill, and S. Consolvo,
““They Don’t Leave Us Alone Anywhere We Go” Gender and Digital
Abuse in South Asia,” in proceedings of the 2019 CHI Conference on

Human Factors in Computing Systems, 2019, pp. 1–14.
[53] J. Wolak and D. Finkelhor, “Sextortion: Findings from a survey of 1,631

victims,” 2016.
[54] S. Ahmed, “Complaint!” in Complaint! Duke University Press, 2021.
[55] J. Rudnitsky, “Meta Asks Users to Pay for Verification Following Twitter

Move,” Bloomberg, https://www.bloomberg.com/news/articles/2023-0
2-20/meta-asks-users-to-pay-for-verification-following-twitter-move,
2023.

[56] J. D. Rubin, L. Blackwell, and T. D. Conley, “Fragile Masculinity: Men,
Gender, and Online Harassment,” in Proceedings of the CHI conference

on human factors in computing systems, 2020, pp. 1–14.
[57] M. Katsaros, J. Kim, and T. Tyler, “Online Content Moderation:

Does Justice Need a Human Face?” International Journal of Human–

Computer Interaction, vol. 40, no. 1, pp. 66–77, 2024.

[58] S. Xiao, C. Cheshire, and N. Salehi, “Sensemaking, Support, Safety, Ret-
ribution, Transformation: A Restorative Justice Approach to Understand-
ing Adolescents’ Needs for Addressing Online Harm,” in Proceedings

of the 2022 CHI Conference on Human Factors in Computing Systems,
2022, pp. 1–15.

[59] M. Wei, S. Consolvo, P. G. Kelley, T. Kohno, F. Roesner, and K. Thomas,
““There’s so much responsibility on users right now:” Expert Advice for
Staying Safer From Hate and Harassment,” in Proceedings of the 2023

CHI Conference on Human Factors in Computing Systems, 2023, pp.
1–17.

[60] H. Kim, J. Lee, J.-W. Jang, and J. Kim, “ReSPect: Enabling Active and
Scalable Responses to Networked Online Harassment,” Proceedings of

the ACM on Human-Computer Interaction, vol. 8, no. CSCW1, 2024.
[61] “SciPy Statistical Functions,” https://docs.scipy.org/doc/scipy/reference

/stats.html, 2024.
[62] G. Guest, K. M. MacQueen, and E. E. Namey, Applied Thematic

Analysis. sage publications, 2011.
[63] ——, “Introduction to Applied Thematic Analysis,” Applied thematic

analysis, vol. 3, no. 20, pp. 1–21, 2012.
[64] Anti-Defamation League, “Online Hate and Harassment: The American

Experience 2022,” https://www.adl.org/resources/report/online-hate-and
-harassment-american-experience-2022, 2022.

[65] Anti-Defamation League (2021), “Hate is No Game: Harassment and
Positive Social Experiences in Online Games 2021,” https://www.adl.or
g/resources/report/hate-no-game-harassment-and-positive-social-exper
iences-online-games-2021#executive-summary, 2021.

[66] C. F. Scott, G. Marcu, R. E. Anderson, M. W. Newman, and
S. Schoenebeck, “Trauma-Informed Social Media: Towards Solutions
for Reducing and Healing Online Harm,” in Proceedings of the 2023

CHI Conference on Human Factors in Computing Systems, 2023, pp.
1–20.

[67] A. Arunasalam, H. Farrukh, E. Tekcan, and Z. B. Celik, “Understanding
the Security and Privacy Implications of Online Toxic Content
on Refugees,” in 33rd USENIX Security Symposium (USENIX

Security 24). USENIX Association, 2024. [Online]. Available: https:
//www.usenix.org/conference/usenixsecurity24/presentation/arunasalam

[68] M. Granovetter, “The Strength of Weak Ties: A Network Theory
Revisited,” Sociological theory, pp. 201–233, 1983.

[69] N. A. Beres, J. Frommel, E. Reid, R. L. Mandryk, and M. Klarkowski,
“Don’t You Know That You’re Toxic: Normalization of Toxicity in
Online Gaming,” in Proceedings of the 2021 CHI conference on human

factors in computing systems, 2021, pp. 1–15.
[70] A. Ashraf, Taha, N. ul Habib Bajwa, C. J. König, M. Javed, and

M. Mustafa, ““Stalking is immoral but not illegal”: Understanding Se-
curity, Cyber Crimes and Threats in Pakistan,” in Nineteenth Symposium

on Usable Privacy and Security (SOUPS 2023), 2023, pp. 37–56.
[71] D. Kekulluoglu, K. Vaniea, and W. Magdy, “Understanding Privacy

Switching Behaviour on Twitter,” in Proceedings of the 2022 CHI

Conference on Human Factors in Computing Systems, 2022, pp. 1–14.
[72] R. Recabarren, B. Carbunar, N. Hernandez, and A. A. Shafin, “Strategies

and Vulnerabilities of Participants in Venezuelan Information Opera-
tions,” in Proceedings of the 32nd Usenix Security Symposium, 2023.

[73] T. Davidson, D. Warmsley, M. Macy, and I. Weber, “Automated Hate
Speech Detection and the Problem of Offensive Language,” in Proceed-

ings of the international AAAI conference on web and social media,
vol. 11, no. 1, 2017, pp. 512–515.

[74] S. Jhaver, S. Ghoshal, A. Bruckman, and E. Gilbert, “Online Harassment
and Content Moderation: The Case of Blocklists,” ACM Transactions on

Computer-Human Interaction (TOCHI), vol. 25, no. 2, pp. 1–33, 2018.
[75] B. Lutkevich, “Reddit pricing: API charge explained,” TechTarget, https:

//www.techtarget.com/whatis/feature/Reddit-pricing-API-charge-expla
ined, 2023.

[76] “Introducing Facebook Viewpoints,” https://about.fb.com/news/2019/1
1/introducing-facebook-viewpoints/, 2019.

APPENDIX

A. Survey Questions

1) Social Media Engagement Overview:

S-1. Do you use social networks or communication apps?

S-2. Which social platforms do you use?

S-3. What are your top three most used social platforms?
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S-4. What other social platforms do you use on your devices?

2) Abuse Exposure:

S-5. Abuse messages include messages that are inappropriate,

offensive, or insulting. Inappropriate: Not suitable or

proper within the context or setting in which it occurs.

Offensive: Causing someone to feel hurt, upset, or angry

through derogatory or demeaning content. Insulting: Ex-

pressing disrespect or contempt, often in a way that is

scathingly hurtful. Do you recall receiving an inappropri-

ate offensive or insulting message on a social platform?

(b) On what social platform did you receive the most

inappropriate offensive or insulting messages?

S-6. Threats are declarations of the intention to cause harm or

adversity to someone in retribution for something done or

not done. Has anyone ever threatened you or your family

through social networks or communication apps?

S-7. Doxxing is the act of publicly revealing previously private

personal information about an individual without their

consent, often with malicious intent. Has anyone ever

doxxed your private media (e.g., images, videos, or text)

through social networks or communication apps?

S-8. Blackmail is the action of demanding payment or an-

other benefit from someone by threatening to reveal

compromising or damaging information about them. Has

anyone ever blackmailed you on a social network or

communication app?

S-9. Harassment involves creating an intimidating, hostile,

or offensive environment through unwelcome and unin-

vited comments. Have you ever experienced any kind

of harassment through your social network accounts or

communication apps?

S-10. Hate speech is any form of communication that dispar-

ages a person or a group based on characteristics that

include race, color, ethnicity, gender, sexual orientation,

nationality, or religion. Have you ever felt discriminated

against on social platforms? For instance, because of your

race, gender, sexuality, age, or hobbies.

3) Abuse Impact and Response: . The following questions

are asked after each of the above questions that was answered

in the affirmative.

S-11. On a scale of 1-5, how much did this abuse negatively

impact you?

S-12. Which defenses did you implement against the abuse? (a)

Blocking, (b) Changing privacy settings, (c) Changing

what you post, (d) Muting, (e) Unfollowing, (f) Other

(Please provide details)

S-13. What changes would you like to be implemented by

social platforms to reduce such abuse? (a) Identification

and removal of offensive messages, (b) Identification and

warning labels on offensive messages, (c) Banning of

repeat offenders from the network, (d) Other (Please

provide details)

4) Demographic Information:

S-14. With which racial and ethnic group(s) do you identify?

S-15. How do you describe your gender identity?

S-16. How old are you?

5) Additional Information:

S-17 We plan to conduct follow-up interviews with persons

interested in providing additional information. If you

want to participate in a follow-up interview, please enter

your email address below.

B. Interview Guide

1) Abuse Impact and Responses: .

I-1. Do you remember experiencing abuse in any social

platform, that had a significant impact on your life? (a)

Are you comfortable discussing such an incident?

I-2. [Only if answers to I-1 were both affirmative] Can you

tell me about the incident, including the context and the

social platform where it occurred?

I-3. Did you know the abuser? (a) Can you tell me about your

relationship?

I-4. Do you know how the abuser obtained your personal

information?

I-5. What was the impact of the incident on your life?

I-6. Did you report the incident or the abuser to the social

network?

I-7. Did the abuser attempt to contact or pursue you AGAIN

at a later time? How did you respond?

I-8. Did you take any steps to protect against this type of

abuse following the incident?

I-9. Were any of these actions effective for you? Why do you

think this is the case?

I-10. Looking back at this event, is there anything that you

would like to have done differently?

I-11. Did you seek support from anyone during the period of

abuse? If so, (a) Who did you reach out to? (b) Did it

help?

2) Perceptions of Social Platforms: .

I-12. Do you think that the social network has done enough

to prevent this abuse? (a) What do you think they could

have done better?

I-13. What kind of support would you like to have had to better

handle this abuse incident?

I-14. Did the social network provide enough support for you to

cope with this abuse once it happened? If yes, (a) What

kind of support did it provide? If not, (b) How do you

feel about this lack of support?

I-15. Do you feel that the social network provides enough tools

for you to protect yourself from further abuse?

I-16. Is there anything that social networks could do better?

If you were working for the social platform, what would

you change in their abuse response policies and tools?
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