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ABSTRACT

The escalating information technology (IT) loads in modern
data centers (DCs) present formidable challenges for traditional
room-conditioning systems. The heat dissipated from IT
equipment has witnessed a significant surge due to the rapid
development of data processing, retrieval, and storage, driven by
changing technology trends and the growing demand for online
services. This evolving landscape poses a substantial burden on
air-cooling systems, pushing them to their limits, especially with
the prevailing trend of rising power densities in microprocessors
and the emergence of hot spots. Amidst these challenges, single-
phase cold plate cooling is gaining traction as IT power densities
experience a dramatic climb. However, the widespread adoption
of this cooling method faces impediments such as the limited
availability of chilled water supplies, constrained air
distribution pathways, and the absence of elevated floors in
many older DCs. In response to these limitations, liquid-to-air
(L2A) cooling distribution units (CDUs) have emerged as an
alternative method. By incorporating hybrid air and liquid
cooling technologies, the industry aims to achieve precise, on-
demand cooling through the utilization of various techniques. In
the realm of hybrid cooling systems that integrate both air and
liquid cooling technologies, a partial failure of the Computer
Room Air Handlers (CRAH) introduces unique challenges. Such
a failure has the potential to disrupt the delicate balance between
air and liquid cooling components, leading to uneven heat
dissipation. Moreover, the interdependence of liquid and air

cooling in hybrid systems means that even a partial failure can
trigger a domino effect, reducing the overall cooling efficiency
of the system. This comprehensive study delves into the
implications of partial failure in the CRAH unit within the high-
power density racks of a hybrid-cooled DC. The investigation
explores how this partial failure impacts various critical
parameters, including cooling capacity (CC), supply air
temperature (SAT), air flow rate, supply fluid temperature (SFT),
and thermal testing vehicle (TTV) heater case temperatures. For
the purposes of this study, two L2A in-row CDUs were utilized,
with a combined total heat load of 129 kW supplied to three
racks. The experimental setup is meticulously equipped with the
necessary instruments for monitoring and assessing tests on both
the liquid coolant and air sides. By addressing these issues, the
research contributes valuable insights to the ongoing efforts to
optimize data center cooling solutions in the face of evolving IT
demands and technological advancements.

Keywords: Data center, High heat density rack, liquid
cooling, Liquid-to-air heat exchanger, Cold plate, CRAH.

NOMENCLATURE
q Heat flow rate
m Mass flow rate
(O Specific heat
T Temperature
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Abbreviations

CDU Coolant distribution unit
HX Heat exchanger

TTV Thermal test vehicle

DC Data center

CRAH Computer room air handler
CC Cooling capacity

SAT Supply air temperature
SFT Supply fluid temperature
RFT Return fluid temperature
RAT Return air temperature
ATD Approach temperature difference

1. INTRODUCTION

Modern technological advances, as well as high demand for
digital services, have resulted in a tremendous increase in the
storage, processing, and management of cloud computing and
datasets in data centers. To keep these data centers operating at
peak efficiency, appropriate thermal management is essential to
keep them within specified temperature ranges. Conventional
data centers generally use air-cooled systems for cooling, with
two popular configurations for cooling IT devices. In the first
arrangement, computer room air conditioner (CRAC) or
computer air handler (CRAH) units are installed around the
perimeter of a raised platform and supply air via an underfloor
plenum. This air then travels via perforated tiles before reaching
the IT devices. Alternatively, the second arrangement uses a non-
raised floor structure with cold air delivered via peripheral units
or through the ceiling [1].
The drawbacks of traditional air-cooling techniques originate
from the intrinsic limits of air's thermal characteristics [2], [3],
[4], leading to ineffective convective heat transfer coefficients
and increased energy use at CRAC/CRAH units. The problems
with heat dissipation are further exacerbated by the fact that these
techniques are vulnerable to changes in humidity and air
circulation into the cold aisle. As a result, there has been a
heightened interest in the research field that examines ways to
increase data center cooling efficiency. Liquid cooling
approaches, both direct and indirect, are potential cooling
solutions for high-power density IT [5], [6], [7].
Old data centers typically lack raised floors, have limited access
to chilled water sources, and have confined air distribution paths,
making the deployment of pumped single-phase liquid cooling
systems difficult. As a result, liquid-to-air (L2A) cooling
distribution units (CDUs) of different varieties, such as in-rack,
in-row, rear door, and side car designs [8], [9], [10], [11], have
gained popularity for successfully cooling servers by pumping
liquid coolant within cooling loops above each server.
Gao [12] conducted an extensive computational investigation to
explore the dynamic response of both the water and air sides in
a typical hybrid cooling data center across various CRAC failure
scenarios. In order to overcome the constraints or outright lack
of chilled water supplies, Schmidt [13] placed a L2A heat
exchanger (HX) on the server cabinet's side to mitigate the
impacts of hot air recirculation. This arrangement efficiently
dissipated a 35-kW server heat load while maintaining uniform

flow and temperature levels across all other devices. Manaserh
[14] developed a L2A HX that was intended to be integrated into
the perforated tiles of air-cooled data centers. By using cold air
to remove heat from the fluid used to cool liquid-cooled IT
devices, this creative approach keeps heat from getting into the
data center space. Gao [15] developed a thorough technique for
analyzing and understanding the transient behavior of heat
exchangers (HX) in both cooling and heating applications,
especially when coupled with cooling loops or cold plates.
Furthermore, they developed a unique transient effectiveness
approach for determining the thermal mass of individual
components.

Heydari performed numerous comprehensive investigations
on the application of direct-to-chip liquid cooling technologies
using in-rack and in-row CDUs. These investigations focused on
both the hydraulic and thermal aspects of the cooling system.
Heydari [16] investigated hydraulic transients related to rack-
level flow control valves under varied CDU operation settings,
including constant flow rate, constant differential pressure, and
constant pump speed. The study revealed that maintaining a
constant differential pressure at the CDU level was the most
effective approach, as it provided optimal compatibility with
flow control devices while reducing flow rate fluctuations
throughout the disconnecting of the cooling loop in the rack. In
a separate study [17], Heydari described basic methods for
commissioning CDUs and experimentally assessed the hydraulic
performance of three different CDU designs under a variety of
situations, including steady-state and transient conditions. In
terms of thermal aspects, Heydari [18] used L2L in-rack CDUs
to assess the influence of primary chilled water supply
temperature stability on liquid cooling system stability. The
study's results highlighted how even slight temperature
variations can cause major secondary instability if not addressed
promptly. Another experimental study [19] assessed the
performance of rack-mountable L2A CDUs in a limited air
conditioning setting. With an emphasis on variables like noise
production, temperature, humidity, and air-jet speed, the study
demonstrated how these CDUs affected the room environment.
Later on [20], Heydari conducted an experimental evaluation to
determine the effectiveness of an in-row L2A CDU designed
specifically for high-density racks. Without using setpoints or
control on the secondary loop temperature, the study looked at a
range of supply air temperatures (SATs) and thermal loads. The
findings showed that the supply fluid temperature (SFT) was
considerably affected by both fan speed and thermal load.
Notably, at a 50% heat load, the percentage of fan speed varied
across different SATs. In a recent comprehensive analysis of
direct-to-chip liquid cooling, Heydari [21] showed how liquid
cooling technology can be used to achieve a remarkable 52 kW
per rack by using L2A CDUs. The investigation also examined
the CDU's cooling capability and the heat HX’s effectiveness.
This comprehensive study focuses on the consequences of a
partial failure of the CRAH units within high-power density
racks in a hybrid-cooled data center. In this study, two L2A
CDUs were tested with a combined heat load of 129 kW. The
research looks at how this partial failure affects important
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variables, including cooling capacity (CC), supply air
temperature (SAT), air flow rate, supply fluid temperature (SFT),
and TTV heater case temperatures. The study adds important
insights to the ongoing efforts to improve data center cooling
systems in the face of changing IT needs and advances in
technology.

2. EXPERIMENTAL SETUP

A fully instrumented experimental setup is used to
investigate the effect of a partial failure in the CRAH unit on the
system’s cooling performance. The setup is located in the
Energy-Smart Electronics System (ES2) data center at the State
University of New York in Binghamton. The test setup used in
this study, as shown in Fig. 1 (a), consists of three racks with five
TTVs per rack housed in a 3U chassis. Every rack is linked to a
rack manifold with a rectangular cross-section that has two ports
at the bottom and air vents on top. Stainless steel quick
disconnects are used to connect the ports to the row manifold.
Quick disconnects are used to connect pipe branches from the
rack manifold to the TTV cooling loops. In addition, two in-row
L2A CDUs of the same model are attached to the row manifold
to provide coolant to the racks. The CDU contains two fans and
two pumps, one of which is a redundant backup pump. providing
a rated cooling capacity of 63 kW and a maximum flow rate of
90 LPM. PG-25 was the working fluid used in the test, which is
a propylene glycol mixture with water. More details about the
experimental setup can be found in [11], [17], [21], [22]. Two
CRAH units are used to thermally regulate the data center, and
they use a variable frequency controller to adjust the flow rate.
Fig. 1 (b) depicts the ES2 DC map view with the liquid-cooled
racks and other aisle arrangements, while Table 1 summarizes
data center specifications.
Fig. 1 (¢) depicts the thermal testing vehicle (TTV) and cooling
loops used in the investigation. A customized TTV with 14
heaters and a power output of 9.2 kW was used to simulate the
thermal properties of heat-producing components. The study
used three different cooling loops, as shown in Fig. 1 (c). TTVs
within the same rack were connected to identical cooling loops.
Specifically, Rack A was associated with cooling loops 1, Rack
B with cooling loops 2, and Rack C with cooling loops 3. Table
2 describes the instrumentation of the experimental setup along
with its accuracy.

Table 1: Data center specifications and operating conditions

Items Description Value
Total area 215.75 m?
Height 4.37m

Room Raised floor height 0.914m
Total number of 63
perforated Tiles

Perforated tile dimensions

(0.61 X 0.61) m

Number of racks

46

Total IT load with L2A
racks

285 kW

Number of CRAHSs

2

SAT

Variable

CRAHs

Nominal cooling capacity

399 kW

CRAH 1 maximum flow
rate

7.79 m3/s

CRAH 2 maximum flow
rate

8.165 m3/s

Table 2: Specifications of experimental apparatus

Items

Specification /Description

Accuracy

Pressure
sensor

Temperature
sensor

Flow sensor

Power supply

KEYENCE GP-MO001T/
MO10T Inlet and outlet of
e CDU
e  Row manifolds
e  Rack manifolds

GP-

+1%

T-Type, Inlet, and outlet of

e Cooling loops

e Heaters
DegreeC / Cambridge AccuSense
ATM2400 airflow temperature
monitor

e Front and back of the

CDU

+0.2°C

Clamp-on micro flow sensor,
Inlet of cooling loops
o FD-X Al

+0.3%

Keysight PS-XHW-200

+0.1%

Copyright © 2024 by ASME

202 19qUIBAON | Z UO Yagieleys Y Peluyy ‘uojweyBuig YI0A MeN JO Aisianun alels Aq Jpd-|LE06€ L-+20230edi-L 008201 00A/006€0Y 2/L00VZ0L L 00A/69Y88/7Z0ZHOV diaIul/Jpd-sBuIpaaooid OV dielul/B10 swse: uoiosjjoofeNBipawsey/:djy Woly papeojumoq



CRAH 1

CRAH 2

Aisle D

al L2A Setup | c1-1 [TIEY et lU a1
a2
oy -2 Hot Alsle b1-
0 I .,

NE
a4

Al-4 1

SLTS

POl A1S T

’ Cold Aisle
Aisle A ! | ! -

Cooling loops

FIGURE 1: The experimental setup used in the study (a) hot
aisle containment side (b) Schematic view of ES2 data center (c)
TTV and cooling loops characterized in the study.

3. EXPERIMENTAL PROCEDURE

To examine the cooling system's performance during partial
failure of CRAH units within high-power density racks in a
hybrid-cooled data center, a specific test under defined
conditions was performed. The test conditions were as follows:
The total heat load was 129 kW supplied to three racks, each
loaded with 5 TTVs. The SAT from CRAHs was maintained at
20 °C with a fixed coolant flow rate of approximately 8 LPM per
cooling loop to ensure that the case temperature remained below
critical thresholds. There is no control on the CDU secondary
SFT side (no available setpoint). Both CRAH units were running
at full speed throughout the test. After reaching steady state at
full power, one of the CRAH units intentionally failed and was
subsequently restarted after the heaters' case temperatures
reached the threshold of 85 °C. This approach aimed at providing
insights into the time necessary to reach critical case
temperatures of IT devices in the event of CRAH unit failure in
data centers, as well as finding preventive strategies to reduce
such occurrences.

4. RESULTS AND DISCUSSION
4.1 System Cooling Performance

An experiment was conducted to evaluate the performance
of the CDU under the partial failure scenario of the CRAH unit.
A steady state was reached at the maximum power of 129 kW
with a fixed fluid flow rate of 120 LPM. Fig. 2 (a) depicts the
performance of both CDUs, including their SFT, RFT, SAT,
RAT, and fan speeds. Under normal operation, with both CRAH
units working, the CDUs were running steadily, and the SFT
from both CDUs was about 40 °C. However, upon the failure of
one CRAH, the SFT increased to 45.2 °C due to two main
reasons: The first reason is an increase in SAT, which is related
to the decreased cooling capacity due to just one CRAH unit
running. As a result, the CDUs receive warmer air, demanding
more cooling effort to maintain the same SFT, even though the
fans are already running at maximum speed. The second reason
is the reduced amount of air being delivered to the cold aisle, as
only one CRAH unit is running. Consequently, less air passes
through the CDUs' heat exchangers, resulting in an increase in
the SFT. Fig. 2 (b) shows cold air temperature readings from
temperature sensors in the cold aisle containment during the test.
It is clear that before the CRAH failure, the typical values were
approximately 21 °C. However, following the failure, the SAT
increased dramatically to 33°C, leaving a 12°C difference
between the maximum and minimum measurements.

110

V4

100

80 - CDU1 Fan speed % CDU2 RAT
€DU2 Fan speed % CDUA SFT

8o r CDU1SAT CDU2 SFT

70 b cDU2 SAT CDU1RFT
CDU1RAT CDU2 RFT

60 [

50

Magnitude

40
30

20

10

Both CRAHs ON
L s

Both CRAHs ON

0

15 30

45

60

75 90 105 120

Time (min)

(2)

135 150 165 180

39
37
35

s1

§5

59

513

S17

S21

§2

S6

S10

S14

S18

s3

s7

s11

S15

S19

S4

S8

512

S16

S20

522

Temperature (° G)

17

15

20

40

60

80 100
Time {(min)

(b)

Copyright © 2024 by ASME

120

140

¥20Z J9qUIBAON |Z UO Yaqieseys "y pewyy ‘uojweybuig suoA maN JO Alisieaun sies Aq ypd LE06E L-7202x0ed-L00eZ0} L 00A/006E07 /L 00YZ0L L 00A/69788/7Z0ZHIV d4alul/jpd-sBulpeaooid/y OV dieiul/Bio awse  uonoa)|oole)iBipaluse//:diy wouy papeojumoq



FIGURE 2: (a) CDU parameters response with respect to time
throughout the experiment. (b) SAT readings from the grid
sensors at different locations in front of the CDU.

Fig. 3 shows the heaters’ case temperatures for one TTV. During
the normal operation of both CRAH units, the maximum case
temperature reached approximately 80 °C. However, following
the failure of one CRAH, the maximum temperature increased to
85 °C due to an increase in the SFT, and it took 15 minutes to
reach the threshold temperature before restarting the second
CRAH unit, and then the temperature returned to 80 °C.
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FIGURE 3: TTV heaters’ case temperature during the test.

4.2 CDU COOLING CAPACITY

The cooling capacity of the CDU can be found either by
summation of the amount of heat picked up by the coolant from
the TTVs or by using the energy equation as in Equation 1.

15

Aepu = ) Qrrvi = MepyCopere (Tepu in — Tepu,ou) (D
i=1

drrv = mTTVCpPGZS(TLiquid, out — TLiquid, in) 2

ATD = SFT - SAT 3)

Where qrpy is the amount of heat picked up by the coolant,
Mmcpy is the coolant mass flow rate that is being supplied to the
cooling loops, and Cp,,.is the coolant specific heat. Fig. 4
shows the relationship between the CDU CC and the approach
temperature difference (ATD). During the partial failure
scenario, the ATD has a more noticeable effect than the CDU
CC. Specifically, the ATD fell by about 3°C for both CDUs,
indicating a 17% reduction. This decrease is due to a
considerable increase in the SAT compared to the SFT.

Meanwhile, the cooling capacity was reduced by 4.8 kW,
representing an 8% decrease. Table 3 presents the recorded
coolant flow rate in addition to the supplied and returned liquid
temperatures. Moreover, it provides the calculated heat picked
up by the fluid from the TTVs for a single rack in both normal
operating and failure scenario.
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FIGURE 4: CDUs cooling capacity with their approach
temperatures.

TABLE 3: Amount of heat removed from the TTVs from one
rack during normal and failure operation of CRAH unit.

Both CRAHSs are ON

TTV # TTVl TTV2 TTV3 TTV4 TTV5
Tin (°C) 40 40.1 40 40.2 40.3
Tout (°C) | 55.2 55.5 55.5 55.3 55.6
Q wpm) 7.9 8 8.1 8.25 8.25
q (kW) 8.05 8.2 8.4 8.3 8.4
One CRAH is ON

TTV # TTV1 TTV2 TTV3 TTV4 TTVS
Tin (°C) 45.4 45.3 45.6 45.3 45
Tout (°C) 60.4 60.3 60 60.2 60.1
Q wrmy 7.86 8.09 8.2 8.2 8.2
q (kW) 7.9 8.1 7.9 8.2 8.3

5. CONCLUSION

As the digital world grows, data centers are renowned
for consuming enormous amounts of energy, resulting in major
environmental impacts. However, liquid cooling technology
provides a viable option to offset this impact by lowering data
center energy usage and carbon footprint. This study investigated
the consequences of a partial failure of the CRAH units within
high-power density racks in a hybrid-cooled data center. In this
study, two in-row L2A CDUs were tested with a combined heat
load of 129 kW distributed to three racks loaded with TTVs. The
research looks at how this partial failure affects important
variables, including CC, SAT, SFT, and TTV heater case
temperatures. The findings reveal a relationship between the
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number of active CRAH units and the SFT. In the case of a
partial failure with only one CRAH unit in operation, the SFT
increased by 5.2 °C due to the reduced cooling capacity of the
CRAH as only one was being operated. As a result, the CDUs
receive warmer air, needing increased cooling efforts to maintain
the same SFT. Furthermore, the reduced airflow to the cold aisle
caused by only one CRAH unit being active contributes to the
SFT increase. The CDU CC was less sensitive to partial failure
than the ATD. This is due to the higher rise in SAT provided by
the CRAH to the CDU HX, which outweighed the change in
SFT. To reduce the impact of CRAH failure in hybrid data
centers, ensure that there are redundant CRAH units and cooling
systems, such as N+1 or 2N redundancy, to take over in the event
of failure. Deploy advanced monitoring systems with predictive
modeling to detect possible failures before they happen, and
develop automatic response procedures to activate backup
cooling systems or adjust workload allocation as soon as a
CRAH failure is detected.
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