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Abstract13

Sequence similarity estimation is essential for many bioinformatics tasks, including functional14

annotation, phylogenetic analysis, and overlap graph construction. Alignment-free methods aim to15

solve large-scale sequence similarity estimation by mapping sequences to more easily comparable16

features that can approximate edit distances e!ciently. Substrings or k-mers, as the dominant17

choice of features, face an unavoidable compromise between sensitivity and specificity when selecting18

the proper k-value. Recently, subsequence-based features have shown improved performance, but19

they are computationally demanding, and determining the ideal subsequence length remains an20

intricate art. In this work, we introduce SubseqSketch, a novel alignment-free scheme that maps a21

sequence to an integer vector, where the entries correspond to dynamic, rather than fixed, lengths of22

random subsequences. The cosine similarity between these vectors exhibits a strong correlation with23

the edit similarity between the original sequences. Through experiments on benchmark datasets,24

we demonstrate that SubseqSketch is both e!cient and e"ective across various alignment-free25

tasks, including nearest neighbor search and phylogenetic clustering. A C++ implementation of26

SubseqSketch is openly available at https://github.com/Shao-Group/SubseqSketch.27
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1 Introduction36

Estimating the similarity between biological sequences is a fundamental task in bioinformatics,37

underpinning a wide range of applications including homology detection, gene annotation, and38

phylogenetic analysis. Traditionally, sequence similarity has been assessed with alignment-39

based methods, which attempt to find an optimal correspondence between characters from40

two or more sequences. While providing the most accurate results, these methods often su!er41

from high computational cost, especially when applied to large and divergent datasets.42

Sketching-based methods have been developed to address this limitation. A sketch43

summarizes a long sequence into a small set of representative fingerprints that can be rapidly44
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compared in place of the original sequences for similarity estimation. Together with its45

variants, the most widely used sketching method is MinHash (MH) [1]. In its simplest form,46

MH utilizes a hash function that maps each k-mer of a sequence to a number and only47

keeps the k-mer with the minimum hash value as the representative of that sequence. It48

is easy to see that the probability for two sequences to be represented by the same k-mer49

is proportional to the Jaccard similarity of the two sequences (viewed as sets of k-mers),50

namely, the number of shared k-mers between the sequences normalized by the total number51

of distinct k-mers among them. Hence, by repeatedly choosing min-k-mers with di!erent52

hash functions and keeping track of the number of occurrences that the picked k-mers match53

between the two sequences, the Jaccard similarity can be estimated. In this process, the54

list of all representative k-mers of a sequence is called the MH sketch of this sequence. Two55

MH sketches are compared by the Hamming similarity – number of identical k-mers at the56

same indices. Order Min Hash (OMH) [19] extends this idea by estimating the weighted57

Jaccard similarity. Instead of picking one representative k-mer at a time, each entry of an58

OMH sketch is generated by picking several k-mers and putting them together following the59

original order in the sequence. OMH has been proved to be a locality-sensitive hashing family60

for the edit distance. A more comprehensive review of sketching algorithms for genomic61

data can be found in [21]. Note that both MH and OMH can be considered substring-based62

sketching methods because they pick substrings as the representatives. They therefore face63

the commonly observed di"culty in choosing a proper k: larger k is desirable to eliminate64

spurious matches but there are very few shared long k-mers even between closely related65

sequences.66

To address this fundamental limitation of k-mers, several recent works [14, 11, 13]67

have advocated for the use of unrestricted subsequences instead. Subsequences relax the68

requirement that matching base pairs must be consecutive, allowing them to naturally tolerate69

gaps in the underlying – often unknown and computationally expensive – true alignment70

between sequences. This enables the identification of longer and hence more reliable matches,71

which in turn enhances the accuracy of downstream tasks. To fully leverage the benefits72

of subsequences, one must overcome a key algorithmic challenge: unlike the linear number73

of k-mers in a sequence, the number of subsequences grows exponentially, making MH-like74

strategies that rely on enumerating all candidates impractical. In this work, we seek to75

exploit structural properties of subsequences to overcome this computational barrier. To this76

end, we develop SubseqSketch, an e"cient sketching method that summarizes long sequences77

into compact, subsequence-based features that are highly correlated with edit similarities.78

Through experiments on typical downstream applications, including nearest neighbor search79

and phylogenetic clustering, we demonstrate that SubseqSketch is both e"cient and e!ective.80

1.1 Related work81

Recently, a sketching method named LexicHash [8] proposes to compare sketches based on82

the length of their common prefixes, rather than relying on fully matched k-mers. This83

has the e!ect of sketching with k-mers for all lengths k up to a predefined maximum value.84

However, LexicHash still su!ers from the common issue of k-mer-based methods, namely,85

a small number of edits can destroy all long k-mer matches between two similar sequences.86

Furthermore, LexicHash is designed for the task of overlap detection, rather than estimating87

the similarity between two sequences. In particular, the authors define the LexicHash88

similarity score between two sequences as the length of the longest matching prefix among89

their sketches. So a score k only indicates that the two sequences share a common k-mer,90

which may be e!ective for detecting overlapping reads, but appears to be insu"cient for edit91
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similarity estimation (see Figure 4). In fact, choosing a proper distance function between92

sketches to facilitate a proper similarity estimation requires careful considerations for any93

sketching method, see Section 2.3 for further discussion.94

To the best of our knowledge, the only existing subsequence-based sketching method is95

Tensor Slide Sketch (TSS) [11]. Instead of picking k-mers from the input sequence, TSS aims96

at producing a sketch by counting all subsequences. Since there is an exponential number of97

them, TSS has to group Subsequences in a smart way to facilitate counting. However, to98

make it e"cient, TSS is restricted to count all short subsequences, which limits its capacity99

in distinguishing similar and dissimilar sequences.100

2 SubseqSketch101

The idea of SubseqSketch is to identify long common subsequences between input sequences102

through random sampling. Computing the sketch of a sequence s can be figuratively thought103

of as answering a survey in which each question asks whether s contains a randomly selected104

sequence as a subsequence. By comparing the answers of two sequences, their similarity105

can be estimated. We note that this idea does not work well with substrings (k-mers):106

As the number of k-mers in a sequence is negligible comparing to the number of length-k107

subsequences, the chance of successfully finding a reasonably sized common substring by108

random sampling is low, even between highly similar sequences. For a concrete example,109

according to Figure 3, if length-100 sequences are taking our survey, we can choose a query110

sequence to have length 25 and expect half of the answers to be “yes”. Furthermore, a111

matching “yes” answer for a pair of sequences suggests a (partial) alignment between them112

that involves at least a quarter of their bases. In contrast, if we were to ask whether a113

query 8-mer is a substring, the vast majority of sequences would answer “no”, resulting in114

a very weak, if functional at all, classifier for distinguishing between similar and dissimilar115

sequences.116

While sampling long subsequences is beneficial for similarity estimation, it becomes117

computationally expensive on long inputs. In the following section, we introduce the118

concept of tokenization to e!ectively generalize the above strategy to genome-scale sequences.119

Combined with the idea of an “enhanced survey”, where binary yes/no questions are upgraded120

to integer-scale queries, we present the full-fledged SubseqSketch as an e!ective and e"cient121

sketching method.122

2.1 Tokenized subsequence123

A sequence x of length kt over an alphabet ! can be viewed as a sequence of k “tokens”124

each of which is a string of length t. We say x is a tokenized subsequence of a length-n125

sequence s if there is a list of indices 1 → i1 < i2 < · · · < ik → n ↑ t + 1 such that the length-t126

substring of s starting at ij matches the j-th token of x. Note that when t = 1, a tokenized127

subsequence is a regular subsequence; it is not necessarily the case when t > 1, as the tokens128

are allowed to overlap, see Figure 1 for an example.129

CTACCCGATTCTAGTAAAA

CT CC GA AT AG TA

s:

x:

Figure 1 An example of tokenized subsequence. The bottom sequence x is tokenized with token
size 2. It is a tokenized subsequence of the top sequence s, on which the corresponding tokens are
underlined. Observe that x is not a regular subsequence of s.

WABI 2025
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2.2 Construction of SubseqSketch130

To construct SubseqSketch for input sequences, we first generate a list L of random sequences131

of length kt each, where k and t are predefined parameters. We call L the list of testing132

subsequences. Two SubseqSketches are comparable only if they were generated with the same133

list L; in this sense, L serves as shared randomness in the sketching process, analogous to the134

shared random ordering of k-mers in MH sketches. Given an input sequence s, SubseqSketch135

takes a testing subsequence in L and determines the maximum number of its prefix length-t136

tokens that form a tokenized subsequence of s. The resulting vector consists of |L| integers,137

one for each testing subsequence. This vector is the sketch of s, denoted as SubseqSketch(s).138

See Figure 2 for an illustration.139

CTACCCGATTCTAGTAAAA

CT CC GA AT AG TA

s:

L:

AC AT AA
GG TA TA GC CG

TG AA AC GC CC CG
GA TC CT GT

CC CG TT
CC

CA AA

6 3 1 0 4
SubseqSketch(s)

Figure 2 An illustration of SubseqSketch construction with t = 2, k = 6, and |L| = 5. For each
testing subsequence in L, its maximum prefix tokens that form a tokenized subsequence of s are
colored. Their matching tokens in s are underlined.

A straightforward linear scan computes the |L| sketch entries in O(|L||s|) time. This140

worst-case time complexity can be improved by preprocessing the input sequence s to build141

an index that facilitates rapid lookup for the occurrence of the next token of a testing142

subsequence. For example, for token size t = 1, we can build an automaton on s in O(|s||!|)143

time and space. In the automaton, each character si stores |!| pointers. The pointer144

corresponds to c ↓ ! points to the next appearance of c after si (or null if no c exists after145

si). Then for a testing subsequence x, we can simply follow the pointers according to the146

characters of x, until either a null pointer is encountered or x is exhausted. This takes O(|x|)147

time for each testing subsequence so the total sketching time is O(|s||!| + |x||L|).148

For larger token size, a similar idea can be applied: we can preprocess s to build a lookup149

table of size |!|t where each entry records the occurring positions of that token on s, either150

in a sorted array or some other data structures that supports quick search. Each testing151

subsequence can then be processed by following this lookup table until all tokens are used or152

the end of a position array is reached. This allows each integer in the sketch to be computed153

in O(k log |s|) time, instead of a O(|s|) linear search. We provide this preprocessing approach154

as an option in our implementation. However, through experiments we found that the linear155

search std::string::find provided in the standard C++ library is almost always faster. The156

overhead of preprocessing may only be justified for a large number of very long testing157

subsequences with a small token size, which is not a recommended setting for our sketching158

algorithm (see Section 2.4).159

2.3 Choice of similarity function160

The SubseqSketch of a sequence s provides a highly informative representation of s. To build161

intuition, consider two sequences s and t. If both sketches show large numbers at the same162

index, then s and t must share a long tokenized subsequence and hence likely similar in163
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terms of the edit distance. Conversely, if one sketch has a large value while the other has a164

small value at the same index, it suggests that the sequences are likely dissimilar.165

As with other sketching methods, a similarity measure over the sketches is required to166

translate the above intuition into a quantitative score that accurately reflects the true simi-167

larity between input sequences. Methods that compare sketches for equality at corresponding168

indices, such as MH and OMH, naturally employ Hamming similarity, which counts the169

number of matching entries between sketches. SubseqSketch, on the other hand, generates170

integer-valued vectors, enabling the use of a wide range of well-established distance/sim-171

ilarity metrics. We empirically evaluate a list of metrics using the data from Section 3.1.172

SubseqSketches are first computed, after which similarities scores are calculated using various173

metrics. The Pearson correlations between these scores and the ground truth edit similarities174

are reported in Table 1.175

Table 1 The Pearson correlations between edit similarities and sketch similarity scores using
various metrics.

Metric Pearson correlation

Canberra 0.920
Bray-Curtis 0.919
Correlation 0.919

Cosine 0.918
Hamming 0.914

Manhattan 0.913
Squared Euclidean 0.901

Jaccard 0.881
Euclidean 0.857
Minkowski 0.809
Chebyshev 0.306

As shown in the table, cosine similarity is among the most e!ective metrics for producing176

estimates that are strongly correlated with the true edit similarity. According to its definition,177

SubseqSketch(a) · SubseqSketch(b)
↔SubseqSketch(a)↔2 ↔SubseqSketch(b)↔2

,178

where · denotes the vector dot product, pairwise cosine similarities between two sketching179

matrices can be computed using a single matrix multiplication (assuming the rows are180

normalized), which is highly optimized in modern hardware and numerical libraries. We181

therefore adopt cosine similarity between SubseqSketches in our implementation for its182

e!ectiveness and computational e"ciency.183

2.4 Choice of parameters184

SubseqSketch has three parameters: the token size t, the number of tokens k in each testing185

subsequence, and the size |L| of the testing list. The parameter |L| controls the size of the186

sketches. In particular, a SubseqSketch takes |L| log k bits space to store. As with other187

sketching methods, increasing the sketch size improves estimation accuracy but comes at the188

cost of greater time and storage requirements. In the experimental sections, we compare the189

sketching methods at the same sketch size.190

WABI 2025
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The parameters t and k are related. In the resulting sketches, each entry is an integer191

between 0 and k. If t is too large (for example, close to the input length n), most entries192

would be 0; on the other hand, if both t and k are small, most entries would max out at k,193

regardless of the input sequence s. Neither case is desirable as the sketches cannot provide a194

strong distinction between similar and dissimilar input sequences. Note that we can always195

choose a large k to ensure that few, if any, sketch entries reach the maximum value. However,196

this increases the sketch file size, as each entry requires log k bits – an ine"cient use of space197

if most entries are significantly smaller than k.198

We now try to derive an optimal choice of k for t = 1. In a recent paper [7], the authors199

motivated their sequence sampling method with an interesting puzzle (paraphrased): is the200

number of DNA 5-mers containing the substring ACGT the same as that for the substring201

AAAA? Astute readers will immediately answer “no” because it is impossible for a 5-mer202

to both start and end with ACGT – taking the union of the two disjoint groups gives the203

correct number – which is not the case for AAAA whose symmetry would cause the same204

strategy to double-count the 5-mer AAAAA.205

As a curious extension, the same question can be asked, replacing substring with sub-206

sequence, namely, we do not require the containment to be consecutive. This seemingly207

more complicated version turns out to have a counterintuitively nicer answer: the number of208

n-mers containing a given k-mer as a subsequence is a function of n and k, independent of209

the choice of the k-mer. Consider a length-k sequence x, we count the number of length-n210

sequences s whose subsequence 1 → i1 < i2 < · · · < ik → n is x. To avoid over-counting,211

we only count s if (i1, . . . , ik) is the first occurrence of x in s. It means the characters in s212

before i1 cannot be x1, leaving them |!| ↑ 1 choices each. The same holds for regions in213

between ij and ij+1, and finally all characters after ik are free to be anything in !. This214

leads to (|!| ↑ 1)ik→k|!|n→ik choices. Note that the expression only depends on ik (i.e., any215

combination of i1, . . . ik→1 yields the same number), so we can group the terms and sum over216

choices of ik to get the answer217

n∑

ik=k

(
ik ↑ 1
k ↑ 1

)
(|!| ↑ 1)ik→k|!|n→ik .218

We emphasize that the calculation is independent of the chosen subsequence. An example is219

shown in Figure 3. We can then use the formula to compute a value of k such that at most a220

small threshold fraction (e.g., 0.01) of the sketch entries reach the maximum value k. In this221

example, k = 36 would su"ce.222

For larger t, the derivation is not as neat. We can view a regular sequence s over the223

alphabet ! as a tokenized sequence over the alphabet !t and apply the above formula. But224

unlike adjacent characters in the original sequence, consecutive tokens with an overlap of225

length t ↑ 1 are not independent, causing the formula to significantly overestimate. Since226

using a small k makes the sketching faster to compute and smaller to store, with an exception227

in Table 3, we fix k = 15 in the following experiments (namely, each entry in the sketch fits228

in 4 bits) and aim to choose t to ensure the sketching entries are neither too small nor maxed229

out. Table 2 provides empirical recommendations for t across common input sizes n.230

Table 2 Empirical recommendations for parameter t .

n 102 103 104 105 106 107 108 109

t 2 6 9 12 15 19 22 25



K. Chen, V. Pattar, and M. Shao XX:7

Figure 3 The fraction of length-100 sequences with |!| = 4 that contain a given subsequence (in
blue) or substring (in orange) as a function of the length of the subsequence/substring. The blue
dots are exact values computed according to the derived formula, they are the same regardless of
the choice of the subsequence. The plots for substrings are empirical estimates; note that these can
vary significantly across di"erent k-mers, as indicated by the orange error bars for k up to 8.

2.5 Sample subsequences from input231

Using randomly generated testing sequences is the best one can do in a data-oblivious232

setting, while better performance can usually be achieved if we can a!ord to adjust the233

sketches according to the input data. One idea to introduce data dependency is to sample234

subsequences from the input to form the testing list. This is particularly suitable when the235

input comprises a small number of sequences – for example, when estimating phylogenetic236

distances among a group of closely related genomes, as shown in Section 3.3. On the other237

hand, if the sketches are used to build an index of a large database of sequences to handle238

queries, it may not be practical to re-sketch the entire database with a new testing list for239

each query. In this situation, we simply use the data-oblivious version with a fixed list of240

randomly generated testing sequences and demonstrate in Sections 3.1 and 3.2 that it already241

achieves good performance.242

3 Experiments243

In this section, we first show a strong correlation between the cosine similarity of SubseqS-244

ketches with the edit similarity between simulated pairs of sequences. Then the sketch quality245

of SubseqSketch is tested on two sequence comparison tasks, the nearest neighbor search and246

phylogeny reconstruction. In each task, we compare SubseqSketch with competing methods247

on both simulated sequences and published benchmark datasets. For a fair comparison, each248

method is set to produce sketches of (roughly) the same size. A grid search is performed for249

each competing method to find the best parameters. Details are reported in each subsection.250

WABI 2025
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3.1 Correlation between sketch similarity and edit similarity251

To directly compare the sketch similarity against the desired but much more expensive to252

compute edit similarity, we generate 100, 000 random DNA sequences of length 1, 000. Each253

sequence is randomly mutated (an insertion, deletion, or substitution) for a random number254

of rounds up to 1, 000 to produce a pairing sequence. For each pair, we compute their exact255

edit similarity, as well as sketch similarities for SubseqSketch, MinHash (MH), Order Min256

Hash (OMH), Tensor Slide Sketch (TSS) and LexicHash (LH). For each sketching method257

the Pearson correlation between the exact edit similarity and the sketch similarity over the258

100,000 pairs of sequences is reported. MH, OMH, and TSS use the implementation of [11].259

LH uses the implementation of [8].260

Figure 4 shows the scatter plots of all the pairs under di!erent sketching methods. The261

horizontal axis marks the normalized edit similarity which is computed as one minus the edit262

distance divided by sequence length. The vertical axis shows the sketch similarities which263

are normalized to the range [0, 1]. Observe that SubseqSketch achieves the best Pearson264

correlation. Both MH and OMH are good estimators for sequences with high edit similarities265

but struggle to distinguish dissimilar sequences with edit similarity between 0.5 and 0.8. The266

TSS and LH similarities show a visually more linear relationship with the edit similarity and267

consequently exhibit higher Pearson correlations than MH and OMH. But they both su!er268

from extremely large variance, especially for dissimilar sequences, which makes it di"cult to269

interpret their estimation in practical applications. SubseqSketch strikes a balance between270

the ability to estimate the full range of edit similarity and the estimation variance.271

As with other sketching methods, the variance of SubseqSketch can be reduced by using272

a larger sketch. For all the experiments, we measure the size of a sketch as the number of273

entries in it (sometimes called its dimension), and all methods are configured to produce274

the same number of entries (except for TSS, which we follow the suggestion in [11] even275

though it produces a larger sketch). However, in real applications, the actual space needed276

to store the sketches is a more relevant measure. Recall that each entry of SubseqSketch277

can be stored in 4 bits (ref. Section 2.4) which is four times smaller than an entry of MH278

(16 bits for k = 8), six times smaller than OMH (24 bits for k = 6 and ω = 2), and eight279

times smaller than TSS and LH (32-bit float/int). Thus, given a fixed amount of disk space,280

SubseqSketch can utilize more testing subsequences than the number of k-mers MH or OMH281

can select, thereby achieving a similar or better variance. In the experiments, we do not282

exploit this practical advantage, opting instead to use the same number of sketch entries283

across all methods.284

3.2 Nearest neighbor search285

The task of nearest neighbor search asks to find the top-T most similar sequences for a query286

among a large database. Since computing the exact edit distance between the query and287

every sequence in the database is computationally prohibitive, a common approach is to288

map database sequences into a well-studied metric space where e"cient nearest neighbor289

indexing is readily available (for example, the hierarchical navigable small world index [17]).290

A query can then be mapped into the same space, and the nearest neighbors according to the291

index are reported as approximations of the true nearest neighbors in the original sequence292

space. In this experiment, we choose to not include any indexing because the accuracy of293

the index may a!ect the final results. Following the pipeline of CNN-ED [4], a tool that294

performs sequence nearest neighbor search using a learned embedding for edit distance, we295

compute the sketch distances between a query and all sequences in the database and report296
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Figure 4 Correlation between normalized sketch similarities and normalized edit similarity on
length n = 1000 sequences. The legend marks the name of the method and the Pearson correlation.
All methods use sketch size 1000. Through parameter grid search, MH is configured to use k-mer
size 8; OMH uses k-mer size 6 and ω = 2; TSS uses t = 2, dimension 32, window size 0.1n = 100,
stride size 0.01n = 10, as suggested in [11]. LexicHash uses maximum k 32. SubseqSketch uses token
size 6.

the top-T nearest neighbors. It is worth noting that computing sketch distances is much297

more scalable than computing edit distances.298

We show results on two widely used datasets GEN50kS and GEN20kL from [26] which are299

also benchmarked in the CNN-ED paper. The GEN50kS dataset contains 50, 000 sequences300

with an average length 5, 000. The GEN20kL dataset contains 20, 000 sequences with an301

average length 20, 000. The CNN-ED pipeline splits each dataset into three disjoint sets: a302

WABI 2025
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training set with 1, 000 sequences, a query set with 1, 000 sequences, and a base set containing303

the remaining sequences. It then computes the all-vs-all edit distances between the query set304

and the base set to form the ground truth for the nearest neighbor search. For the sketching305

methods, the training set is not used.306

To evaluate the performance of di!erent methods, we plot the commonly used recall-item307

curves in Figure 5 and Figure 6. For a figure labeled top-T , the T nearest neighbors of a308

query in the base set according to the edit distances are considered true neighbors. The309

horizontal axis represents the number of neighbors (items) each method is allowed to report310

(according to their respective sketch/embedding distances) and the vertical axis marks the311

fraction of true neighbors being reported (recall). The CNN-ED pipeline presents full-range312

results – from reporting a single item to reporting all items – which, while not practical for313

typical use cases (where only the top-T neighbors are retrieved), allows for plotting complete314

performance curves.315

Figure 5 Recall-item curves of di"erent methods on the GEN50kS dataset. All methods output
vectors of dimension 200. SubseqSketch uses token size 6. Left: ground truth is the top-1 nearest
neighbor by edit distance. Right: ground truth contains the top-10 nearest neighbors by edit
distance.

Figure 6 Recall-item curves of di"erent methods on the GEN20kL dataset. All methods output
vectors of dimension 128. SubseqSketch uses token size 7. Left: ground truth is the top-1 nearest
neighbor by edit distance. Right: ground truth contains the top-10 nearest neighbors by edit
distance.

In this experiment we restrict our comparison to CNN-ED, which was shown to outperform316
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other non-machine learning methods such as the CGK embedding [3]. The CNN-ED results317

are obtained by the implementation of [4]. It is a deep convolutional neural network model318

which we trained for 50 epochs following the reported hyperparameters in the original paper.319

For a fair comparison, SubseqSketch is configured to produce vectors of the same length as320

the embedding dimensions of CNN-ED. Observe that SubseqSketch consistently outperforms321

CNN-ED by a large margin. This is a surprising result. It is commonly believed (which is322

often, though not always, justified) that machine learning models can outperform traditional323

algorithmic methods because the models can learn data-dependent features that the data-324

oblivious algorithms cannot take advantage of. In [4], the CGK embedding [3] was shown325

to produce a worse result than CNN-ED on this task, even though it is an edit distance326

embedding with theoretical guarantees. Our result here demonstrates that there is a gap327

between theoretical bounds and practical performance which warrants further investigation.328

In particular, we conjecture that SubseqSketch can also provide some guarantees on the329

distortion as a randomized embedding function for the edit distance, though a theoretical330

proof seems di"cult.331

3.3 Phylogeny reconstruction332

Phylogeny reconstruction is another common task that can be used to evaluate the per-333

formance of alignment-free methods. Given a set of biologically related genomes, the goal334

is to build a phylogeny on them based on pairwise similarities/distances estimated by the335

sketches. The result can then be compared with a ground truth tree constructed from some336

biological model or multiple sequence alignment. We test on two datasets for this task: one337

is a simulation of a simple mutation model similar to that used in [19]; the other is a set of338

29 assembled E. coli genome sequences collected in [25].339

For both datasets, an all-vs-all distance matrix is computed for each method. For the340

simulated dataset, the matrices are used to build the phylogenies with the neighbor-joining341

algorithm implemented in the biotite package [12]. The normalized Robinson-Foulds (nRF)342

distances between the constructed trees and the ground truth tree are then calculated with343

the ETE toolkit [9]. The nRF distance measures the dissimilarity of branching patterns344

between two trees and ignores branch lengths. A value of 0 means the two phylogenies345

have the identical tree topology, whereas a value of 1 indicates the two trees are maximally346

dissimilar. For the real E. coli genome sequences, the AFproject [27] (a benchmark project347

for alignment-free sequence analysis tools) provides a web interface where the phylogenies348

can be computed from the uploaded distance matrices. The nRF distances are then reported349

by comparing the resulting trees against a ground truth tree built from multiple sequence350

alignment. It also provides the normalized Quartet Distance (nQD) as an additional measure351

for topological disagreement. On the website, many alignment-free phylogeny reconstruction352

tools are ranked based on the nRF distances achieved.353

Following the experiment in [19], we simulate a family of sequences using a simple354

mutation model that includes both point mutations and mobile genomic elements, commonly355

found in bacterial genome rearrangements, known as insertion sequences (IS). The simulated356

sequences form a perfect binary tree. The root of the tree is a random sequence of length357

10, 000; it is considered as the 0-th generation genome. To obtain the i-th generation, each358

sequence in the (i ↑ 1)-th generation produces two children genomes by independent and359

random point mutations with mutation rate 0.01%. Then a random IS of length 500 is360

inserted at a random position for each newly generated i-th generation genomes. Note that361

the IS is shared among all sequences in the same generation, but the inserting positions can362

be di!erent. See Figure 7 for an illustration. Although simple and somewhat unrealistic, this363
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model produces a solid ground truth phylogeny and allows us to investigate the e!ectiveness364

of di!erent sketching methods to recover the mixed history of point mutations and large365

insertion events.366

generation 4

generation 3

generation 2

generation 1

generation 0 (10k bp)

IS

mutation rate 0.01%

Figure 7 An illustration of the simulated phylogeny. In the zoomed-in view at the bottom, the
top segment represents a sequence from the 3-rd generation. Its two children in the 4-th generation
are obtained by random point mutations represented by colored dots. The blue segment represents
the common IS inserted into each sequence in the 4-th generation.

Figure 8 shows the nRF distances achieved by each method on progressively larger inputs367

from the simulated dataset. The horizontal label i means all the 2i sequences from the i-th368

generation are used as input sequences. Not surprisingly, pairwise edit distance (ED) most369

accurately captures the mutation history, at the cost of significantly longer computation time370

(see Figure 9). Among the sketching methods, SubseqSketch constructs the best phylogeny371

for generation 6 and larger inputs. Furthermore, the nRF distances obtained by SubseqSketch372

exhibits a strong correlation with those achieved by the exact edit distances, indicating it can373

be used as a faithful approximation of the expensive edit calculation. In contrast, although374

MH and OMH produce trees with smaller nRF distances for the smaller input sets, they375

both show some inverse relation with the nRF using edit distances (from generation 3 to 4,376

the nRF distances of trees constructed by edit distance increased, but the nRF distances377

for MH decreased; similarly from generation 4 to 5 for OMH). LH is omitted from this378

experiment because its implementation choice for boundary handling tends to assign the379

maximum similarity score to pairs sharing a short matching su"x (see the line at normalized380

similarity score 1 in Figure 4). While this may be appropriate for the overlap detection task381

that LH is designed for, it hinders accurate phylogeny reconstruction on our datasets.382

We also plot the running time of each sketching method in Figure 9 to demonstrate the383

e"ciency of SubseqSketch. As expected, all the sketching methods are much faster than384

computing the all-vs-all exact edit distances. Among them, SubseqSketch is consistently385

the fastest, regardless of the number of input sequences. More specifically, SubseqSketch386

achieves a 6↗ speedup compared to the second fastest method (MH).387

Results for the real E. coli dataset are summarized in Table 3. On the AFproject website,388

nearly 100 tools (include di!erent configurations for the same tool) are ranked based on the389

nRF distance. SubseqSketch is ranked 7th and there are 12 tools that achieve smaller nRF390

distances due to ties. It is worth pointing out that the higher ranked ones are tools designed391

specifically for the task of phylogeny reconstruction, which are often based on some sketching392

method but also apply biological and algorithmic heuristics to adjust the sketch distance393

matrix. Since SubseqSketch is a sketching method rather than a complete tool for phylogeny,394

here we aim to evaluate the sketch quality without those adjustments. By using the raw395

distance matrices, SubseqSketch constructs the best phylogeny (closest to the ground truth)396
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Figure 8 Normalized RF distances achieved by each method on the simulated dataset. A lower
nRF distance indicates the constructed phylogeny is more similar to the ground truth tree. All
methods use sketch size 256. Through parameter grid search, MH is configured to use k-mer size 8;
OMH uses k-mer size 6 and ω = 2; TSS uses t = 4, dimension 16, window size 1, 000, and stride size
100. SubseqSketch uses token size 5.

Figure 9 Time spent by each method in seconds (log scale). All experiments run on a server
with an Intel(R) Xeon(R) Gold 6148 CPU @ 2.40GHz. Edit distance is computed with the Python
package Levenshtein. MH, OMH, and TSS are computed using the implementation of [11].

among MH, OMH, and TSS.397

In this task, since there are only 29 genomes, we can a!ord to sample the testing398

subsequences from the input to further improve the quality of SubseqSketch. Because the399

inputs are all closely related, this sampling strategy also enables us to use a much larger400

token size t = 40 to achieve an even better result than the recommended t = 15. From401

Table 3, it is evident that setting t = 40 significantly improves accuracy.402

4 Discussion403

We presented SubseqSketch, a subsequence-based sketching method that is both e!ective404

and e"cient at sequence similarity estimation. Comparing to the widely used MH, OMH,405

TSS, and LH sketches, SubseqSketch requires smaller space, is faster to compute, and406

achieves a stronger correlation with the edit similarity. It delivers strong performance in two407

alignment-free tasks: nearest neighbor search and phylogeny reconstruction. In particular,408

it outperforms a machine learning edit distance embedding model by a large margin which409

suggests our method indeed captures critical features of the sequences being sketched.410

A large body of work that we intentionally excluded from our experiments consists of411
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Table 3 Phylogeny reconstruction results on 29 E. coli genomes. The RF, nRF, and nQD
distances all measure topological disagreement between the reconstructed tree and the ground truth
tree. A lower value indicates a more accurate reconstruction of the phylogeny. The Rank is based on
the nRF distances among many tools tested by the AFproject. All methods use sketch size 10, 000.
Through parameter grid search, MH is configured to use k-mer size 10 (in fact, multiple values
of k between 10 and 30 all yield the same nRF distance, but k = 10 is slightly better on nQD);
OMH uses k-mer size 22 and ω = 3; TSS uses t = 5, dimension 100, window size 500, 000, stride size
100, 000. The parameters used by SubseqSketch are marked in parentheses.

Method RF nRF nQD Rank

MH 30 0.58 0.3307 13
OMH 30 0.58 0.3645 13
TSS 40 0.77 0.4806 17

SubseqSketch (t = 15, k = 128) 22 0.42 0.1377 9
SubseqSketch (t = 40, k = 32) 18 0.35 0.1679 7

seeding-based methods. The simplest seeds are k-mers, representing fixed-length consecutive412

exact matches in the sequences. More advanced k-mer selection schemes exist, such as413

minimizer [24, 18], syncmer [5] and k-min-mer [6]. Seeds sampled from subsequences,414

either with limited patterns such as spaced seed [2, 15] and strobemer [22, 16, 23], or fully415

unrestricted such as SubseqHash [14, 13], have been shown to deliver better performance416

but are usually more expensive to compute. While both sketching and seeding utilize some417

common techniques, for example, the minimizer seeds are obtained by applying MH [1] on418

each window, they di!er significantly in their goals, representations and usage. Seeding419

methods aim to identify local regions of similarity between sequences, providing fine-grained420

information about where and how sequences resemble each other. This often comes at421

the cost of increased memory footprint and computational overhead. Specifically, seeding422

methods typically extract seeds from a relatively small sliding window over a longer input423

sequence. By generating one or more seeds from each overlapping window1, the number of424

seeds for a sequence of length n is usually ”(n). In contrast, sketching methods prioritize425

e"ciency by transforming sequences into compact, low-dimensional representations that426

enable fast, global similarity estimation. For example, an E. coli genome with several million427

base pairs is condensed to a length 10, 000 vector by each sketching method in the above428

experiment. Unlike seeds, which are often used temporarily during computation and then429

discarded, sketches are typically stored and reused, serving as compact indices in databases430

containing vast numbers of sequences.431

There are numerous interesting directions that call for further investigations. From the432

theoretical perspective, a deeper understanding of SubseqSketch, and subsequence-based433

features in general, can be beneficial for better algorithmic designs as well as guiding practical434

applications. Many methods compared in the experiments come with theoretical guarantees:435

MH is an unbiased estimator for the Jaccard similarity; OMH is a locality-sensitive hashing436

(LSH) family for the edit distance; and CGK is an embedding for the edit distance with a437

quadratic distortion. Given the superior performance of SubseqSketch against these methods,438

it is natural to consider what bounds can be proved on it. More specifically, we are curious439

if SubseqSketch is an LSH, and if so, does it o!er better hash collision probabilities? Or is440

1 There also exist seeding schemes without a window guarantee, such as syncmer [5].
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it an embedding with provable small distortion for the edit distance? In that case, study441

the relation between its parameters and the achieved distortion can help to make informed442

decisions in practical use.443

On the application side, there are several potential approaches to enhance SubseqSketch.444

For example, Mash [20] is a popular tool for genome distance estimation. It is based on MH445

whose estimation does not exhibit the strongest correlation with edit distance. However, by446

applying a simple Poisson model to adjust the MH score, Mash produces a distance that447

closely approximates the mutation rate on real datasets. Since SubseqSketch starts with a448

more accurate estimation, it is reasonable to believe that similar techniques can be applied449

to further improve its performance.450

A related question concerns the similarity function used by SubseqSketch. The cosine451

similarity was chosen for its e!ectiveness and simplicity. While it matches our intuition that452

sketches of similar sequences should have near identical corresponding entries and therefore453

should be roughly pointing to the same direction in the sketch vector space, the cosine454

similarity explicitly ignores the magnitude of the vectors. In the extreme case, a sketch full of455

1’s is considered to have the maximum similarity with another sketch full of 10’s. This greatly456

diverges from the designed meaning of the SubseqSketch entries – the first sequence barely457

contains any testing subsequences whereas the second contains large portions of each testing458

subsequence – they must be very di!erent! Exploring di!erent similarity functions that can459

better incorporate the expected interpretation of the entries can therefore potentially make460

SubseqSketch more accurate.461

Yet another observation is that SubseqSketch is sensitive for globally well-aligned sequences462

but can struggle with ones that only share meaningful local alignments. For example, we463

cannot expect a genome comprising millions of base pairs to produce a SubseqSketch similar464

to that of a 100-base-pair short read. Other sketching methods such as MH also su!er from465

these situations and special variants such as FracMinHash [10] are designed to handle them466

di!erently. As another example, in building overlap graphs for genome assembly, one needs467

to identify overlapping pairs of sequences that contain additional unaligned prefixes and468

su"xes. Suppose that the tail of sequence a overlaps with the head of sequence b. Since469

SubseqSketch tests for subsequences from left to right and stops immediately when the next470

token cannot be found, the sketches will be disproportionally skewed: because b does not471

have the beginning part of a, testing subsequences fully live inside a can produce 0’s for b,472

even if b contains long su"xes of them. We hope to see diverse adaptations of SubseqSketch473

designed to address these various challenges.474
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