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THE ARONSSON EQUATION FOR ABSOLUTE MINIMIZERS OF
SUPREMAL FUNCTIONALS IN CARNOT-CARATHEODORY SPACES

ANDREA PINAMONTI, SIMONE VERZELLESI, AND CHANGYOU WANG

ABSTRACT. Given a C? family of vector fields X1, ..., X,, which induces a continuous Carnot-
Carathéodory distance, we show that any absolute minimizer of a supremal functional defined by
a C? quasiconvex Hamiltonian f(x, z,p), allowing z-variable dependence, is a viscosity solution
to the Aronsson equation

_<X(f($7u($)a Xu(x)))a D;Df(xvu(x)a Xu(x)» =0.

1. INTRODUCTION

The study of variational problems in L is very often a good starting point to set up problems
coming both from theoretic issues and from real applications. The earliest works in this direction
are due to Aronsson ([Al, A2]). In these seminal papers, the author studied the connection
between Lipschitz extension problems and PDEs, introducing the notion of absolute minimizing
Lipschitz extension (AMLE) and showing that a C? function is an AMLE if and only if it satisfies
the infinity Laplace equation )
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Anyway, as Aronsson observed ([A3]), there are examples of AMLE which are not C?, and
thus solving equation (1.1) only in a formal sense. The problem was solved by Jensen. In the
celebrated paper [J], the author exploited the machinery of viscosity solutions introduced by
Crandall and Lions in [CL] (cf. also [CIL] for an exaustive account on the topic), and showed
that being an AMLE is equivalent to being a viscosity solution to (1.1). Moreover, he showed
that viscosity solutions to problem (1.1) are unique, provided a Dirichlet boundary datum is
assigned.

One step further was made by Barron, Jensen and Wang ([BJW]), who started the study of
L variational functionals F' which are usually known as supremal functionals, that is

F(u,V) = | f(z,u(x), Du(x))| Lo (v u e WhHe(U),V € A.

where throughout the paper U is an open and connected subset of R", A is the class of all
open subsets of U and f is a suitable continuous non-negative function. In particular, they
generalized the notion of AMLE to the one of absolute minimizer of the functional F', that is
a function u € W*°(U) such that

F(u,V) < F(v,V)

for any V' € U and for any v € WH*(V) with v|sy = u|gy. The authors of [BJW] showed
that any absolute minimizer of F' is a solution, in the viscosity sense, of the so-called Aronsson
equation

_ il ai@' (f(x,u(x), Du(:p)))gz‘i (x,u(x), Du(x)) =0,

provided that, among the other things, f is C? and p — f(x, s, p) is strictly quasiconver, where
we call a function g : R” — R (strictly) quasiconvex whenever

g(tpr + (1 —t)p2) < (1<) max{g(p1), 9(p2)}
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for any p1, po € R™ with p; # ps and t € (0, 1). This result generalizes the previous ones, in the
sense that, in the particular case in which f(p) = |p|?, the notion of absolute minimizer reduces
to the one of AMLE and the Aronsson equation becomes the infinity Laplace equation. Many
improvements of the results in [BJW] have been achieved by Crandall ([Cr]), both weakening
some assumptions and exploiting a concise and elegant proof, and by Crandall, Wang and Yu
([CYW]), dealing with the more natural assumption of C'' Hamiltonians.

More recently, Bieske and Capogna ([B, BC]) studied the derivation of the Aronsson equation,
and the question of uniqueness of absolute minimizers, in the setting of Carnot groups and
for the case f(p) = |p|*>. Later, Wang ([W]) moved the focus on the possibility to extend the
previous results to more general frameworks, and started the study of supremal functionals
defined in the setting of Carnot-Carathéodory spaces. We stress that this point of view is pretty
general and encompasses, among other things, the Euclidean setting and many interesting sub-
Riemannian manifolds. On the other hand its rich analytical structure allows to study many
interesting problems in great generality (see for example [EPV, MSC, MPSC, MPSC2] and
references therein).

In order to better introduce this issue we recall some terminology and some well known facts.
Given a family X = (X ..., X,,) of locally Lipschitz vector fields defined on U, we say that an
absolutely continuous curve v : [0,0] — U is horizontal when there are measurable functions
ar(t),...,an(t) with

= iaj(t)Xj(y(t)) for a.e. t € [0, ],

and we say that it is subunit whenever it is horizontal with 77", ]( ) <1 for ae. t €][0,d].
Moreover, we define the Carnot-Carathéodory distance on U as

dx(z,y) lnf{/ |(¢)|dt : v :[0,1] — U is subunit, v(0) = z and v(1) = y} :

If dx is a (finite) distance on U, we say that (U, dx) is a Carnot-Carathéodory space. Moreover,
we denote by C(z) the m x n matrix defined as

C(x) = [cji(z)]

Z:17 -1
Jj=1,...m

where for each j = 1...,m we have X; := 37" ¢; Za . Ifue L, (U), we define the distribu-
tional X-gradient (or horizontal gradient) of u as
(Xu,p) = —/ udiv(e - C(x))dx for any ¢ € C°(U,R™).
U
Finally, if p € [1, +00], we define the horizontal Sobolev spaces as
WP (U) = {u e LP(U) : Xue LP(U,R™)}
and
WxtoolU) i= {u € Li,o(U) = uly € Wy"(V), ¥V €U}

In [W] the author adapted in the obvious way the notion of absolute minimizer to this frame-
work, and showed, under mild assumptions on the generating family of vector fields, that any
absolute minimizer of the supremal functional defined by

Fu, V) = [ f (2, Xu())l| v

is a viscosity solution of the equation

—ZX (o, Xu(@) 2L

(z, Xu(z)) =0,
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provided that p — f(x,p) is quasiconvex, that f is homogeneous of degree o« > 1 and that
D,f(0,0) = 0. Finally, Wang and Yu ([WY]) improved the previous result by requiring only
C! regularity for f and dropping the assumption that D, f(0,0) = 0 (see also [DMV] for some
more specific results for the case f(p) = |p|?). However, neither [W] nor [WY] studied the
problem for Hamiltonian functions f that allow z-variable dependence.

In the present paper we generalize the results in [Cr] and [W], showing that any absolute
minimizer of the functional

Fu, V) = [|f (2, u(@), Xu(x))|| L)
is a viscosity solution to the Aronsson equation

-3 X ufe). Xu() 5

provided that the following conditions hold.

(SL’, U(I), Xu(x)) =0,

i

(X1) dx is a distance on U, and it is continuous with respect to the Euclidean topology.
(X2) X; € C*(U,R") for any i = 1,...,m.
(f1) feC?(Q xR xR™ [0,00)).
(f2) p— f(z,s,p) is quasiconvex for any = € Q and for any s € R.
The strategy of our proof, strongly inspired by [Cr], is divided into five steps.

Step 1. Arguing by contradiction, we assume that there is an absolute minimizer which fails
to be a viscosity subsolution to the Aronsson equation. Therefore, without loss of
generality, we assume that there exists a function ¢ € C?(U), which touches u from
above in 0, such that

— 3 X0.0(0), X6(0)) 5

Op;

Step 2. Exploiting ideas from [Cr, W], we build a family (¥.). of classical solutions to the
Hamilton-Jacobi equation

f(@, We(x), XWe(x)) = £(0,0(0) — &, X¢(0))

for which we have some continuity properties.

Step 3. We find and open set N, which allows to consider ¥, as a competitor in the definition
of absolute minimizer.

Step 4. By an appropriate change of variables we reduce to the case in which s — f(x,s,p) is
non-decreasing in a neighborhood of (0, ¢(0), X¢(0)).

Step 5. We show the solvability of a suitable system of ODEs to get a family of C! curves
(7e)e, and we show that there is a choice among such curves which allows to reach a
contradiction.

(0,9(0), X¢(0)) > 0.

In particular, the last step involves some preliminary results about differentiability in Carnot-
Carathéodory spaces which we tackled, inspired again by [Cr], by suitably adapting the notion
of subdifferential introduced in [Cl].

From one hand, our result generalizes [Cr] to the more general setting of Carnot-Carathéodory
spaces. Moreover, differently from [W], we allow also the function dependence of the hamil-
tonian and we drop the requirement D, f(0,0) = 0. Finally, the results in [WY], apart from
not allowing the function dependence of the hamiltonian, are achieved under the Hérmander
condition, which is known to be stronger than (X1). On the other hand our techniques strongly
relies on the C? regularity of the hamiltonian, which is on the contrary weakened in [WY].
The paper is organized as follows. In Section 2 we recall some preliminaries about Carnot
Carathéodory spaces, viscosity solutions, absolute minimizers and quasiconvex functions, we
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introduce the aforementioned notion of subdifferential and we shows some useful properties of
differentiability along horizontal curves. In Section 3 we state and prove the main result of this

paper.
2. PRELIMINARIES

2.1. Notation. Unless otherwise specified, we let m,n € N\ {0} with m < n, we denote by
U an open and connected subset of R" and by A the class of all open subsets of U. Given two
open sets A and B, we write A € B whenever A C B. If E C R", we set ¢oF to be the closure
of

coE :=({C : C is convex and E C C}.

It is easy to see that coFE is convex and that ¢oF is closed and convex. Moreover we set
Ap = {1, ) 1 05N <1, 30, A = 1} For any u,v € R”, we denote by (u,v) the
Euclidean scalar product, and by |v| the induced norm. We let S™ be the class of all m x m
symmetric matrices with real coefficients. Moreover, if A is a p X ¢ matrix and Bisa ¢ X r
matrix, we let A - B be the usual matrix product. We denote by L" the restriction to U of
the n-th dimensional Lebesgue measure, and for any set £ C U we write |E| := L"(F). Given
r € R" and R > 0 we let Br(z) :={y € R" : |z —y| < R}. If we have a function g € L}, (U)
and x € U is a Lebesgue point of g, when we write g(x) we always mean that

= li dy.
g(x) = lm 9@

If f(z,s,p) is a regular function defined on U x R x R™, we denote by D, f = (D, f,..., Dy, f),

D,f and D,f = (D,,f,...,D,, f) the partial gradients of f with respect to the variables z, s
and p respectively. In general we mean gradients as row vectors.

2.2. Carnot-Carathéodory spaces. Assume that we have a family Xi,..., X,, of locally
Lipschitz vector fields defined on U. Given k > 1, we define C%(U) by

CE(U) :={uec CW) : 3X;, ---X;uc CU) for any (i1,...,is) € {1,...,m}* and 1 < s < k}.
Therefore, whenever we have a function v € C%(U), we can define its horizontal Hessian
X?u € C(U,S™) as

X?u(x);; = XiX;u(z) ; X Xiu(z)

for any x € U and i, = 1,...,m. When in addition (U, dx) is a Carnot-Carathéodory space,
we can define the Horizontal Lipschitz space as

Lipx (U) = {u U—R: supM < +oo}.

THY dX (l‘, y)
It is well known, and we refer to [FSSC], that the equality
Wy (U) = Lipx (U) (2.1

holds. In this paper, unless otherwise specified, we always assume that

(X1) dx is a distance on U, and it is continuous with respect to the Euclidean topology.
In particular, we point out that, if (X1) holds, then each function u € W)l(’fic(U ) admits a
continuous representative, that is

WyGe(U) € C(U). (2:2)
Indeed, if u € W)lfcl)zc(U) and z,y € U, then, if z,y € K € 2 and thanks to (2.1), it holds that

(1) < dx( ,y)#wng MR

fu(z) — u(y)] = dx(e,y) u(z) = u(w)
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and the right side goes to zero as x — y in virtue of (X1). Therefore, in the following we
identify u € W)l(’fic(U ) with its continuous representative.

As it is well known, assumption (X1) is quit mild in this framework, since it includes many rel-
evant situations. Just to mention the most famous instance, we recall that a family Xy,..., X,,

satisfies the Hormander condition whenever each X; is a smooth vector fields and it holds that
span{Lie(X;(x),..., X(z))} =R" for any x € U,

where Lie(Xi(x),..., X,,(z)) denotes the Lie algenra generated by Xi(x),..., X,,(z). From
INSW, G| we know the following result.

Proposition 2.1. Assume that X satisfies the Hormander condition. Then the following prop-
erties hold.

(i) (U,dx) is a Carnot-Carathéodory space.
(i) For any compact set K C U there exists a positive constant C such that

Cillz =yl < dx(a,y) < Clr —y[*  foranyz,y € K,
being r the nilpotency step of Lie(Xq, ..., Xn).

Hence Hormander vector fields are examples of vector fields satisfying (X1).

2.3. Subgradient in Carnot-Carathéodory spaces. When u € Wy, (U) and N C U is

,loc
any Lebesgue-negligible set which contains all the non-Lebesgue points of Xwu, we define the

(X, N)-subgradient of u as
Ox nu(z) == @{nh_{go Xu(yn) : Yn = x, yo ¢ N and 3 lim. Xu(yn)}

for any x € U. This notion is inspired by the classical subdifferential introduced in [Cl]. Anyway,
since our hypoteses are too general to ensure the validity of a Rademacher-type Theorem for
functions in Lipy (U) (cf. [MSC]), these two objects enjoys different properties. Therefore the
Euclidean (X, N)-subgradient, i.e. when X = (0y,...,d,), does not coincide in general with
Clarke’s subdifferential.

Proposition 2.2. Let u and N be as above. Then the following facts hold.
(i) Ox nu(x) is a non-empty, convez, closed and bounded subset of R™ for any x € U;
(17) for any x € U

o0

Ox nu(r) = ;D cof{ Xu(y) : y € Byy(z) \ N};

(iii) if u € C%(U), then
Ix vu(r) = {Xu(z)}
for any x € U.
Proof. We start by proving (7). We fix © € U and show that dx yu(x) # 0. Let r > 0 be
small enough to have B,(z) € U. Then u € Wy™(B,(x)). So we set L := || Xul| (5, (). Let

(n)n C (0,7) with 7, N\, 0. Then, for any n € N, take y,, € B, (x) \ N. Then clearly y,, tends
to x. Moreover, being y, a Lebesgue point of Xu, it follows that

[ Xu(yn)| =

lim ][ Xu(z)dz
Bs(yn)

s—0t+

< lim | Xu(z)|dz < L,
s=0% JBs(yn)

and so (Xu(yy,)), is bounded in R™. Therefore, up to a subsequence, we can assume that its

limit exsts, that is Ox yu(z) is non-empty. From the above proof it is easy to see that dx yu(z)

is bounded, while convexity and closure follows directly from its definition. Let us prove (ii).
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We fix x € U and start by proving the left-to-right inclusion. As the right set is convex and
closed, it is sufficient to show that any z of the form

= lim Xulon)
with y, — = and y,, ¢ N, belongs to
co{Xu(y) : y € Bix(z) \ N}

for any & € N\ {0}. As y, tends to x we get that y, € By (x) \ N for n sufficiently large.
Therefore, as the conclusion follows for each X (y,,) and the right set is closed, we have proved the
desired inclusion. The proof of the converse inclusion follows form the two following Lemmas,
which will be proved at the end of this paper to avoid confusion.

Lemma 2.3. Let
S = { lim Xu(y,) @ Yo — 2, yop € N and EIJl_}HgOXu(yn)}

n—oo
and, for any k > 1, let
A ={Xu(y) : y € Bij(z) \ N}.
Then it follows that
NA.CS
k=1

Lemma 2.4. Let (Ag)r be a decreasing sequence of non-empty bounded subsets of R™, and let
S be a non-empty, bounded subset of R™. Assume that

N4 cs.
k=1
Then it follows that

co(Ay) Cco(S).

8

k=1

Now we prove (iii). Let z € U and let (y,), € U \ N converges to x. Then from the
continuity of Xwu it follows that lim,, o, Xu(u,) = Xu(z). Since {Xu(x)} is convex and closed,
this implies that Ox yu(xz) C {Xwu(z)}. Conversely, being N negligible, there exists a sequence
(Yn)n € U \ N which converges to x. Again thanks to the continuity of Xwu, the converse
inclusion follows. 0

With the following proposition we see that the notion of (N, X)-subgradient, in analogy with
the Euclidean setting, is the right tool to deal with differentiability of X-Lipschitz functions
along horizontal curves.

Proposition 2.5. Assume that X satisfies (X1). Let 1 < p < 400, let u € W)l(cl’gc(U) and let
v € AC([-5,B],U) be a horizontal curve with

() = Cly(1)" - A(t)

and A € LP((=f, 8),R™). Then the curve t — u(y(t)) belongs to W'P(—p, 3), and there exists
a function g € L>®((—p, ), R™) such that

WD) _ (1) A

for a.e. t € (=3,3). Moreover
g(t) € dxnu(y(t))
for a.e. t € (=f,0).



THE ARONSSON EQUATION FOR ABSOLUTE MINIMIZERS OF SUPREMAL FUNCTIONALS 7

Proof. Let (05)s be a sequence of spherically symmetric mollifiers, and let N be any negligible
set which contains all the non-Lebesgue points of Xu. If § is sufficiently small and we define
us and (Xu)s to be the standard convolutions, we have that these functions are smooth on a
bounded open set, say V', such that V' € U and V contains the support of v. Moreover, as X
satisfies (X1), from [W] we know that there exists a non-negative and non-decreasing function
w(d) (depending on the chosen function u) defined in a right neighborhood of 0, such that

v =0
and moreover
| X (us)(z) — (Xu)s(z)| < w(0) (2.3)

for any x € V. As us is C* and + is absolutely continuous, from standard calculus we have that

us(3(0)) = us(2(0)) = [ Dlus)(1() - 4(s)ds

= [ D(us)(1(s)) - C(x(s)" - Als)ds (2:4)

= [ X(us)(2(5)) - A(s)ds.

Let us consider now the sequence of functions X (ui/,)(7(-)). It is easy to see that it is
bounded in L*®((—f,3),R™). Therefore (up to a subsequence) there exists a function g €
L*>((=p, ), R™) such that

X(urm)(v()) =" 9()  in L®((=5, 8), R™) (2.5)
as n goes to infinity, and so in particular
X(uim)(y()) = g()  in L*((=5,8),R™) (2.6)

as n goes to infinity. Since u is continuous, then by well known results we have that ws
converges uniformly to w on V. Therefore, passing to the limit in (2.4), noticing in particular
that A € L'((—83, 8), R™) and exploiting (2.5), we obtain that

u(r(1)) = u(3(0)) = [ g(s) - Als)ds.

We are left to show that g(t) € Ox yu(y(t)) for a.e. ¢ € (=0, 3). Let us notice that, since for
any x € V we have that

(Xus(a) = [ esly =) Xu(w)dy.

it follows that

(Xu)s(z) € co{ Xu(y) : y € Bs(x) \ N} (2.7)
for any « € V. Indeed, recalling that Xu € L*(Bs(z) \ N) for ¢ small enough, setting
m = inf ;)\~ Xu and M := supp, )\~ Xu, it holds that

= [ sl =)y < (X)) <0 [l )y = 1.
and so (Xu)s(z) € [m, M]. Therefore, noticing that
[m, M) = o{m, M} C eo{ Xu(y) : y € Ba(e) \ N} C [m, M],
then (2.7) follows. Thanks to (2.6) and Mazur’s Lemma (cf. e.g. [Br, Corollary 3.9]), for

each m € N there are convex combinations of X(u1/,)(7(-)) converging strongly to ¢ in
L*((—p, 8),R™), that is

Z X (w1/n)(7()) — g(-)  in L*((=B, 8),R™),

n=My,
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with M,, < N, and lim,,,_,, M,, = +00. Moreover (again up to a subsequence) we can assume
that the above convergence holds pointwise for a.e. ¢t € (—f, ). Let us define now

() = N;M (X0 (1).
Then, thanks to (2.3) we have that o
20 (t) — g(0)] < N% | X (1) (1(0) = (X)1 0 (YO)] + fomD) = g(0)
< N% Gt (1/2) + [0(t) — g(0)]
< Nzﬂ; (L M) 1 0 (1) — g(0)

= w(1/Myp) + [vn(t) — g(t)],

which implies that z,, converges to g pointwise for a.e. t € (=f,5) as m — oo. Moreover,
thanks to (2.7) and the definition of z,, it follows easily that

Zm(t) € co{Xu(y) : y € Bim, (7(1)) \ N} Ceo{Xu(y) = y € Bir(y(t)) \ N}

for any t € (=0, ) and for any k < M,,. Therefore, thanks to the pointwise convergence as
m — 0o, we get that

g(t) € () @{Xuly) : y € Bi(3(t) \ N},

k=1
for a.e. t € (—f, ). Finally, thanks to Proposition 2.2, the thesis follows. O

As a corollary of the previous proposition we have the following result.

Proposition 2.6. Assume that X satisfies (X1). Let u € Cx(U) and let v € CY([-8,3],U)
be a horizontal curve with

() = Cy(1)" - A(t)
and A € C([—3,),R™). Then the curve t — u(y(t)) belongs to C'(—4, ) and

w = Xu(y(t)) - A(t)

for any t € (—p,05).

We conclude this section with a useful property which links subgradients and quasiconvex
functions.

Lemma 2.7. Let f € C(U x R x R™) be a non-negative function which satisfies (f2). Let
u € W)l(’fzc(U), VeAand K >0 such that

flz,u(z), Xu(z)) < K

for a.e. x € V. Let N be a Lebesque-negligible subset of V' containing all the points where the
previous inequality fails and all the non-Lebesgue points of Xu. Then it follows that

f(z,u(x),w) < K

for any x € V' and for any w € 0x yu(x).
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Proof. Let « € V be fixed and let w € dx yu(z). Then there exists a sequence

(wp)n C co {Jgngo Xu(yn) : Yn — =, yo ¢ N and HJLIEO Xu(yn)}

converging to w in R™. If we are able to prove the claim for each wy,, the thesis follows from
the continuity of f in the third argument. Fix then h. Thanks to Carathéodory Theorem (cf.
[D, Theorem 1.2]) there are (A, ..., A\l ) € A,y and w}, ..., w", | such that

w? C {nlggo Xu(yn) : Yn = x, yo ¢ N and HggngoXu(yn)}

forany j=1,...,n+ 1 and
n+1

ho_ R h
w' = Z)\jwj.
i=1

Again, if we are able to show the claim for each w?, we are done thanks to the convexity of
sublevel sets of f. Let us fix j and take a sequence (ys)s € V' \ N converging to = and such that
wh = limy_,00 X (ys). As the the map (x,1) — f(x,u(x),n) is continuous, and thanks again to
the global continuity of f, we conclude that

Fla,ule), wl) = lim flrue), Xu(y) = lm £y, u(y), Xu(y,)) < K.
O
2.4. Supremal functionals, absolute minimizers and Aronsson equation. For sake of
completeness we make explicit the definition of supremal functional and of absolute minimizer

in the framework of Carnot-Carathéodory spaces. Indeed, given a non-negative function f €
C(U x R x R™), we define its associated supremal functional F : Wy (U) x A — [0, +-00] as

Fu, V) o= |[f (@, u, X)) ooy
for any V € A,u € Wy™(V), and we say that u € Wy (U) is an absolute minimizer of F if
F(u,V) < F(v,V)
for any V € U and for any v € Wx™(V) with v|sy = ulsy. Moreover, according to [W], we
say that a function A € C(U x R x R™ x S™) is horizontally elliptic if
Az, s,p,Z) < Az, s,p,Y)

whenever x € U, s € R, p € R" and Z,Y € S™ with Y < Z. If f as above belongs to
CHU x R x R™), we can define Ay : U x R x R™ x S™ — R as

Af({L‘,S,p, Z) = —(Xf(ZL‘,S,p) + Dsf(x,s,p)er Dpf(xvsvp) : Z) ' Dpf(:L‘,S,p)T,
and we say that
Ag[)(x) == Ay (. d(x), Xo(x), X?¢(x)) = 0 (2.8)

is the Aronsson equation associated to F'. It is easy to check that Ay is continuous and hori-
zontally elliptic. Moreover, for any ¢ € C?(U) and x € U it holds that

Agld)(x) = =X (f(2, 6, X)) - Dpf (x, ¢, X¢)".
According to [CIL, W] we can now recall the notion of wviscosity solution to the Aronsson
equation. Therefore, we say that a function u € C(U) is a viscosity subsolution to the Aronsson
equation if
Ag[0)(wo) <0
for any xg € U and for any ¢ € C?(U) such that

0= d(z0) — u(zo) < ¢(x) — u(2) (2.9)
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for any x in a neighbourhood of zy. Moreover we say that u is a viscosity supersolution if —u is
a viscosity subsolution, and finally we say that u is a viscosity solution if it is both a subsolution
and a supersolution.

We end this section with a straightforward property satisfied by quasiconvex function.

Proposition 2.8. Let g € CY(R™) be a quasiconvex function. Then it holds that

9(p) = 9(¢9) = Dypg(p)-(¢—p) <0
for any p,q € R™.

3. THE MAIN THEOREM
We are ready to state and prove the main theorem of this paper.

Theorem 3.1. Assume that (X1),(X2),(f1),(f2) hold. Then any absolute minimizer of F' is
a viscosity solution to the Aronsson equation.

Proof. We divide the proof into several steps:

Step 1. Let u be an absolute minimizer for F'. It suffices to show that u is a viscosity
subsolution to (2.8), being the other half of the proof completely analogous. Without loss of
generality, we assume that 0 € U. Arguing by contradiction, we assume that wu fails to be a
subsolution, that is there exists z9 € U, Ry > 0 and ¢ € C*(U) such that (2.9) holds for any
x € Bg, (o) and

Ag[¢](z0) > 0. (3.1)
Again, without loss of generality we assume that xq = 0.

Step 2. We combine ideas form [Cr] and [W] to achieve the following

Lemma 3.2. There exist 0 < Ry < Ry, €1 > 0, > 0 and a continuous function W : [0, €] X
Bgr,(0) — R such that, if we denote ¥ (e, x) by V. (z), it holds that v — ¥ (x) € C*(Bg,(0))
for any € € [0, €] and
DV, is continuous in (x,€) = (0,0). (3.2)
Moreover, it holds that
V0)=6(0)~¢  DRO)=Do0) D)~ D0 > o
fla, We(z), XWc(x)) = f(0,9(0) — €, X¢(0)) '

for any x € Bg,(0).

Proof of Lemma 3.2. Lat us define a new function f on U x R x R” as

flz,s,8) = flz,s,C(x) - §) (3.4)
for any z € U, s € R and £ € R". Then, since f and X are C?, it follows that f € C?(U x R x
R™). Moreover, trivial computations shows that
Def(z,u, &) = D,f(x,u,C(z) - €) - C(x), (3.5)
and that
f(z, p(x), Xo(x)) = [(z, p(z), Dp(z)) (3.6)
for any x € U and any ¢ € C?(U). Finally, if we let A7 € C(UxRxR"™x .5") be the Euclidean
Aronsson operator associated to f, i.e.

A?("L‘“S?g? Z) = —(Dxf(l‘, 875) + DST("L‘787§)€ + Dg?(l‘, 875) : Z) . Dg?(l‘, Svg)Ta
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it follows from (3.5) and (3.6) that
Agl@l(x) = Do(f(x, (), Dy(x))) - Def(w, s, Dp)"
Dy (f(z, o(x), Xp(x))) - (Dpf(x, 90( ), X¢p(z)) - Clx))"
D,(f(x,¢(2), Xo(2))) - Cla)" - Dpf (z,¢(x), Xp(2))"
X(f(z,0(x), Xo(x))) - Dp f (2, 90( ) p(2))" = Afpl(2),
whence A?[go](O) > (. The claim then follows as in [Cr, Theorem 1] and thanks to (3.6). O

Step 3. Now we want to exploit W, as a test function in the definition of absolute minimizer
on a suitable neighbourhood of 0. For doing this let us notice that, thanks to (3.3),

U (z) = ¥ (0) + DV (0) -z + 2" - D*U.(0) -z + of|z]?)
= 0(0) — ¢+ DG(0) -z + 2" - D*W(0) - x + of|2]?)
> §(0) — e+ DH(0) - 2 + a7 - D*(0) -z + 2ulz]? + of|x]?)
= 6(z) — e+ 2plaf? + of|o)
as x goes to zero. Therefore we have that
Ve(x) > ¢(x) — €+ pla|” (3.7)
for any x € Bg,(0) \ {0}, for any € € [0, €] and for some Rs < Rj sufficiently small. Let now

0 < €3 < €1 small enough such that \/; < R3 for any € € [0, €3] and define N as the connected
component of

{z € Bg,(0) : ¥ (x) <u(x)}
containing zero (note that W.(0) = u(0) — e < u(0) if € > 0). Therefore N, is an open and
connected neighborhood of 0 for any € € (0, e2]. Moreover, since (3.7) implies that

Ve(z) > é(2) 2 u(z)  on IB /=(0),
it follows that

N. C B /z(0) & Br,(0), (3.8)

which implies that
ulon. = Velo.-
Being u an absolute minimizer, and recalling (3.3), we conclude that
[z u(@), Xu(@)) < Fu, No) < F(Ue, No) = £(0,6(0) — €, X$(0)) = f(z, Ve(2), X V()
(3.9)

for a.e. x € N, and for any € € [0, &).

Step 4. Got to this point we wish to achive the situation in which s — f(x,s,p) is non-
decreasing locally in a neighborhood of (0,%(0), X¢(0)). Therefore we follow the strategy of
[Cr| and we show that, via a suitable change of variables, this assumption is possible. Let us
define then a new function g as

9(x,s,p) == f(x,u(0) + q-z+ G(s),q- C(0)" + G'(s)p)

for any (x,s,p) in a suitable neighborhood of (0,¢(0), X¢(0)), where ¢ € R™ has to be de-
termined and G € C*°(—§,6) is a local increasing diffeomorphism such that G(0) = 0 and
G’(0) > 0. Let us notice that g is C? and quasiconvex in the third argument. Moreover, if we
define @ and ¢ in a neighborhood of 0 by requiring that

u(z) =u(0)+q-x+ G(u(z)),
¢(x) = ¢(0) + ¢ - = + G(o(x)), (3.10)
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it is easy to see that (2.9) holds for @ and ¢ and that ¢(0) = w(0) = 0. If H is the supremal
functional associated to g it is easy to see that @ is an absolute minimizer for H (we stress that
we are working in a suitable neighborhood of 0). Easy computations show that

Dug=Duf + Dofa,  Dig=G(s)Dof + G'(s)Dpf 9", Dpg = G'(s)Dyf.
Therefore, noticing that
9(x,6(x), X(2)) = f (2, ¢(x), X b(x))
for any z in the usual neighborhood of 0, we have that
Ag[0)(w) = =X(9(x, 6(x), Xé(2))) - Dpy(z, $(x), X b(x))

—X(f(z,6(x), X¢(2))) - Dpg(x, ¢(x), Xp(x))

—X(f(z, 0(2), X(2))) - (G'(6(2)) Dy f (z, d(x), Xp(2)) = G'(4()) As[¢](2),
and so A,[¢](0) = G'(0)Af[#](0) > 0. Moreover, (3.10) implies that

o) - X010 "

Therefore we have that

D.g(0,3(0), X3(0)) = G'(0) D.F(0,6(0), X6(0))+ 2

a'(0) (X¢(0)—q-C(0)")-D,f (0, 6(0), X$(0))"

Hence, if we choose G as G(s) = s+ §82, where 3 > 0, and we choose ¢ as

q = D¢(0) + D, f(0,6(0), X¢(0)) + Ds £(0,$(0), X¢(0)) Dp(0) + D, f(0, ¢(0), X¢(0)) - B
where B is the m x n matrix defined as

0
forany i =1,...,mand j =1,...,n, and noticing that

p-B-C0)" -p" =p- X*¢(0) p"
for any p € R™, thanks to (3.1) we conclude that

D,g(0,(0), X¢(0)) = D, f(0,9(0), X¢(0)) + BA;[¢](0) > 0,
provided we choose (3 sufficiently big. Therefore, up to work in this new setting, we can assume
that s — f(x,s,p) is increasing in a neighborhood of (0, ¢(0), X¢(0)). This fact and (3.9) allow
to find 0 < €3 < €5 such that

flz,u(z), Xu(z)) < fz,u(z), XU (x)) (3.11)

for any € € (0, 3] and for a.e. x € N.
Step 5. We are going to exploit (3.11), together with Proposition 2.8, in a suitable way. For
doing this let us consider the first-order system of ODEs

§(8) = ~COO)T - Dy (3(8). 07 (1), X, (3 (1) o)
7(0) =0
and, for any € € [0, 3] and a suitable R, < R, we define g, : Bg,(0) — R" as
9e(x) i= =C(2)" - Dy (w, u(w), X V()"
It is easy to see (recall (2.2)) that g. € C(Bg,(0),R"). If we define

z=0

C := max{ sup |c;|},

[2¥) BR4
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it follows from our assumptions that 0 < C < +o00. Moreover, thanks to (2.2) and (3.2), there
exist 0 < ¢4 < €3 and 0 < R5 < R4 such that

DU, (x) - D(0)]| < 1
fu() - u(0)] < 1

for any x € Bg,(0) and € € [0,¢€4]. Therefore, if we let M, := max{g.(z) : © € Bg.(0)}, it
follows that

19(2) oo (B, 0)) < CIDpf(z,u(z), XVe(2))|| Lo (B, (0))
< ClDpf(z, 8, )l (Bry 0)% Br (u(0))x Be (Do(0)) = M

for any € € [0,¢€4). Since (3.1) implies that M, > 0, we conclude that 0 < M, < M for any
€ € [0, €4]. Therefore, if we let

o Rs
€5 := min {64, i } ,
Peano’s Theorem (cf. e.g. [T, Theorem 2.19]) guarantees the existence, for any € € [0, €5], of
a curve 7. € C'((—es,€5), R™) which solves (3.12). Moreover, from the first line of (3.12) it
follows that . is an horizontal curve. Then, Propositions 2.8 and 2.5, together with Lemma
2.7 and (3.11), imply that

% (We(re(®)) —u(re(®) | = Dpf(1elto), ule(to)), X Ue(y(to))) - (9(to) — X Ue(y(t0))) <0

t=to

for a.e. ty € (—e€5,¢€5) and for any € € [0, €5), and where g(ty) is as in Proposition 2.5. Therefore,
if we fix ty € (0, €5), the previous inequality implies that

V) = w(0)+ [ w

to dlu
- _H/ u%

= (%(to)) —e< U(%(to)),
hence we conclude that v.(tg) € N;, which implies, together with (3.8), that

Ye(to) € B\/E@) (3.13)

dt

for any to € [0,€5) and any € € (0, €5). On the other hand, the classical Taylor’s formula applied
to 7. implies that

Ye(t) = =C(0)" - (Dpf(0,6(0), X6(0))"t + o(t) (3.14)

as t tends to zero and for any € € (0, ¢5). If we let 2K :=|C(0)" - (D, f(0, (0), X$(0))T], (3.1)
says that 2K > 0. Therefore, thanks to (3.14), we know that there exists 0 < €5 < €5 such that

7e(t)] = Kt (3.15)

for any for any ¢, e € (0,¢5). Let us choose € € (0, ¢g) such that

K\/7<€6

Then (3.15) yelds that |yz(t9)| > 2\/5, which is a clear contradiction with (3.13).
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4. APPENDIX

Proof of Lemma 2.3. Let z € A, for any k > 1. Then for any k& > 1 there exists a sequence
(2F), C Ay converging to z as h goes to infinity. Therefore we can select a subsequence
(2F)F C (2F)% which converges to z as k goes to infinity and such that 2% € A, for any k& > 1.
SInce z* € Ay, then there exist y* € By(z) \ N such that Xu(y*) = 2*. It follows that y*
converges to z as k goes to infinity, y* ¢ N and

z = lim 2" = lim Xu(y").
k—o0 k—o0

We conclude that z € S. O

Proof of Lemma 2.J. Let z € ¢o(Ay) for any k > 1. Then for any k > 1 there exists a sequence
(28), C co(Ay) converging to z as h goes to infinity. As in the previous proof, let (z¥)k C (2)¥
be a sequence which converges to z as k goes to infinity and such that z¥ € co(A4;) for any
k > 1. Therefore, for each k > 1, there exist (A\Y...,A¥ ) € A,,p1 and yf, ..., y% ., belonging

to A such that
m+1

E _ k, k
z¥ = Z )\jyj.
j=1
Up to passing to subsequences, we assume that
A=A ask— oo
and
yf — Yj as k — 00

for any j = 1,...,m+ 1. It is easy to see that (A,..., \pny1) € Apyq and that y; belongs to
Ay for any k& > 1. Therefore, thanks to our hypotheses, we have that y;-‘ € S. If we set

m+1
Ti= 2 A
j=1
then x € co(S). Moreover, it holds that
m+1 m+1 vk m+1 . .
v 2 A= 2 fim gy = fim 3 Xy = Jim =2
7j=1 7j=1 7j=1
which implies that z € co(95). O
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