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Abstract

Transfer learning methods start performing poorly when the complexity of the learning task is in-
creased. Most of these methods calculate the cumulative differences of all the matched features and then
use them to back-propagate that loss through all the layers. Contrary to these methods, in this work, we
propose a novel layer-wise learning scheme that adjusts learning parameters per layer as a function of the
differences in the Jacobian/Attention/Hessian of the output activations w.r.t. the network parameters. We
applied this novel scheme for attention map-based and derivative-based (first and second order) transfer
learning methods. We received improved learning performance and stability against a wide range of
datasets. From extensive experimental evaluation, we observed that the performance boost achieved by
our method becomes more significant with the increasing difficulty of the learning task.

1 Introduction

Neural networks have achieved massive success in fields like computer vision and natural language process-
ing [1, 2, 3]. There is continual progress being made with extensive state-of-the-art performances. Despite
the massive success, deep neural networks face two major disadvantages in real-world applications. Firstly,
deeper neural networks are highly compute-intensive and difficult to deploy in resource-limited situations.
Secondly, it requires extensive data to make such large networks achieve higher task accuracy, which is
unavailable in most scenarios.

Knowledge transfer learning methodologies have received a surge in popularity among the machine
learning community to tackle the above-mentioned challenges. These methodologies enable training one
neural network, often referred to as the student model, with the help of another neural network, often referred
to as the teacher model, to train on the same dataset or a subset of a similar dataset. Knowledge distillation
is the type of knowledge transfer method where the teacher network is larger than the student network and
both networks are trained on the same dataset [4, 5]. Knowledge distillation is usually applied in machine
learning to extract the most important aspects of the teacher neural network model into a less computation-
intensive student model. It involves the concept of passing on knowledge gained by important neurons in
larger (teacher) networks to the smaller (student) networks so that the smaller networks learn crucial features
contributing to achieving better performance [6].

Recent knowledge distillation approaches focus on utilizing derivative information of neural network
parameters to obtain the best approximation of the model [7, 8, 9]. On the other hand, there have been several
other attention-matching methods that match the spatial maps obtained post each critical neural network
activation [10, 11]. However, the existing methods of these types utilize the cumulative difference of all the
maps and then use it to back-propagate that loss through all the layers. The cumulative loss back-propagation
is often ineffective and results in student models that do not achieve the desired accuracy compared to their
respective teacher models. This problem becomes more intense with the increased complexity of the learning
task.
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Figure 1: Schematic representation of the layer-wise learning rate optimization. On the left, TLN represents
teacher layers and SLN represents the corresponding layers in the student model that dimensionally match
with the teacher; the corresponding loss between them is represented by l . The teacher model has more
layers than the student model. On the right are the steps of updating the learning rate (α(t−1)

j ) based on
the JSD loss (between the student and the teacher layer at the second identical layer) and prior momentum
(η(t−1)

j ) at an interval of 25 epochs.

In this work, we have dealt with these problems by implementing layer-wise learning rates with respect
to the differences in the network weight derivates or attention maps. We first select the crucial layers that
dimensionally match the student and the teacher model. Subsequently, we compute the spatial map via
attention or order-based mapping to compare the student and teacher models. Then we calculate the loss
between these layer-wise maps to attain a corresponding loss of each crucial layer. Finally, we utilize these
per-layer losses to tune the learning rate of these crucial layers depending on the magnitude of the loss. We
present a layer-specific training approach for transfer learning that is investigated over attention mapping,
first-order mapping, and second-order mapping.

Moreover, earlier research has focused more on taking approximations (first/second order) mainly with
respect to the inputs, which is not representative of the changes made in the architecture of the network [11].
In this work, we focus on comparing the first and second-order derivatives of the network parameters with
respect to the weights of the neural network layers.

We experimented with our method on CIFAR and CoCo benchmark datasets. Our experimental results
demonstrate that using individual layer-specific learning rates effectively improves the model’s performance,
leading to better convergence. We also observe that the order-based mapping that is Jacobian matching
performs significantly better when the task complexity increases. We propose better-converging methods
that work effectively on harder tasks and profoundly generalize over test data.

Our main contributions are as follows:

• We studied on the effects of Layer-wise Learning on Attention Matching Transfer Learning, Jacobian
Matching Transfer Learning, and Hessian Matching Transfer Learning on publicly available datasets
like CIFAR10, CIFAR100, and CoCo.

• We have identified the critical layers essential for the loss and layer-specific learning rate calculations.

• We have further analyzed and demonstrated state-of-the-art performances caused by applying layer-
specific learning rates for each of the attention-based, jacobian-based, and Hessian-based methods.
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2 Related Work

A common method in transfer learning involves training a large-scale teacher model on a broad task and
then leveraging the learned information to train a smaller student model [12]. This technique aligns with
the Learning without Forgetting principle, where a smaller model is trained to adapt to tasks while trying to
match the output responses of the original (teacher) model [13]. By compressing information into smaller
networks, we can eliminate redundant neurons, enhancing the efficiency of network pruning [14, 15, 16]. In
the following, we demonstrate several prominent transfer learning methods, that have gained major recog-
nition in this domain:

Attention based methods: Attention mechanisms have been described diversely across various studies.
Zagoruyko et. al., differentiate between activation-based and gradient-based attention maps, aiming to rank
these maps based on the quality of information they capture from images [10]. Similarly, Wang et. al., have
developed a method to assign weights to output activation maps, employing feature boosting and suppression
to manipulate the loss effectively [6].

Derivative based methods: Several works have leveraged order-based information for different prob-
lems, including neural network approximation. This is particularly common in reinforcement learning,
where training aims to align the critic’s derivatives with target derivatives [17]. In this paper, we particularly
focus on the advantages of derivative maps in aligning student models with teacher models by matching
their derivative structures, thereby enhancing knowledge transfer.

There are two types of derivative-based methods, we discuss them as follows:

Jacobian based methods: The use of Jacobians in model distillation has been studied for its potential to
enhance performance. Czarnecki et al. utilized the derivative of each layer’s output concerning the input,
suggesting approximations via projection over a random vector to address computational intensity [11].
The concept of matching gradient-based attention maps was initially explored by Zagoruyko & Komodakis
(2017), who considered the Jacobian of inputs with respect to outputs as one such attention map. The
Jacobian of inputs with respect to the outputs was also considered one such attention map. They found
that combining activation-based attention maps with Jacobian maps improved performance. Jacobian-norm
regularizers, which penalize the Jacobian norm to make models more robust to small input changes, were
introduced by [18].

Hessian based methods: Although crucial in understanding neural network convergence, second-order
derivative information has not been widely explored in transfer learning. It is extensively used to predict gen-
eralization rates, enhance generalization through weight elimination, and in full second-order optimization
methods by [19, 20]. Zhang et al. demonstrated the advantages of using local Hessians for backpropagation
over first-order gradients. They showed that second-order approximations help in training deep networks
and improve performance when combined with techniques like skip connections and batch normalization.
They also developed a new stochastic gradient descent algorithm utilizing the local Hessian of the network
[21]. Wu et al. highlighted that the top eigenspace of Hessians is significantly structured, showing sub-
stantial coincidence across models trained with different initializations, and that top eigenvectors resemble
rank-1 matrices when reshaped to match the corresponding weight matrix [22].

All the above-described methods offer broad optimization by using overall derivative maps calculated
based on the raw inputs. This does not sufficiently enhance the individual layer-wise learning required
for each layer to align uniformly with its teacher layer. We address this issue by introducing individual
layer-wise losses to bridge the gap between each student layer and its corresponding teacher layer.
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3 Method

Considering a neural network model m parameterized with θ, one typically seeks to minimize the empirical
error between the proposed model outputs and the target y according to some loss function,

N∑
i=1

l1

(
m(xi|θ), yi

)
(1)

where N is the number of training samples, xi is the input for the ith training sample, and l1 is a loss
function defined to quantify the disparity between target and prediction (eg. cross-entropy for classification
problems)

3.1 Layerwise learning rate for Attention map-based methods

Attention maps have gained different approaches in the transfer learning world for better training of the
student model. We intend to provide as much information to the student model from the teacher with fewer
layers compared to the latter. Let us consider a student model Sm with k number of crucial layers that
dimensionally match with the layers in the teacher model Tm. We then calculate the total loss of these
attention maps over all the training samples in the following way:

N∑
i=1

[
l1(Sm(xi), yi) +

k∑
j=1

l2(Smj(xi), Tmj(xi))
]

(2)

The l2 loss is a function best used to represent the difference in 2 distributions. We have proposed the
use of Jensen–Shannon divergence in the later section.

To update the learning rate of these crucial layers over a set of epochs, we define a learning rate optimizer
function g:

αj = g
( N∑

i=1

l2 (Smj (xi),Tmj (xi))
)

(3)

The function g is a set of steps applied to the layer-wise loss which will be explained in the later section.

3.2 Layerwise learning rate for Jacobian map-based methods

In Jacobian Matching with respect to weights, we calculate and minimize the loss function in the following
way:

N∑
i=1

[
l1(Sm(xi), yi) +

k∑
j=1

l2

(dSmj(θ)

dSm(xi)
,
dTmj(θ)

dTm(xi)

)]
(4)

where dSmj(θ)
dSm(xi)

is the derivative of the parameters of the j-th layers of the network with respect to the
network output for the input xi.

Subsequently, we update the learning rate in equal intervals of the number of epochs,

αj = g
( N∑

i=1

l2

(dSmj (θ)

dSm(xi)
,
dTmj (θ)

dTm(xi)

))
(5)
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3.3 Layerwise learning rate for Hessian map-based methods

We observed several advantages of the second-order approximations over the Jacobian. Hence, we would
be applying local Hessian as a knowledge transfer tool for more effective performance.

Corresponding to the procedure we utilized in Jacobian Matching, we would be calculating the second-
order derivative of weights for the cumulative loss in the following way:

N∑
i=1

[
l1(Sm(xi), yi) +

k∑
j=1

l2

(d2Smj(θ)

dSm(xi)2
,
d2Tmj(θ)

dTm(xi)2

)]
(6)

where d2Smj(θ)
dSm(xi)2

is the second order derivative of the parameters of the j-th layers of the network with
respect to the network output for the input xi.

Subsequently, we update the learning rate in equal intervals of the number of epochs,

αj = g
( N∑

i=1

l2

(d2Smj (θ)

dSm(xi)2
,
d2Tmj (θ)

dTm(xi)2

))
(7)

3.4 Layerwise Learning Rate Optimization Function

Our goal with transfer learning using attention and orderwise maps is to minimize the divergence between
the distributions of these two maps at every layer. To precisely approximate the variance in these two
distributions, we employ the Jensen-Shannon Divergence (JSD).

Let Sm(1)
j and Tm

(1)
j be the attention map or orderwise map of the jth shortlisted layer of the student

and teacher model respectively for the tth iteration. Then the JSD between Sm
(1)
j and Tm

(1)
j is

JSD(Sm
(t)
j , Tm

(t)
j ) = H(p)− β1H(Sm

(t)
j )− β2H(Tm

(t)
j ) (8)

JSD(Sm
(t)
j , Tm

(t)
j ) = β1KLD(Sm

(t)
j ||p)+

β2KLD(Tm
(t)
j ||p)

(9)

p = β1Sm
(t)
j + β2Tm

(t)
j (10)

where H is the Shannon Entropy and β1 , β2 are the weights given to each distribution. In this case, they
would be equally weighted. KLD is the KL-Divergence of the 2 distributions.

The advantage of using JSD over MSE or KLD loss is that JSD is symmetric, well-bounded, and does
not imply absolute continuity in the distributions [23, 24, 25]. We apply this JSD loss to update the learning
parameter for each crucial layer individually and sequentially. We define αj as the learning rate for each
crucial layer applied to the optimizer and ηj as the momentum to regularize the learning rate per layer.

Here we have made the updates at the interval of every 25 epochs, thus the difference between t and
t − 1 is 25 epochs. The momentum term monitors the updates made to the learning rate and avoids α

diminishing to decay rapidly due to larger loss values. The η
(t)
j values will refrain the updates in α

(t)
j to

have larger denominators, hence avoiding slower convergence.

α
(t)
j =

α
(t−1)
j√
η
(t)
j + ϵ

(11)

η
(t)
j = γη

(t−1)
j + (1− γ)JSD(Sm

(t)
j , Tm

(t)
j ) (12)

where ϵ is a constant provided to avoid dividing by an absolute zero and γ is a constant between 0 - 1,
deciding the weight given to the loss.
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4 Experiments

To demonstrate the efficacy of our method, we experimented with our proposed approaches against two
CIFAR (CIFAR-10 and CIFAR-100) image classification datasets and CoCo multi-class object classification
dataset [26, 27]. Against each of the datasets, we performed attention map-based, Jacobian map-based, and
Hessian map-based knowledge distillation with and without our proposed layerwise learning approach. We
used Pytorch to create the deep-learning models and run the networks on NVIDIA RTX A5000 and AMD
Radeon GPU machines.

4.1 CIFAR Experiments

For the CIFAR experiments, we used ResNet18 as the teacher model and ResNet10 as the student model.
In the CIFAR10 and CIFAR100 datasets, we have 10k images in the test set and 50k images in the train set.
To make the Attention, Jacobian, and Hessian calculations more effective, we only calculate the maps of
the crucial conversion layers of the ResNet where we observe a dimensional change in the feature channels.
In this case, we have 4 such important layers. We use the CIFAR dataset Images for training both teacher
and student model for 200 epochs. In the experiments involving the learning rate scheduler, we use the
MultiStep LR at a decaying factor 0f 0.01 at the 25th and 35th epochs. This learning rate scheduler is used
to compare the learning rates of all the model layers.

For the layerwise learning rate experiments, we individualize the important layers in the optimizer and
subsequently update the learning rate of the prominent layers at every 25th epoch. On each of these four
layers, we calculate attention, Jacobian, and Hessian maps. We intend to minimize the difference in these
corresponding maps between the student and teacher models. Besides including these comparative losses
with our initial cross-entropy loss, we have employed our proposed layer-wise loss to optimize the learning
rate of these individual layers.

We perform experiments across attention, jacobian, and hessian knowledge distillation methods with:

• With constant Learning Rate.

• Learning Rate Scheduler at constant interval (25th and 35th epoch).

• Layerwise Learning Rate with Learning Rate Scheduler.

Method Learning Rate update CIFAR10 Accuracy CIFAR 100 Accuracy
None 83.21 57.74

Attention Constant Update 93 72.84
Layerwise Update 93 73.35

None 81.63 59.45
Jacobian Constant Update 92.58 73.71

Layerwise Update 93.24 73.84
None 84.74 56.23

Hessian Constant Update 93 66.71
Layerwise Update 93.14 69.98

Table 1: Results for CIFAR Experiments. The Constant Update imply the learning rate scheduler used at
the 25th and 35th epoch. The layerwise update implies the learning rate optimized per crucial layer at every
25th epoch interval.

4.2 CoCo Experiments

We performed multi-class classification experiments with over 80 different categories. In the CoCo dataset,
we have 562k training images and 36k test images. The images are preprocessed with random cropping and
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Attention Jacobian HessianCIFAR-10 Samples

(a)

Attention Jacobian HessianCIFAR-100 Samples

(b)

Attention Jacobian HessianCoCo Samples

(c)

Figure 2: Learning curves (epoch vs. accuracy) for with and without layerwise learning in attention-map,
jacobian, and hessian-based knowledge distillation. (a) Learning curves along with some samples from the
CIFAR-10 dataset (b) Learning curves along with some samples from the CIFAR-100 dataset (c) Learning
curves along with some samples from the CoCo dataset. For CIFAR experiments, ‘Direct’ refers to ‘Constant
Update’ in Table 1, whereas in the CoCo experiment, ‘Direct’ refers to None in Table 2

resizing to three channels of 224x224 size. The models we have assigned for the student-teacher training
are ResNet50 as the teacher model and ResNet34 as the student model. In a similar fashion to CIFAR, we
calculate Attention, Jacobian, and Hessian. In a similar fashion to CIFAR, we calculate Attention, Jacobian,
and Hessian. More effectively, we only calculate the maps at the crucial conversion layers of the ResNet,
where we observe a dimensional change in the feature channels. Analogous to the CIFAR Experiments, we
have selected 4 layers for the mapping. We train both the student and teacher model for 100 epochs.

We performed experiments across the three transfer learning methods with:

• Constant Learning Rate.

• Layerwise Learning Rate.

5 Results

We observed consistent improvement in student model performance while we adapted individual layer-wise
learning rates based on our proposed method. We observed such a performance boost for both attention-
map and order-based (Jacobian and Hessian) knowledge distillation against all three datasets. Furthermore,
we also observed that the contribution of layer-wise learning with our method is more consistent when the
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learning task becomes harder. For instance, the 100-class classification in CIFAR-100 is harder than the
10-class classification in CIFAR-10. The CoCo multi-class classification is even harder than single-class
classifications in CIFAR datasets. We observed the highest and most stable improvement in CoCo multi-
class image classification (Figure 2). In the following sections, we describe the results for each individual
dataset in detail.

Method LR update CoCo Accuracy
Attention None 69.9

Layerwise 72.9
Jacobian None 70.10

Layerwise 73.14
Hessian None 69.82

Layerwise 73.08

Table 2: Results for CoCo Experiments. The comparison is across no learning rate scheduler and the
proposed learning rate optimizer.

5.1 CIFAR-10 Experiments

For single class image classification on the CIFAR-10 dataset consisting of samples from 10 distinct cat-
egories, the teacher model had an accuracy of 93.84% with a learning rate scheduler at constant intervals.
Since the maximum accuracy a student model can achieve theoretically is the accuracy of the teacher model,
the accuracy of the student model was upper bounded by 93.84%. The CIFAR-10 dataset has only 10 classes
and the classification task is not much difficult for the student models themselves. As a result, we observe
close to teacher model accuracy in our attention, Jacobian, and Hessian-based student models in CIFAR-10
experiments. Particularly, for attention map-based learning the student model achieves 93% accuracy (Ta-
ble 1) even with a learning rate scheduler at constant intervals. Hence, the layer-wise learning rate update
could not make much improvement. However, for Jacobian and Hessian map-based student models, adapt-
ing layer-wise learning rates caused a slight improvement. Nonetheless, due to the ease of the task, student
models without any layer-wise learning performed close to the teacher model, and the improvement brought
by our layer-wise learning could not be more than minimal.

5.2 CIFAR-100 Experiments

For single class image classification on the CIFAR-100 dataset consisting of samples from 100 distinct
categories, the maximum accuracy obtained with the teacher was 74.78% with learning rate updates at
constant intervals. Classifying images into 100 distinct categories is much harder than classifying them
into 10 classes, and so the CIFAR-100 classification task is much harder than that of CIFAR-10. In such a
scenario, the accuracy improvement caused by our layer-wise learning rate adaption scheme over the naive
constant learning rate update is more visible and stable (Figure 2). The closest accuracy to the teacher
model (73.84%) was achieved with Jacobian map-based knowledge distillation with our layer-wise learning
rate-based scheme.

5.3 CoCo Experiments

The multi-class image classification is much harder as a learning task compared to single-class classifi-
cations. Consequently, the learning task in CoCo experiments can be considered ‘harder’ than in CIFAR
experiments. In CoCo experiments, the teacher model had an accuracy of 74.89% without any constant
learning rate update. The constant learning rate update did not bring any improvement in student model
accuracy either, so we proceeded with no learning rate update for our student models in CoCo experiments
as baselines. The accuracy achieved with the student models was much lower than that of the teacher model
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compared to CIFAR experiments. However, after adapting the layer-wise learning rate update scheme pro-
posed by us, we observed significant improvement in the student model accuracy. Using layer-wise learning
rate update improved the accuracy of the attention-based model by 3%, Jacobian-based model by 3.14%,
and Hessian-based model by 3.26%. These are the highest improvements across CIFAR-10, CIFAR-100,
and CoCo experiments. This suggests that the contribution of layer-wise learning rate becomes more evident
when the learning task becomes harder. From Figure 2, we also observe that the improvement by layer-wise
learning rate is more stable and consistent in the case of CoCo compared to those of CIFAR datasets. In ad-
dition, for the CoCo experiment, the closest accuracy to the teacher model (73.14%) was achieved with the
Jacobian map-based knowledge distillation with our layer-wise learning rate-based scheme. This situation
is similar to that of CIFAR-100. It might be the case that Jacobian performs better than attention map-based
distillation for harder learning tasks. However, more investigation is required in this direction to draw such
a conclusion.

6 Conclusion

Knowledge distillation from large teacher neural networks to smaller student networks has recently become
popular in transfer learning research. The state-of-the-art methods use attention map or parameter derivative
(Jacobian or Hessian) maps to perform knowledge distillation from the teacher model to the student model.
In this paper, we propose a new scheme for updating the learning rate per critical student model layer with
the help of the teacher model. This scheme can be easily added to the knowledge distillation methods. We
also demonstrate that adding such a scheme improves the student model accuracy for all the attention-map,
Jacobian, and Hessian map-based knowledge distillation methods across diverse benchmark datasets. We
also observe that our layer-wise learning schemes become more effective when the learning task becomes
harder. Our experimental results suggest that our layer-wise learning method would bring a significant
contribution to transfer learning research.
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