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In pseudonymous online fora like Reddit, the benefits of self-disclosure are often apparent to users (e.g., I
can vent about my in-laws to understanding strangers), but the privacy risks are more abstract (e.g., will my
partner be able to tell that this is me?). Prior work has sought to develop natural language processing (NLP)
tools that help users identify potentially risky self-disclosures in their text, but none have been designed for
or evaluated with the users they hope to protect. Absent this assessment, these tools will be limited by the
social-technical gap: users need assistive tools that help them make informed decisions, not paternalistic tools
that tell them to avoid self-disclosure altogether. To bridge this gap, we conducted a study with N = 21 Reddit
users; we had them use a state-of-the-art NLP disclosure detection model on two of their authored posts and
asked them questions to understand if and how the model helped, where it fell short, and how it could be
improved to help them make more informed decisions. Despite its imperfections, users responded positively
to the model and highlighted its use as a tool that can help them catch mistakes, inform them of risks they
were unaware of, and encourage self-reflection. However, our work also shows how, to be useful and usable,
AT for supporting privacy decision-making must account for posting context, disclosure norms, and users’
lived threat models, and provide explanations that help contextualize detected risks.

CCS Concepts: « Security and privacy — Human and societal aspects of security and privacy; »
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1 INTRODUCTION

Every day, millions of people log onto pseudonymous online fora like Reddit to access a seemingly
safe space to vent, seek support, and connect with like-minded others without the additional
baggage of their offline identity. Unsurprisingly, prior work has also found that users in these
pseudonymous fora are more likely to disclose highly sensitive information [98]. While the benefits
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Age/Gender Location Relaionship Satus

[M4F] 43M, Seattle, looking for partner [M4F] 43M, Seattle, looking for partnér occupat
. coupation

Occupation
Hello, I'm a 43-year-old software engineer and have a side business selling Hello, I'm a 43+/€ar-old Software enginéer and iave a side business selling
vintage collectibles and rare finds on eBay. My weekends are often spent vintage collectibles and rare finds on eBays My weekends are often spent
scouring flea markets and estate sales. I like to create mixed media art and Self-Disclosure scouring flea markets and estate sales. I like to create mixed media art and

woodworking projects. . g projects.
Detection Model

I'm seeking a woman in her late 20s to early 30s who embraces life with a I'm seeking a woman in her late 20s to early 30s who embraces life with a

positive spirit and enjoys exploring new hobbies. I'm drawn to someone who positive spirit and enjoys exploring new hobbies. I'm drawn to someone who

appreciates the beauty of handmade art and isn't afraid to get their hands dirty ‘appreciates the beauty of handmade art and isn't afraid to get their hands dirty

in a creative endeavor. I'm keen on finding someone who enjoys indie films, jazz in a creative endeavor. I'm keen on finding someone who enjoys indie films, jazz

or reading poetry together.

Relationship Status

music, and is up for philosophical discussions or reading poetry together. music, and is up for philosophical dist ¢,

I share custody of my 8-year-old daughter. Our favorite activities include Tshare custody of my 8=year-old daughiter. Our favorite activities include
weekend camping trips and attending local art workshops. I hope to find weekend camping trips and attending local art workshops. 1 hope to find
someone who values family as much as 1 do. someone who values family as much as I do.

I may have included more details than ! 1 guess I didn't need to mention my
necessary. I need to double check what daughter's age, or that I sell antiques
I've disclosed before posting it. on eBay...

Fig. 1. Al-powered, span-level self-disclosure detection helps users in reviewing their posts to improve privacy.

of these self-disclosures are apparent to users, the potential harms are more abstract and difficult
to reason about. This asymmetry can lead to uninformed sharing that can result in regrets [76, 93],
self-censorship [22, 77], and/or risks of de-anonymization [3, 67, 79]. As such, a defining dilemma
of modern social networking is helping users balance the social benefits they reap through online
self-disclosure with the privacy risks associated with those disclosures.

Recent work [4, 14, 37, 57, 104] has explored the use of natural language processing (NLP)
tools to help users identify potentially risky self-disclosures. However, to date, these tools have
not been evaluated with the actual users that they aim to protect. Rather, most of this work has
focused on improving model performance in detecting personal disclosures against benchmarks and
accuracy metrics that cannot be confidently correlated with what users want [14, 37, 57]. Without
considering user intentions, needs, and contexts of use, NLP-powered disclosure detection tools run
the risk of running headlong into Ackerman’s social-technical gap [1]: i.e., the gap between what is
possible technically and what is necessary socially. Users often disclose personal information online
intentionally: e.g., when seeking emotional or informational support [24, 70, 101], and to build
relationships [24, 47]. A disclosure-detection tool that fails to consider why users are disclosing
personal information, and what threats they’re most concerned about in sharing that information,
may fall short of helping users make informed decisions.

Driven by this hypothesis, we ask: How can NLP-based disclosure detection tools be designed to
help users make informed decisions about online self-disclosures? Taking cues from prior work in
the domain of usable security & privacy, we formulate three sub-questions to better understand
how users perceive the outputs of existing models, and how they might be improved:

e RQ1: Given the tension between the need for self-disclosure and the risks, how can interaction
with an NLP model make users aware of potential self-disclosure risks? [2, 43]

e RQ2: How should the feedback from the NLP model be framed? What level of textual granu-
larity is helpful in communicating the abstract risks of users’ disclosures? [12, 92]

e RQ3: Where do NLP self-disclosure detection models fall short, and how might they be further
improved to better align with users’ preferences? [21, 46, 81]

Guided by these RQs, we conducted an in-depth interview study with 21 Reddit users. We had our
participants use a state-of-the-art NLP-based disclosure detection model from prior work by Dou
et al. [27] on two self-authored posts made on and for Reddit. We chose this model because, unlike
other similar models that operate at the post or sentence level [17, 88], Dou et al.s model operates
at the text-span level: i.e., it is capable of identifying specific segments of text in a broader post
that constitutes a potentially risky self-disclosure (see Fig.1). This higher-level of granularity let us
localize user feedback to the specific words in their posts that the model estimated as constituting
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disclosure risk. Moreover, the model has two versions: a multi-class version (which we refer to as
the categorical disclosure model) which is capable of detecting 19 different self-disclosure categories
(see Table 1), and a binary version that flags content as self-disclosures or not (which we refer to as
the binary disclosure model). To answer our RQs, we asked users questions about how they viewed
and accepted the model’s outputs for their posts (RQ1), differences in perceptions of model utility
between the categorical and binary versions of the model (RQ2), and — when users rejected model
outputs — why they rejected the outputs and where they felt the model failed more broadly (RQ3).

While the model was imperfect at identifying self-disclosures (with users accepting 58% of all
detected disclosures overall), the majority of participants reacted positively to the model. 82% of
our participants stated that they wanted to use the model outside of the study or would recommend
it to others. Participants described the model’s utility as encouraging self-reflection, catching users’
mistakes, raising risks they were previously unaware of, and in making decisions about content
users were uncertain of sharing. However even when agreeing with the model’s output, participants
generally did not act to alter the disclosure detection spans the model identified (15% of all detected
disclosure spans were altered). Participants rated detected disclosures that they did not alter as
being especially important to convey meaning. Conversely, participants rated detected disclosures
that they did alter as being especially risky. In short, our results suggest that model outputs — even
if imperfect — can help participants make informed decisions: sometimes the risk is warranted,
while other times it is not.

We also found that participants preferred the more granular outputs of the categorical disclosure
model, as the category labels added clarity to why the model detected some disclosures as risky.
Category labels served as a kind of “coarse” explanation, which participants appreciated. Participants
expressed a desire for additional explanation, such as threat severity rankings, worst-case scenarios
for how disclosures could be used against users, as well as suggested rephrasings that reduce
disclosure risk while retaining the semantic context required for a user’s audience.

Finally, our results indicate many opportunities for future improvements to such models. For
example, participants expressed a need for models to understand posting context and disclosure
norms (e.g., disclosures about a specific location may be less relevant when posting to a subreddit
about that location), to differentiate between factual and non-factual disclosures (e.g., hypotheticals),
to account for users’ existing privacy management strategies (e.g., perturbing their age, gender,
and location when sharing content), and to customize outputs to relevant threat models (e.g.,
some information may be more exploitable by a stalker than an institution and vice versa). Our
findings also surface additional forms of self-disclosure that users found important to detect such
as disclosures regarding illegal or abusive activities, substance addiction, and situational details
(e.g., dates, times, specific events).

In summary, this paper makes the following novel research contributions:

e An examination of how a self-disclosure detection NLP model can raise users’ awareness of
potential re-identification risks that stem from what they post online in pseudonymous fora.

e An analysis of how to present model outputs to users to appropriately convey risk in a
manner that allows users to make informed decisions about how to weigh the benefits and
risks of disclosure when seeking informational and/or emotional support.

e Design considerations for researchers and practitioners exploring the use of NLP-powered
disclosure detection tools in reducing self-disclosure-based privacy risks.
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2 RELATED WORK

We consider three categories of related work: the current burden of balancing the benefits of
self-disclosure with the risks, common approaches from prior work to reduce the risk of online self-
disclosure (both non-Al-based and Al-based), and the need for user engagement in the development
of Al technology.

2.1 The Tension Between the Need for Self-Disclosure and the Risks

Online pseudonymous communities, like Reddit, offer internet users a safe, seemingly anonymous
space to seek opportunities to engage with others free from the baggage of their identity. These
interactions often stem from a desire for informational or emotional support, and in seeking
support people disclose many personal details publicly [98]. Self-disclosure is an important key to
establishing a sense of solidarity and community - even disclosing negative experiences has been
shown to lead users to feel a sense of support and increased confidence in themselves [75]. Online
self-disclosure specifically can establish a sense of belonging, and support the development of new
relationships [16, 47] — and is especially valuable for users seeking support on sensitive topics
that they might not otherwise be able to receive in their physical communities due to concerns
over factors like social stigma, or embarrassment [101]. Anonymity when engaging in public
self-disclosures can provide users a cover for more intimate and open conversations [9, 80].

While self-disclosure fulfills many core social needs and despite users’ need to continuously
make online self-disclosure decisions based on their intended audiences [98], prior work has
shown that people do not always accurately anticipate who might see their content [93]. Balancing
informational and emotional support needs with the abstract risks associated with their disclosures
(e.g., re-identification, stalking, identity theft, blackmail) is challenging [36, 93]. Unlike face-to-
face disclosures, online disclosures leave a digital trace that can be screen-captured and linked
to other posts to re-identify and ultimately harm the original posters. To mitigate their risk of
re-identification, users employ tactics such as the use of “throwaway” or “burner” accounts [5, 50],
but can still end up disclosing enough information about themselves to be re-identified [3, 67].

Work on re-identifying users from anonymous datasets shows that few attributes are needed to
sufficiently re-identify individuals using incomplete datasets: for example, using 15 demographic
attributes, around 99.98% of Americans can be identified; using just 3, around 83% can still be
identified [74]. Information as simple as age, gender, and ethnicity can be enough to re-identify an
individual when combined with a medical diagnosis [55]. Re-identification risks are highly relevant
to users of online pseudonymous platforms, like Reddit, with communities dedicated to specific
medical diagnoses such as r/Cushings, or r/Marfans wherein users experience many benefits from
personal disclosure in seeking support (e.g., earlier detection and treatment of medical issues that
would have otherwise gone unaddressed) [44, 64].

Relatedly, users’ disclosure is guided by their perception of risk and the sensitivity of the
information that they are disclosing. It follows that prior research on anonymous public self-
disclosure suggests users feel better able to express themselves when posting anonymously, [9, 80],
as anonymity allows users to avoid the face-to-face stigma of embarrassing or uncomfortable
topics [24, 26]. Anonymity affords users the opportunity to be honest, unfiltered, and vulnerable;
characteristics they might not be able to exhibit through in-person interactions. Conversely, users’
heightened feelings of anonymity can also result in benign disinhibition, wherein users disclose
more personal information as they feel more secure and less identifiable [49].

Thus providing users with more awareness of risks to their privacy while maintaining the
benefits of disclosures remains a longstanding challenge for security and privacy practitioners.
We extend this body of work by exploring the design considerations, utility, and intrusiveness of
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an end-user-facing NLP-based disclosure detection tool in interactions with users of the online
community of Reddit given the impact of pseudonymity on benign disinhibition effects, like
increased self-disclosure.

2.2 Past Approaches to Alleviating the Risks of Self-Disclosure

Non Al-based Tools. Researchers and practitioners in security & privacy have explored approaches
to helping users navigate the risks of self-disclosures with varying success. One ubiquitous, built-in
approach to mitigating users’ risks of online self-disclosure is the employment of customize-able
privacy preferences [2, 69]. While important, and helpful for users of social networking sites like
Facebook, the use of granular privacy settings is not entirely relevant to mitigating the harmful
self-disclosure risks pseudonymous online community members face since users are intentionally
posting information publicly. Furthermore, despite the protective intention of this, more granularity
in privacy settings can actually encourage self-disclosure. In their study, Brandimarte et al. showed
that in the context of an online social network, participants who were offered finer-grain privacy
controls disclosed more personal information compared to those who were offered weaker controls
[11]. Finer-grain control has also been found to reduce users’ privacy concerns in other areas as well
such as personalization [82]. Research has also explored intervention-based strategies for mitigating
a user’s level of disclosure at the time of posting through the use of framing and presentation. For
example, Wang et al. explored the effect of a modified Facebook interface that provided feedback
about a post’s audience and also allowed users to cancel their post within 10 seconds of making it
[92]. Prior work from Braunstein et al. also showed that changing the wording in a survey question
to remind users that they are revealing sensitive information impacts how much they’re willing to
reveal [12]. While these specific techniques are slightly difficult to apply to an online community
like Reddit where most posts will be made in public subreddits, they may still be useful for privacy
intervention tools. Tools that detect potentially risky self-disclosures for example, may benefit in
utility by incorporating additional context for these detections. As such, in this study, we explore
the utility of different framing for suggestions by presenting participants with two versions of a
disclosure detection model that vary in granularity.

Al-based Tools/existing NLP Approaches to detecting self-disclosure. With the advancement of
AT technology, over the course of the past few years, we’ve also started to see numerous natural
language processing (NLP) based intervention tools emerge as aids for the prevention of privacy
leaks from self-disclosure [14, 37, 57]. A core benefit offered by NLP-based self-disclosure interven-
tions compared to the aforementioned ones is that they take a more targeted approach to potential
privacy leaks by explicitly pinpointing disclosures made by users in their posts. This offers users
actionable areas for improvement and the agency to control the dissemination of their sensitive
information. Multiple recent works have introduced NLP-based self-disclosure detection models
that are targeted towards specific disclosure categories such as medical conditions [87, 89, 102],
personal opinions [18], employment history [84], or stories of sexual harassment [19]. Other works
developed detection models that consider any type of personal information revealed by users as
a single category [10, 73, 97]. A few studies also developed models capable of more fine-grained
detection of multiple self-disclosure categories at once [4, 52]. A major limitation in past work is
that it mainly centers around operational changes for enhancing model performance in detecting
self-disclosures, such as improving their accuracy or expanding their granularity of categories.
However, studying the interaction of users with NLP-based self-disclosure detection models and
analyzing user experiences is key in identifying the next steps for the real-world adoption of NLP
models in privacy-preserving tools. To our knowledge there has been no prior work on user’s
reactions to these models, or whether the classifiers used are perceived as being helpful by users.
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Without the incorporation of user feedback, these NLP detection tools run the risk of ignoring the
key benefits of disclosure discussed above. Through seeking out user feedback in the evaluation
of Al-assisted self-disclosure detection technology, we hope to surface where these tools may fall
short in order to ultimately better align them with the preferences and goals of their intended users.

2.3 The Need for User Engagement in the Design of Al Technology

Al technologies have profound social and economic implications across various domains. When
predictive modeling is employed in critical decision-making processes such as credit offers, in-
surance assessments, hiring, and parole decisions [20, 35], the application of Al can exacerbate
social inequality as these technologies have the potential to shape opportunities, leaving certain
individuals marginalized due to data or model bias [8, 20, 28, 65]. Additionally, most Al-based
technologies are developed from data collected from (biased) human decision-makers, or through
training processes which can also introduce bias [20, 81].

It is imperative that the people impacted by Al systems’ deployment be substantively engaged in
providing feedback and design direction, and that these suggestions form a feedback loop that can
directly influence Al systems’ development and broader policy frameworks which are imperative
for ensuring fair and unbiased outcomes [46, 81]. Engaging users in the design of Al technology
can help mitigate the negative impacts of Al on society and promote ethical and responsible Al
development [20, 81]. Park et al. [62] shows the importance of integrating user feedback into the
development process of consumer-oriented systems as there is a potential disparity between user
expectations and technological functionalities. Recognizing that user preferences and demands
can evolve rapidly, the paper advocates for an adaptive approach that places user feedback at the
forefront of system design. On a similar note, [21] talks about the necessity of ongoing updates
based on user feedback to prevent errors, particularly in dynamic and evolving scenarios. In
contrast to static systems, those that are continually updated and refined based on user interactions
demonstrate a heightened ability to adapt to new information, circumstances, and user expectations.

Several works have delved into growing privacy concerns associated with Al-based technologies.
The impact of Al on privacy interests is discussed by Kerry [45], emphasizing how advances in Al
amplify concerns regarding the use of personal information [7, 58, 59, 91].

The work of Dou et al. [27] is a first step in assessing user preferences for Al-assisted self-
disclosure detection, though it only reports high-level takeaways as to what participants liked and
didn’t like, and the percentage of users who reported that they would continue to use the model. The
goal of Dou et. al’s paper was to introduce a state-of-the-art disclosure detection model — the user
feedback reporting was primarily to affirm the desirability of their technical contribution to users.
In contrast, our goal centers user needs and preferences by aiming to examine: (i) how users make
sense of and decide to accept or reject Al-detected self-disclosure risks in their content, (ii) whether
and how these Al-detected self-disclosure risks help users make more informed self-disclosure
decisions, and (iii) where the model falls short or could be improved in being of greater use to users
when they must make these self-disclosure decisions. Our study contributes an exploration of the
usefulness, usability, and utility of Al-supported privacy decision-making despite its imperfections.

Our work ultimately aims to fill this void by examining user perspectives on disclosure and privacy
in the area of online communication, contributing knowledge to enhance technical safeguards, and
aligning Al systems with user expectations in the rapidly evolving landscape of digital interactions.

3 SELF-DISCLOSURE DETECTION MODEL

Prior works on self-disclosure detection mostly focused on sentence or post-level classification
[17, 88] that simply determines if the given text contains any disclosure. However, it doesn’t
pinpoint the specific spans (i.e., segments of consecutive words) of self-disclosures, providing
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Personal Experiences
FamiLy

Category Example

Demographic Attributes
AGE I recently celebrated my 30th birthday, and I'm in my final year of grad school.
GENDER I am a guy and was shamed for doing ballet.
AGE/GENDER I(20F) had a fight with my boyfriend last night.
SExuAL ORIENTATION  [identify as a lesbian, and I'd like to share my thoughts on this matter.
HusBaND/BF My husband and I plan to travel to Vegas in May. Any recommended hotel?
WIFE/GF What’s a good birthday gift idea for my gf?
ReLaTIONSHIP STATUS ~ I've been single for a while now.
RACE/NATIONALITY I was a Swedish tourist in France, once.
LocaTioN I'have just moved to United States, and I'm finding the medical costs quite high.
PET Irecently got a Labrador Retriever puppy, and it’s been very fun
APPEARANCE I'have bright red hair, which always draws a lot of attention.
NAME Hello guys, my name is xxx. I'm looking for a Chinese name for myself.
CONTACT My ins is xxx.

My brother (23M) fought my husband (30M) at a family dinner.

HEeALTH I've diagnosed with a prostate cancer, but good news is it’s early stage.
MENTAL HEALTH I'have bipolar, anxiety, PTSD and ADHD, which are parts of me.
OCCUPATION For context, 'm a L5 software engineer at Google.

EpucAaTION I just completed my PhD today, and I'm feeling incredibly happy about it!
FINANCE This year, I made 100K from Bitcoin, which I used to purchase a new car.

Table 1. Examples for each of the 19 self-disclosure categories, grouped into Demographic Attributes and
Personal Experiences. The categories presented in the above table are those that are detectable by Dou et. al’s
model [27], while the examples used have been drafted by the authors of this paper.

minimal insights and information for users to review. While there are some models that detect
disclosures at the span level, they often have a narrow scope, focusing on a small set of self-
disclosure categories [52] or specialized for news comments [86]. To bridge these gaps, Dou et al.
[27] recently developed a SOTA self-disclosure detection model that is capable of detecting 17
distinct categories at the word level, which we used as a technology probe in the later user study.

The model demonstrates high performance with 75% F; in the categorical disclosure setting
(classify each word into one of 17 categories or as non-disclosure) and 82% F; in the binary disclosure
setting (classify into disclosure or non-disclosure). We experimented with both versions to explore
how different levels of label detail affect user experience — per RQ2. Based on RoBERTa-Large [54]
transformer encoder, the model is fine-tuned on a Reddit corpus containing 4.8K human-annotated
disclosure spans. We chose this model over prompting-based LLMs such as GPT-4 [61] due to its
superior efficiency and cost-effectiveness, as well as its similar performance: as Ashok and Lipton
[6] shows fine-tuned small models generally outperform zero-shot prompting of larger models on
span annotation tasks.

During inference, instead of feeding the entire post, including both title and body, into the model,
we first used Ersatz [94], a neural network-based sentence splitter, to divide posts into individual
sentences. Each sentence is then fed into the model, resulting in better performance over processing
the whole post at once. To be more specific, for a sentence of n words x, ..., x,,, the model assigns a
corresponding label y; to each word x;. In the categorical disclosure setting, we used the IOB2 label
format [83], which tags the starting word of a disclosure span as B-[Class] and subsequent words
as I-[Class] (e.g., B-Age, I-Age), while non-disclosure words as O. For the binary disclosure setting,
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am a guy and was ballet.

T T

Embedding Layer

Self-Disclosure
Detection Model

Binary/Categorical Classification Head

L3y Ll J

| Yes Yes Yes Yes No No 2. No I—_
| B-Age I-Age I-Age I-Gender O o [¢] Categorical Output

Fig. 2. The model classifies each word to a label.

Binary Output

the labels are simply yes or no. As words are tokenized, we use the label of the first token of each
word as a word label. Figure 2 illustrates the model diagram.

In addition to the 17 main categories detected by the model — ranging from age to mental health,
frequently appearing on Reddit — we also addressed the identification of less common but sensitive
details like names and contact information. To identify names, we used LUKE [96], the state-of-
the-art named-entity recognition model. For the detection of personally identifiable information,
such as phone numbers and emails, we integrated Microsoft Presidio'. Recognizing that social
media handles are a commonly shared type of contact information on Reddit, we extended Presidio
with custom regular expressions to detect usernames from platforms such as TikTok, Instagram,
and Twitter. Given our emphasis on self-disclosures, we applied the sentence classifier from Dou
et al. [27] as a preliminary self-disclosure filter before using these external tools: The classifier
first identified whether a sentence contained self-disclosure elements; sentences flagged by this
classifier were then subsequently processed through these external models and tools.

Table 1 presents examples for all 19 categories, which are broadly grouped into: demographic
attributes and personal experiences. Demographic attributes include static personal characteristics,
typically expressed in a brief manner, such as age, gender, and race. In contrast, personal experiences
relate to activities and events that might identify an individual — e.g., health-related and education-
related activities or questions.

Of note, our goal in this work is not to introduce new state-of-the-art self-disclosure detection
models. Rather, we use these models as a technology probe [42] in a study to understand the
opportunities and challenges of using AI to help users make informed decisions when sharing
personally identifiable information online.

4 METHODOLOGY

To explore how Al-assisted identification of self-disclosure spans might impact users’ awareness
of self-disclosure risks and their writing behaviors, we conducted a 75-minute interview study
with 21 Reddit users. We asked participants to share two of their self-authored Reddit posts with
researchers which were subsequently run through our NLP model. We then asked participants
questions, using the NLP model outputs as a guide, to determine how the model affected users’
awareness of potential self-disclosure risks (RQ1), how feedback from the model should be framed
to maximize utility to participants (RQ2), and where these tools might be altered to better align
with users’ preferences (RQ3).

https://microsoft.github.io/presidio/
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4.1 Recruitment

We recruited a total of 21 Reddit users through Prolific, an on-demand participant recruitment
platform. Participants were screened to ensure that they: had a Reddit account at the time of the
study, made at least three posts on Reddit, resided in the U.S., and were 18 years of age or older.
Eligible participants were subsequently asked to provide links to two text-based Reddit posts they
had made; one with which they had privacy concerns and another with which they did not. From
about 158 who took the pre-study survey, we invited 33 Reddit users to participate in the interview
based on the Reddit posts they shared with which they had privacy concerns. Participants were
only invited to participate after researchers ensured their shared posts were majority text-based,
and contained personal disclosures, and after ensuring that the model we used was able to detect
potentially identifying disclosures in the post. More specifically, participants were filtered out of
the study if the posts that they shared were inaccessible, removed, contained no text (e.g. only an
image), or if they reported not having made a post that meets those criteria (e.g., if they answered
with “N/A” or “T have not done this” when asked to share a Reddit post they drafted over which
they had privacy concerns). While we did reach out to participants who shared invalid links, none
of them responded to our request for an alternative post. From the total 158 users who took the
pre-study survey, we invited 33 Reddit users to participate in the interview based on the Reddit
posts they shared with which they had privacy concerns. Of those 33 participants, 21 followed
up on our request to schedule interviews. Given the average sample size for studies within the
CHI community is 12 participants [13], and the rich body of work demonstrating that anywhere
between 6-12 participants is enough for high saturation [32, 38-40, 56, 60], we did not run any
additional recruitment attempts.

The collected demographic data is displayed in the Appendix (see Table A in section A). The
sample was slightly skewed female, with 12 participants identifying as female. 16 of the 21 partici-
pants were below the age of 50, and 15 participants held a bachelor’s degree or higher certificate of
education. Data collection occurred in the summer of 2023, and participants received $17 compen-
sation for their participation in the interview and pre-study survey. Our study design was approved
by an institutional review board.

4.2 Pre-study Survey

Participants were first directed to an online survey that included screening questions to ensure
eligibility. Those who didn’t meet the requirements were automatically removed from the survey
at this stage. Afterward, participants were presented with a consent form in the survey. Those
who agreed to participate provided their preferred email address for future communication and to
schedule a Zoom-based interview. Participants were then requested to share links to two Reddit
posts they had made; one with which they had privacy concerns and another with which they did
not. As mentioned prior, participants were filtered out of the study if the posts that they shared
were inaccessible, removed, contained no text (e.g., had only an image), or if they reported not
having made a post that met our criteria.

In the final section of the pre-study survey, participants answered questions about their Reddit
usage and behaviors, their perception of self-anonymity on Reddit, as well as their tendency
to disclose information publicly using validated scales adapted from prior work on perceived
anonymity in online social support communities [99]. Additionally, participants were asked about
their demographics and their general attitudes towards security and privacy using the SA-13 scale
[30]. We collected these data because prior research has found that differences in end-user security
attitudes, demographic characteristics, and perceived audiences when sharing content online can
shape users’ online S&P decision-making [15].



Model 1 (Binary Version)
Meeting brother’s new girlfriend for the first time

My brother (23'M) moved out-of-state for work last summer and started dating a girl (21°F) in March
Today, he is coming back into town to attend a friend's graduation party, and he wants to stop by for
lunch at home beforehand. The unfortunate part is that a very eager guest, his new girlfriend, will be
joining him. She is from a small country-town where inviting significant others over during the very
early stages of a relationship is the norm. He has already met her family and goes over to their house
frequently. While at her house one afternoon, she remarked that “maybe your [his] family should come
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Model 2 (Categorical Version)

Meeting brother’s new girlfriend for the first time
AGE/GENDER RELATIONSHIP STATUS

iy Brother (23W) moved out-of-state for work last summer and Started'dating a girl (21°F) in March.
Today, he is coming back into town to attend a friend's graduation party, and he wants to stop by for
lunch at home beforehand. The ur LOCATION part is that a very eager guest, his new girlfriend, will be
joining him. SHEiS frem a small E6Untry-town where inviting significant others over during the very
early stages of a relationship is the norm. He has already met her family and goes over to their house
frequently. While at her house one afternoon, she remarked that “maybe your [his] family should come

AGE/GENDER

up here s00n s0 we can meet.” & “Ip here so0n so we can meet.”

FAMILY

My brother wanted us to drive up last weekend to meet her, but we couldn't because we had already
rsvp'ed for MY OUSIN graduation party. So now, she will be coming to us.

My brother wanted us to drive up last weekend to meet her, but we couldn't because we had already
rsvp'ed for My €OUSINS graduation party. So now, she will be coming to us
FAMILY

Fig. 3. Image depicting how the disclosure detection spans of both versions of the model were presented to
participants. On the left is the binary disclosure version, and on the right is the categorical disclosure version.

4.3 Interview

User Assessment of Model Output on Their Posts. We conducted 75-minute semi-structured in-
terviews to gather feedback on the model’s outputs and understand participants’ views on online
anonymity risks and how those risks are influenced by subreddit community norms. The interviews
began with general questions about participants’ Reddit usage and the disclosure norms they
followed for the subreddits in which they were active. We also asked about their posting behaviors
and differences in disclosure norms across subreddits in order to account for posting practices that
might interfere with the outputs of the model (RQ1, RQ3). Prior to showing participants the model
outputs on their posts, we discussed the posts participants shared with us in the pre-study survey.
We started with the post they reported feeling less comfortable sharing with people they know in
the physical world, probing them on what personal disclosures they thought they included in the
post, as well as the threats they perceived to their anonymity, who they were concerned might
identify them, and why. We then asked participants to either (a) share a post from a burner account
they had privacy concerns with, or (b) draft a post that they’d previously hesitated to share on
Reddit for reasons related to privacy or sensitivity. After doing this, we then probed participants
on all the same questions as the first post. As opposed to the first post, asking them to share/draft
an additional post allowed us to assess the model’s utility in providing feedback on posts that users
hesitated to share from their main accounts.

In the next stage of the interview, we analyzed participants’ posts using both the binary and
categorical disclosure versions of the disclosure detection model (RQ2). Participants first saw the
output of the binary disclosure model on both of their posts and assessed those. We then showed
participants the output of the categorical disclosure model on their posts for assessment. When
evaluating the model’s outputs on self-authored posts, we also asked participants to assess each
of the disclosure spans detected by the model; we asked whether they agreed or disagreed that
the detected disclosure span contained self-disclosure and why, as well as whether and how they
would want to change their post as a result. Participants then rated each detected disclosure span
on four aspects using a 5-point Likert scale (from “not at all..” (1) to “very..”(5)): 1) the “helpfulness”
of the disclosure span in surfacing a privacy risk, 2) the “importance” of disclosing the information
in the disclosure span for communicating the context of the post, 3) their perceived “sensitivity” of
the information in the disclosure span, and 4) the “riskiness” of disclosing that information in their
online post. Because these scales were delivered verbally in during the interview, we also probed
participants on the reasoning behind their rankings. We present our analysis of their reasoning
in the results section alongside rankings. Finally, we asked participants whether they would feel
comfortable posting the modified second post to their main Reddit account based on the model
outputs, and any changes they would make as a result (RQ1, RQ2, RQ3).
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In the next stage of the interview, in order to get a baseline user assessment for each of the category
labels for disclosure spans produced by the categorical disclosure model, we asked participants
to assess the disclosure detection outputs of the model on a selection of public posts sourced
from Reddit (RQ2). We selected six such posts where the model performed reasonably well; each
participant was randomly shown one of the 6. Upon being presented with the disclosure detections
from the model on the public post, participants then answered all the same questions they were
asked in their assessment of the model output on their self-authored posts.

Lastly, after completing all assessments of the model outputs we asked participants to share their
overall opinions on the model (both positive and negative) (RQ1), what changes could be made to
improve its utility (RQ2), and whether or not they would use it themselves and why (RQ1, RQ3).

INTERVIEW METHODOLGY FLOWCHART

Consent to Participate in Interview (N = 21)

@)

Introductory Phase % Model Output Assessment % Overall Model Perceptions
1. Background Questions Discussion and Ranking of Binary 1. Model Pros & Cons
Disclosure Model Outputs
2. Share or Draft Additional Post 1."Sensitive” Post 2. Likelihood of Use
2. Burner/Drafted Post
3. Discussion of Shared/Drafted Post J 3. Desired Improvements

Discussion and Ranking of Categorical

Disclosure Model Outputs

1.“Sensitive” Post
2. Burner/Drafted Post
3.Stranger’s Post

Fig. 4. Flowchart depicting the interview methodology flow. Participants first answered general questions
about self-disclosure on Reddit and were asked to share a post from a burner account or draft a post that
they considered making but hesitated to due to privacy concerns. They then moved onto the model output
assessment stage where they provided their thoughts on the model’s output across the two posts they shared
and ranked them on helpfulness, importance, riskiness, and sensitivity — first assessing the outputs of the
binary disclosure model, and then the categorical disclosure model. Finally, the participants then moved to
the exit stage of the interview, being probed on their overall thoughts on the model and concerns, as well as
desired areas for improvement.

4.4 Data Analysis

We used an inductive thematic analysis approach to coding our interviews with participants [66],
leveraging affinity diagramming to uncover themes within the work. This analysis was conducted
by two researchers who actively collaborated in reviewing 5 transcripts to develop a codebook with
40 codes, containing a mixture of general reactions to the model, disclosure detection preferences,
and their reasons for each. The same two researchers then used this codebook to identify emergent
patterns and themes across the full set of interview transcripts. The researchers also collaborated
in affinity diagramming the codes in order to reveal sub-themes in the work. For a subset of the
study sessions (23% of the data) which were coded independently by two researchers, we achieved
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a Cohen’s Kappa of 0.98 — an inter-rater reliability value generally considered to represent high
agreement [31, 48, 90].

In order to analyze how participants’ reactions to the disclosure detections surfaced by each
model differed, we compared: The rate at which participants agreed that the detected disclosure
span contained a sensitive self-disclosure; the reasons participants provided for disagreeing with or
rejecting a disclosure span; whether participants altered what they wrote based on the disclosure
detection by the model; and, the rating of each detected disclosure span in terms of its helpfulness
(of the disclosure detection span in surfacing a privacy risk), importance (of including in the post
for context), sensitivity of the information disclosed, and the riskiness of sharing that information.

To explore whether participants’ rankings (of helpfulness, importance, sensitivity, and riskiness)
differed significantly across altered and non-altered disclosure spans that were accepted by partici-
pants as containing self-disclosure, we employed both a two-sample t-test and Mann-Whitney test
to ensure the results agreed to account for any power differences. The p-values reported are from
the two-sample t-test. We ran all statistical comparisons in R.

5 RESULTS

To answer RQ1, our findings indicate that users found value in using our model to detect self-
disclosure risks, with the majority (17/21) expressing a desire to use it outside of the study or
recommend it to others. In particular, users appreciated the self-reflection the model encouraged,
finding value in its ability to: (i) catch risky disclosures they were previously unaware of or missed
in the process of writing, (ii) broaden their conception of risky disclosure, and (iii) help them come
to a decision on information they were unsure about disclosing. However, we also found that users
required support in navigating how to rephrase and de-risk the content that they wrote in a manner
that preserved the semantic meaning of their original post. To answer RQ2, our results suggest
that the granularity of information offered alongside text that the model detected as risky may
have had an impact on users’ acceptance of disclosure detection spans (the text that the models
determined may contain self-disclosure risks). Users described the categorical disclosure version of
the model’s category labels as helping them understand why a disclosure span was detected as a
privacy risk. Finally, to answer RQ3, our results indicate that participants found the model least
useful when its outputs failed to account for their own risk mitigation strategies (e.g., hypothetical
situations, intentional lies users made to preserve their anonymity), conflicted with the disclosure
norms and requirements of their posting context, and surfaced risks that were misaligned with
the threat models they most cared about. We also highlight categories of risky disclosure that the
model failed to capture, but which participants felt were important to detect.

Descriptive Statistics on Users’ Reactions to the Self-Disclosure Detection Spans Surfaced by the
Model. Among the 851 total self-disclosure spans that the model detected across all our participants,
participants accepted 58% (495 total) as containing risky self-disclosures, and rejected the other
41.8% (356 total) (see Table 3). In response to seeing the detected disclosures, about 15% (127/851)
of all disclosure spans were ultimately altered by participants, while 3.5% (30/851) left participants
undecided on what to do; the remaining 81.5% (694/851) were not altered by participants.

When only looking at the disclosure spans that were accepted by users (495), the alteration rate
of disclosure spans was only slightly higher (114/495 = 23%), with the majority still deciding not to
alter the disclosure span (357/495 = 72%); participants were unsure whether or how they would
alter the remaining accepted disclosure spans (23/495 = 5%).

To explore whether participants’ decisions to alter the content of detected disclosure spans were
influenced by mistakes made by the model, we further examined the 72% of non-altered disclosure
spans that participants accepted as containing self-disclosures (357). For these detected disclosures,
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we calculated the rates at which participants reported different mistakes by the models. We found
that very few of the non-altered disclosure spans were reported to have contained mistakes made by
the model (10/357 = 3.2%). Only about 7 (7/357 = 2.2%) were identified by participants as misaligned
with users’ preferences for what to disclose, while only 3 (3/357 = 1%) had mistakes pertaining to
post-context (e.g., the model flagging disclosures that users were required to share per subreddit
rules). The majority of non-altered but accepted disclosure spans contained no explicit mistakes
identified by users (305/357 = 85%).

Rather, participants’ decisions to alter text seemed related to their perceptions of the disclosure
span’s helpfulness, importance, and perceived riskiness. While there is debate over how to analyze
Likert scale data, past work in statistics has shown that two-sample t-tests and Mann-Whitney U
tests produce nearly equal false-positive rates when performed on Likert scale data [25], and are
close in significance level target. Given this reported equivalence we conducted a Welch’s t-test in
order to examine whether the medians of the altered (114) and non-altered (357) disclosure spans
that participants agreed with (495) differed significantly across scores of helpfulness, importance,
sensitivity, and riskiness (as it accounts for unequal variances, and is considered to be more
conservative than student t-tests and Mann-Whitney U [29]); we found significant differences
across all four scales (see Table 2). 2

From our tests, we found that the content of non-altered disclosure spans was perceived as
more “important” to include for the context of the participant’s post than that of altered spans
(t(155)=7.244, p < 0.0001, Cohen’s d = -0.4545076). In contrast, the content of altered spans was
considered more “sensitive” (Welch’s: (t(182)=8.928, p < 0.0001, Cohen’s d = 0.5217734))) and “risky”
by participants (t(168)=8.7505, p < 0.0001, Cohen’s d = 0.5287747) than that of non-altered spans.
Unsurprisingly, therefore, the model highlights for altered spans were perceived as being more
“helpful” (£(201)=6.9965, p < 0.0001, Cohen’s d = 0.2475993) than the highlights for unaltered spans.
We use the subsection on RQ3 below to extend our discussion of the reasons participants gave for
rejecting disclosure spans output by the model.

5.1 RQ1: How Interaction with an NLP Model Can Benefit Users’ Awareness of Risky
Self-Disclosures and Mitigation Behaviors

While the model was clearly imperfect, when reflecting on their overall opinion of the tool, partici-
pants’ reactions to the model were largely positive: The vast majority of participants (17/21) either
expressed that they would want to use it personally when making online posts (14/21), or that they
would want to recommend its use to others they know 2/21. That latter group felt like they already
had appropriate strategies for mitigating self-disclosure risks in their posts without the model, but
suggested it might be especially useful for users with less experience in mitigating disclosure risks
online. P19, for example, recounted: “I don’t know that I necessarily need it. I do think it’d be a
good idea for like tweens and teens, like people who are new to the internet. Just kind of give them
an idea of stuff that they really shouldn’t be sharing”

Users perceived several benefits from their interaction with the model, with most describing its
value as a tool for reflection (12/21), even for circumstances where the model’s outputs made little
sense in isolation. Participant’s responses revealed that a core value of the model lay in its potential
for catching mistakes and double-checking one’s writing for potential privacy risks: “What it
grabs prompts you to think more thoroughly about whether you actually want to include that
information, and whether that information could be used to identify you. Specifically, in terms of

2As a robustness check, we also performed a Mann-Whitney U test, another non-parametric test of statistical difference
often used on Likert data and obtained the same results. Conducting both tests in assessing Likerts is understood to be
helpful in cementing confidence in purported significance levels [25]. See Appendix Section A.5 for a full analysis.
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SUMMARY STATISTICS FOR ACCEPTED SELF-DISCLOSURE SPANS OUTPUT BY THE MODELS

Accepted Altered Disclosure Spans | Accepted Non-Altered Disclosure Spans
Welch’s T-Test Results
(114) (357)
M SD M SD p-value Cohen’s d
Helpfulness 4.14 1.24 3.15 1.44 1.52702e-10x*x Q.24
Importance 2.58 1.53 3.74 1.25 7.728284e-11x%x Q.45
Sensitivity ~ 3.95 1.36 2.62 1.39 1.884628e-15%*x 0.52
Riskiness 3.61 1.47 2.22 1.35 8.741327e-15%x%x 0.52

Table 2. Welch T-test results for disclosure spans accepted by participants to explain nuances in when
participants altered and did not alter their posts in response to seeing the model outputs. The outcomes of the
test show significant differences in the median scores of disclosure spans between those accepted and altered
compared to those accepted but not altered by participants across helpfulness, importance, sensitivity, and
riskiness. P-values for both tests have been adjusted for multiple-hypothesis testing.

Helpfulness, Importance, Sensitivity, and Riskiness all range from 1 (“Not at all..”) to 5 (“Very..")

*p<0.05, **p<0.01, ***p<0.001

M = Mean, SD = Standard Deviation

r/AmItheAsshole® posts — the number of times I've seen people edit their post with ’so and so
found it’..” (P8)

Other participants mentioned the utility of the model as a “tie-breaker” when deciding whether
or not to disclose specific information, as evidenced by the following reflection from P20: “it would
help me make the decision of ‘do I want to take this out, or change it, or is it fine’...”.

Finally, other participants mentioned the model’s potential to challenge and subsequently expand
users’ conception of what constitutes a risky self-disclosure: “It catches very detailed things that
people may write that they may not even think about as being risky, like things about location that
people reveal not even realizing that they’re revealing it sometimes. Sometimes we’re not even

realizing it could be risky”” (P5)

5.2 RQ2: The Impact of Classification Granularity

To assess how the granularity of classification labels might impact the utility of the disclosure
detection spans from the model to users, we also assessed the differences in users’ reactions to a
binary disclosure model (where text spans are classified as risky self-disclosures or not) versus as a
categorical disclosure model (where these spans were also labeled with a category describing the
kind of sensitive disclosure made).

Overall, we found that higher-granularity classifications resulted in greater user acceptance of
model outputs: outputs from the binary disclosure model were rejected (54%) more often than they
were accepted (46%), while outputs from the categorical disclosure model were accepted (65%) more
often than they were rejected (35%).

However, greater acceptance of disclosure spans did not necessarily result in markedly different
disclosure behaviors. We define the “alteration rate” of a model as the number of detected disclosures
that users decided to alter, divided by the total number of disclosures detected by that model. The
alteration rates for both the categorical disclosure (91/557 = 16.4%) and binary disclosure (36/289 =
12.5%) models were both similar (y2(1, N = 846) = 1.9, p = 0.16) and low overall. Note, however,

3r/AmltheAsshole is a subreddit that Reddit users post to in order to get outside perspective on conflicts they’ve experienced,
and whether the way that the author handled that conflict was justified.
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BARPLOT OF ACCEPTED VS. REJECTED DISCLOSURE DETECTION SPANS, BY MODEL TYPE
Accept vs Reject for Different Model Types
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Fig. 5. A horizontal bar graph depicting the percentage of disclosure detection spans that participants
accepted vs. rejected as containing self-disclosure risks, by model type. The percentage of disclosure spans
that were accepted output from the binary disclosure version of the model (46%) was lower than those
accepted (54%). Compared to the binary disclosure version, we see that for the categorical disclosure version
of the model disclosure spans were accepted more often, with the majority of participants (65%) agreeing
they contained self-disclosure risks.

that the detected disclosures identified by the binary disclosure model and the categorical disclosure
model were not always the same, so we cannot make direct comparisons at the text-span level
between the models.

Higher-granularity labels in the categorical disclosure model helped participants (10/21) recognize
the disclosure risks of a detected text span. The presence of these categories helped surface why
a span of text was detected by the model, which was instructive in situations where participants
may have not been aware of a specific type of risk. As P21 stated, “I would have never thought
that would have been...identifiable information...but gender is...I mean, obviously with outliers, but
there’s the binary of gender in terms of sex of birth which you’ve now basically taken off the table”

The average “helpfulness” and “riskiness” scores that participants assigned to detected spans also
differed slightly between the two models. Recall that participants were asked to rate the perceived
helpfulness and riskiness of each detected span on a 5-point Likert scale (ranging from “not at all..”
to “Very..”). The detected spans of the categorical disclosure model were, on average, perceived
as “slightly helpful”/“helpful” and “slightly risky”. In contrast, the detected spans of the binary
disclosure model were perceived as “slightly helpful”, but “not at all” risky. P19 discussed how
the higher granularity of the categorical disclosure model outputs may have contributed to the
improved perceptions of helpfulness and agreement of risk: “I think that [the categories] would be
very helpful...it might not be obvious why something is considered a disclosure. Like, why would
they highlight this? What? What’s revealing about this, and maybe having the category would be
like that? Oh, yeah, I guess I see the point.” In this way, the categorical disclosure labels can be
seen as a kind of “coarse” explanation for model outputs.

Relatedly, the majority of users expressed a desire for more granular explanations for model
outputs (16/21). Participants wanted explanations that spoke to why a detected disclosure was
considered a risk, how sensitive or risky was the detected disclosure, and worst-case scenarios or
examples of how the information in the detected disclosure could be used to harm them. Participants
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also expressed a desire for feedback on how to modify the detected disclosure to reduce risk while
retaining enough context for their desired audience to understand their posts.

Participants discussed wanting the model to take their history of disclosures across posts into
consideration when detecting and explaining potential risks (6/21). As P14 stated: “It might be also
important to point out like ‘combined with other information in your posts plus other information
that may be in your profile on previous posts, this sort of thing may be identifiable!” (P14). P20
also expressed a desire to contextualize model outputs based on how other users have historically
responded to similar outputs: “It could tell me like statistics about other users and like tell me what
other people decided based on the information that it like gathered for them. Maybe that would
help me make the decision of do I want to take this out or change it or it’s fine” (P20).

SUMMARY OF MODEL DISCLOSURE SPAN DETECTION ISSUES

Disclosure Detection Span Issues | Accepted Spans (495, 58%) Rejected Spans (356, 41.8%) Total Occurrences (868)
Didn’t Make Sense 1 (0.2%) 115 (30.8%) 116 (13.4%)

Missing Context 5 (1%) 28 (7.5%) 33 (3.8%)

Misaligned with User Preference | 8 (1.6%) 152 (40.8%) 160 (18.4%)

** Incorrect Category Tag 33 (6.7%) 46 (12.3%) 79 (9.1%)

** Needs Multiple Category Tags | 2 (0.4%) 0 2 (0.2%)

Other (under/over-detected) 19 (3.8%) 9 (2.5%) 28 (3.3%)

Table 3. This table summarizes the frequency of issues with disclosure detection spans that were reported by
participants in our interviews. The disclosure detection spans are separated by whether they were ultimately
accepted (495, 58%) or rejected (356, 41.8%) by participants as containing self-disclosures. The remaining
486 (57.1%) of tags that contained no mistakes are not listed in this table. The most common issues among
rejected tags were that they misaligned with users’ understanding of sensitive information (40.8%), and/or
were identified as being nonsensical (30.8%). While incorrect categorization was also an issue (affecting 9.1%
of all disclosure spans), it did not always lead to the rejection of a disclosure span (6.7% were accepted). Note:
Because there were overlaps in issues, the numbers for individual issues are greater than the number of
tags (851). The total rates of accepted versus rejected highlights are adjusted based on this, while the total
percentages of each mistake are based on a total number of occurrences (868).

**These issues are only relevant to the multi-class version of the model since the binary version did not
contain disclosure categories.

5.3 RQ3: Where Al-powered Disclosure Detection Tools Can Fall Short And Be
Improved

We next analyzed our data to identify where participants felt our models fell short in order to identify
opportunities for improvement. Our results surfaced many ways that automated disclosure detection
tools — like the models we developed in this work — could be adjusted to better accommodate
users’ needs.

Misalignment of risk conception. One of the most common reasons users rejected model outputs
was that participants disagreed that a disclosure detected by the model was actually risky (see Table
3), and didn’t mind disclosing that information resulting in a misalignment with user preference.
This preference misalignment was the most common reason for rejection among nine of the

» &

seventeen disclosure categories detected by our model: i.e., “relationship status”, “pet”, “finance”,
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“age”, “occupation”, “education”, “appearance”, “husband/BF”, and “wife/GF” (see Table C in Appendix
for the full summary of acceptance and rejection rates by category).

For some detected disclosures, participants believed that the flagged disclosure could not actually
be used to narrow down their identity to the extent that they could be re-identified: “Okay, the
next [disclosure span], T've been happily monogamously remarried. Now just had our 15-year
anniversary. I don’t think that’s identifiable at all. I think you know, lots of people have been
married for 15 years. And nobody could really identify me from that specific information.” (P7) This
quote reaffirms the need for more granular explanations — absent these explanations, users may fill
the void with their own conception of attack possibilities which may not be fully representative of
all possibilities. In this case, for example, while there may be many couples who have been married
for 15 years (the absolute risk remains small), the number of people who were married exactly
15 years ago is much smaller than the number of, e.g., Reddit users as a whole (the relative risk
is high). Combined with other identifying disclosures, the risk of re-identification may be higher
than expected.

Yet, it is also important to not be overly prescriptive and to allow participants to exercise
their own judgment. Even if there is an objective increase in risk and it is communicated well,
sometimes participants viewed said risk as a necessary cost to communicate intent. As P4 states:
“I'm comfortable with what I've shared in the past and what I intend on sharing in the future...it
adds value to my post, but in a way that doesn’t personally identify me by any past nor any future
posts that I intend to make” Any tool that aims to help users account for disclosure risks should
allow users to make informed decisions — not try to prevent users from taking any risks.

Missing disclosure categories. Participants also pointed out several kinds of disclosures that the
model overlooked. Disclosures about illegal or abusive activities — such as harassment and substance
abuse — was one such category. In cases of harassment, for example, participants were worried that
being too specific could open them up to re-identification by a perpetrator they were discussing.
Referring to a post in which they were describing a situation with an estranged family member, P6
stated: “T've been trying to keep my distance from him as much as possible and this seems like an
invitation for him to go on a big rant defending himself, so I wouldn’t want him to find it either...He
would probably just try everything he could to contact me...and I already have him blocked on
everything personal so he’d probably just message me a lot on this Reddit account and I might be
tempted to just delete the account, or prevent him from contacting me forever”

Participants also mentioned the importance of detecting disclosures related to addiction and
substance use. When discussing others’ addictions — e.g., in the case of a user seeking advice on how
to help their spouse — a primary concern was that the subject of the post might identify themselves
if descriptions were too specific. On the other hand, when describing one’s own addictions or
substance-use habits, participants were more concerned that personal connections who knew of
their account(s) might see this information attached to their profile via their posting history.

Ancestry and ethnicity also came up as a category for disclosure detection models to identify. For
example, one participant made a detailed post asking about a small town where her parent was born.
They mentioned wanting this detected as a disclosure risk to protect themselves or others they
discuss in their posts from further unwanted or unanticipated connections with past relationships:
“So somebody who had grown up there or had family who grew up there might know my family
and be interested in more identifying information...it might be someone my dad doesn’t like, and
they might try to track him down and bother him further” (P19) They also mentioned concerns
over other internet users reacting negatively when discussions around ethnicity arise: “people do
tend to get upset when ethnicity comes up. Discussions get heated..”
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Temporal and situational details about specific events (e.g. graduations, birthday parties), dates
and times, instances of conflict (e.g., arguments about specific events), as well as direct quotes (from
text messages, emails, or conversations on other platforms) were all also considered to be important
categories of disclosures for the model to identify. These details can add a level of specificity to
posts that made participants believe that any individuals involved in those events would easily be
able to re-identify the post’s author using those details.

In sum, these missing categories, and participants’ rationales for their inclusion, underscore
the need for disclosure detection models to account for participants’ lived threat models — some
disclosures may be more risky for interpersonal threats (e.g., friends and relations learning personal
information that the participant would rather keep private), others for third-party threats (e.g.,
strangers using disclosures to doxx an individual), and still others for institutional threats (e.g., law
enforcement inferring illicit or illegal activities).

Accounting for disclosure norms and posting context. The third most common reason participants
rejected model outputs — accounting for about 7.5% of all rejections (see Table 3) — was that
the model failed to consider posting context. Several participants discussed situations where the
detected disclosures were rendered irrelevant in light of the norms within the subreddit they were
making the post: a common example was participants seeing location disclosures flagged when
posting in a subreddit specifically about that location (e.g. “my car was stolen from Tacoma, WA”
in r/Tacoma). Another example was detecting a disclosure about a poster’s medical condition
in a subreddit explicitly about that condition (e.g., sharing that one has Cushing’s syndrome in
r/Cushings). In other circumstances, certain personal disclosures were required by the subreddit’s
community guidelines, as was the case for P1 who had to disclose the name and age of her pet
when posting to a subreddit about mourning family pets.

Distinguishing between factual and non-factual disclosures. Our results also surfaced the impor-
tance of distinguishing between disclosures that were factual (e.g., about real people and situations)
versus those that were not (e.g., when users intentionally perturbed identifying information, dis-
cussed hypotheticals, or discussed fictional characters). P10 shared: “I mentioned...suppose I had
an office visit with a doctor’...it was clear that it wasn’t even a real office visit, it was a hypothetical
office visit to set the stage for the question to follow.” This misunderstanding extended to other situ-
ations as well, such as when participants posted about games they were playing, with discussions of
fictional characters being flagged with self-disclosure risks (e.g., the “occupation” of this character).
Participants also described lying about details such as gender and age in their posts as a tactic
for privacy risk management; in these cases, the model failed to account for these strategies and
detected disclosure risks that participants already mitigated. P10 later reflected that this failure to
distinguish between factual and non-factual disclosures was the model’s most significant drawback:
“The biggest downside for these tools is that they’re dumb. No awareness of context, no awareness
of what I was actually trying to do in this post”

Classification accuracy. Model accuracy was an overarching concern that often led to users’
rejecting detected disclosures — disclosure spans that did not make sense and erroneous category
labels were the second most common reason users rejected model outputs (30.8%) (see Table 3).
Many erroneous disclosure spans, for example, consisted of one-off words such as “the”, “I”, or
“him”. Other errors included disclosures being mislabeled with the wrong class. We note, however,
that among the 79 disclosures that were mislabeled with the wrong class, participants accepted
42% of them (see Table 3, “Incorrect Category Tag” row). It is possible that even when the detected
disclosure was mislabeled, it may have still brought users’ attention to potentially risky disclosures
that participants felt important to reconsider.
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Calibrating detection frequency. Finally, over-detecting and under-detecting was also an issue
for a minority (4/21) of participants, accounting for about 3.3% (28/851) of all model outputs (see
Table 3). In the over-detecting case, these participants expressed frustration that the model surfaced
text that was irrelevant to what participants identified as the disclosure, suggesting the disclosure
spans be cut down the keywords that needed to be altered to improve the preservation of their
anonymity (e.g. “with her daughter in the back seat” should be cut down to “her daughter”). For
under-detected passages, this occurred when participants considered them in the context of the
sentence rather than in isolation. However, when discussing their overall outlook on the model,
these issues did not always result in detected disclosures being rejected by participants — only
about 2.5% (9/356) of detected disclosures that were considered redundant were ultimately rejected
by participants (see Table 3).

6 DISCUSSION

Our findings highlight both the promise and peril of using Al-assisted self-disclosure detection tools
to help users make informed decisions about what to disclose when sharing personal information
online. Whereas prior work in this space has focused on the technical challenge of developing
effective self-disclosure classification models, we show the problem is inherently socio-technical and
emblematic of Ackerman’s social-technical gap [1]. An effective solution cannot stop at achieving
a high F; score; it will require significant consideration of, e.g., users’ lived threat models, posting
context, risk mitigation strategies, and understanding of risk. To that end, we culminate with a
discussion on how such tools can be designed in a manner that is not only effective at detecting
risky disclosures but useful in helping users make informed decisions.

To summarize our findings, the majority of participants responded positively to our model —
particularly the categorical disclosure variant — describing its utility in facilitating self-reflection
and in catching user’s mistakes. Users also anticipated it being helpful in making decisions about
content they might be uncertain about sharing. We also found that users appreciated the presence
of coarse explanations provided by the categorical disclosure version of our model: since users’
conceptions of risk may have differed from what the model was trained to identify, they were more
likely to accept model outputs when given the “category” of the detected disclosure versus just the
fact that a given span of text had some kind of disclosure. Finally, our findings also surface many
weaknesses of existing models that highlight directions for future modeling and design work.

For future modeling work, our findings identify new categories of disclosure users desired the
model to detect, the need to distinguish between factual and non-factual disclosures, to account for a
user’s history of disclosures, and the need to help users de-risk disclosures while preserving semantic
meaning. For future design work, our findings suggest a need to design effective explanations,
account for posting context and disclosure norms, and prioritize disclosures that are particularly
important for users to heed so as to avoid habituation effects from over-warning users. Below, we
center and embellish upon a few promising design implications for Al tools that aim to help users
navigate self-disclosure risks online.

6.1 Practical Implications for Deploying Self-Disclosure Detection Tools

Our study raises important considerations for any practitioners or researchers hoping to apply the
use of Al-assisted self-disclosure detection to existing systems, and showcases its potential utility
across a multitude of contexts. Beyond being helpful as a standalone tool users could use across social
media sites, we could also envision this being integrated into the design of platforms themselves,
presented to users at the time of drafting a post. For example, such a tool could be smoothly
integrated into existing features Reddit has released for making sure users adhere to community
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guidelines®*, though some work would be needed to ensure that the model suggestions complemented
community guidelines as opposed to conflicting with them (e.g. including or excluding specific
information from their posts). Al-assisted self-disclosure detection can be especially useful to
individuals seeking support in scenarios where discretion is crucial: for example, on platforms
where domestic violence survivors are seeking support, where employees discuss how to navigate
work-related issues (e.g. Blind), or even in contexts where whistle-blowers are reporting violations
by companies or institutions. In the following paragraphs, we explore important considerations for
any future NLP-based self-disclosure detection tools intended for use by end-users.

Surfacing only high-confidence outputs. Our model made mistakes. While some participants found
value in these mistakes in that the detected disclosures still drew their attention to other potentially
risky disclosures in their posts, too many mistakes reduced users’ confidence in the effectiveness
of the model overall. Indeed, 29% of participants either described not wanting to use the model, or
being hesitant to use the model until performance improved. Some participants also found that the
model surfaced too many potentially risky disclosures. Prior work in usable privacy has shown that
warnings can have a “crying wolf” effect — i.e., habituation [68] — where users react less strongly
to warnings with each subsequent exposure. Taken altogether, it would seem prudent for future
work to explore better ways of handling model inaccuracies for disclosure detection tools.

We envision two such approaches worthy of future investigation. First, researchers may want to
explore other ways of presenting detected disclosure spans that lean further into the concept of
self-reflection: i.e., users may be more willing to tolerate inaccuracies if detected disclosure spans
are presented as suggestions for reflection rather than as definitive problems. Second, given the
strong negative impact of mistaken outputs future self-disclosure detection tools may only want to
surface high-confidence decisions, so as not to break trust with users. Future work can explore the
appropriate confidence threshold, which may be variable by user, by disclosure category, and by
threat model (e.g., users may be more willing to accept low confidence outputs when they feel in
more immediate danger by a stalker or abusive ex-partner).

Concretizing Risk with Fine-Grained Explanations. Participants expressed a preference for the
categorical disclosure model outputs over the binary disclosure model outputs because the category
labels gave them a sense of why the model flagged a span as a potentially risky disclosure. The
category labels, thus, served as a “coarse” explanation. Future iterations of the model should explore
more fine-grained explanations that help users understand and contextualize risk. These fine-
grained explanations may include, for example, estimates of k-anonymity loss, worst-case scenarios
for how these disclosures could be used against users, or even a threat severity ranking for a given
disclosure (each of which was requested in future iterations of the model by participants). All of
these explanations might help concretize the otherwise abstract risks of online self-disclosure.

Generative Models to Help Users De-Risk Disclosures. Another idea worth exploring in future work
is to provide users with suggestions on how to rephrase detected disclosures in a manner that
preserves semantic meaning but de-risks the disclosure. A naive approach would be to fine-tune or
prompt-engineer a transformer-based model (e.g., an API-based model like ChatGPT [34] or an
open-source model like LLaMa-2 [85]) to take an input span of text — and the surrounding post
context — and generate suggested rephrasings of the text span that reduce disclosure risk. Future
work should explore the relative costs and benefits of this naive approach versus a more involved

4Reddit announced the development of a post-guidance feature as part of their efforts to support moderators in sharing and
enforcing “community guidelines.” This was noted in a post in rmodnews, an official community dedicated to announcements
from Reddit, Inc. pertaining to moderation: https://www.reddit.com/r/modnews/comments/1cnacle/new_tools_to_help_
mods_educate_and_inform/
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approach in which the fine-tuned model more formally optimizes for an operationalized definition
of privacy (e.g., k-anonymity loss) when generating suggested rephrasings.

Several participants also expressed a desire for suggested rephrasings to be personalized to their
posting history. For example, some participants wanted the model to “learn” what they do and don’t
tend to disclose, providing suggestions based on these tendencies. Others described a desire for
the suggestions and risks to be presented in the context of past disclosures that users made on the
platform (e.g., “Because you disclosed your age in a past post, sharing your location and occupation
in this one will decrease your anonymity by x%”). Further exploration of these features could also
contribute to reduced cognitive load, and minimize aforementioned habituation effects raised by
prior literature which are more common for generic and non-personalized warnings [103].

Accounting for posting context. A core insight from our study is that it is critically important for
disclosure detection models to account for posting context and the disclosure norms therein. The
third most common reason for users’ rejection of a detected disclosure was that the model failed to
account for the context in which a detected disclosure span was being posted.

One way the model failed to account for context was by neglecting the subreddit in which a
disclosure was being made. Disclosing one’s location in a subreddit about that location was one
common example — there is little point in hiding that one is in or from Texas when posting in a
subreddit about Texas. A second way the model failed to account for context was by neglecting
disclosure norms. In some subreddits, norms and guidelines necessitate certain disclosures (e.g., age
and gender). Disclosing this information is still risky, but participants mentioned that the model
should at least account for this requirement and suggest alternative mitigation strategies (e.g.,
perturbing one’s age within plausible bounds).

Responding to natural language instructions and feedback. Participants brought up a number
of idiosyncratic weaknesses in the model outputs. For example, participants mentioned that the
model failed to account for user’s own privacy mitigation strategies (e.g., perturbing personal
information in their posts), had difficulty distinguishing between hypothetical and real situations,
missed some categories of disclosure that participants felt were important, and over-highlighted
some disclosures that participants felt were not risky for their particular situation. Addressing each
of these weaknesses systematically at the model level would be difficult, but future work might
explore the creation of instructable, transformer-based language models that can alter their behavior
based on user-specified feedback and instructions (e.g., “please don’t surface disclosures related to
age”, or “this is a hypothetical situation that is not related to my personal information”). Allowing
for this sort of feedback may help reduce user frustration with model inaccuracies, especially if
future models provide fine-grained explanations. Prior work has found that user frustration can
increase when explanations are provided without giving users the ability to correct the model in
cases of disagreement [78].

7 LIMITATIONS
7.1 Model & Study Design

The disclosure spans detected by the binary and categorical disclosure variants of the model we
used as a technology probe did not surface the exact same disclosure spans, reducing our ability to
make direct comparisons between the two. We also did not counterbalance the appearance of the
models — users were always presented with the binary disclosure version of the model first. Thus
reactions to the models may be subject to order effects. As such, we avoided making any direct
statistical comparisons between the two models, instead opting to focus on why users preferred
one model’s outputs over the other from their interview responses. Future work comparing the
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two versions of the model — or alternatives with even finer-grained explanations — might consider
a between-subjects study design to eliminate concerns over priming and order effects. Due to the
length of the interviews (1.5 hours) and the sheer number of disclosure spans users were being
asked to assess, it was challenging to get the in-depth rationale for users’ decisions behind their four
ranks of each disclosure span while attempting to avoid over-fatigue on behalf of the participants.
We also note that though we did probe users on their motivations for making posts, we did not
observe any trends affecting users’ assessments of model outcomes — though this could be due to
the complexity of balancing the utility and needs for sharing with the risks. Future work could
contribute a dedicated exploration of users’ rationale for editing versus not editing disclosures that
they agreed contained disclosure risks, as well as how their posting motivation might influence
their perception of the model outcomes.

Relatedly, it is also important to note that users have differing threat models [33, 72, 95, 100] that
may not align with the outputs of the model, and an important challenge exists in exploring how
to best tailor the outputs of the model to meet users needs. That said, we believe this tool can still
be particularly helpful for at-risk users (e.g. those seeking support in leaving abusive situations,
reporting violations by companies, etc.)

7.2 Recruiting & Sample Representation

The gender demographics of our exploratory user study are significantly skewed toward people
who identify as women. This gender distribution is not representative of the general population, nor
is it representative of Reddit user gender statistics [53]. Prior literature has well-established gender
differences in privacy perceptions and behaviors [41], and as such our results may not be widely
generalizable. Our participant demographics are also skewed white, with a majority of participants
below the age of 50, though these skews are more representative of Reddit demographics [53].
Furthermore, our sample was conducted solely with participants residing in the United States.
Though we attempted to recruit participants from the Reddit platform, we ultimately were only
able to recruit participants from Prolific. Because we had used a newly created lab account to make
recruitment posts, our posts were removed as our account “did not have enough karma”. “Karma”
is a form of social credit that is built on Reddit through commenting on others’ posts, receiving
upvotes, and awards; it is used to maintain the contribution quality of content posted to the site.
While all interviewees were verified Reddit users, it’s possible that we introduced additional biases
into our sample as crowd-sourced participants are accustomed to participating and volunteering
in research, and on the whole tend to be more tech-savvy than the general population [63, 71].
Moreover, it’s possible that those who responded to our recruitment call were more comfortable
with sharing content that included personal disclosures online than others. Finally, our work
is highly specific to the Reddit context and, as such, our findings may not generalize to other
pseudonymous or partially pseudonymous online fora (e.g., X, Mastodon).

8 CONCLUSIONS

When posting personal information in pseudonymous online fora, like Reddit, it is difficult for users
to balance the tangible benefits of self-disclosure (e.g., providing context when seeking support)
with its comparatively abstract risks (e.g., de-anonymization by institutions or third parties). Prior
work has explored the use of NLP-based self-disclosure identification tools to help users make more
informed decisions by surfacing explicit disclosure risks in the content they plan to share online
[14, 37, 57]. Building on this line of work, we contribute the first comprehensive evaluation of these
tools with the users they aim to protect. Through an in-depth interview study with 21 Reddit users,
using a state-of-the-art self-disclosure detection model as a technology probe [27], we explore if
and how these models might be useful and usable beyond their F; scores. Our findings suggest
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that many users find value in NLP-powered self-disclosure detection tools, particularly in their
ability to facilitate self-reflection. We also show that these models are especially effective when
they provide users with context to interpret why detected disclosures might be risky. However,
we also identified many shortcomings in these models that must be addressed to make them more
useful and usable: for example, accounting for posting context, disclosure norms, and users’ lived
threat models. Though modern advances in Al pose many thorny privacy risks for users [23, 51],
our work shows one way these advances may be utilized to help users protect their privacy online.
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A APPENDICES

A1

Table A: Demographics

DEMOGRAPHIC SUMMARY STRATIFIED BY GENDER

Krsek, et al.

Female Male Non-binary Total (N=21)
18-29 3 (25.9) 3 (42.9) 2 (100.0) 8
30-49 6 (50.9) 2 (28.6) © 8
Age 50-64 2 (16.7) 1(14.3) o 3
65 years and older 1 (8.3) 1(14.3) 0 2
Graduate degree 1 (8.3) 3 (42.9) 1 (50.0) 9
Education Bachelor’s degree 3 (25.0) 3 (42.9) o 6
Some college 7 (58.3) 1 (14.3) 0 8
High school degree 1 (8.3) 0 0 1
Full-time 1(8.3) 3 (42.9) 0 4
Part-time 5 (41.7) 1 (14.3) 1 (50.0) 7
Employment Status Unemployed & looking 2 (16.7) 1 (14.3) 1 (50.0) 4
Unemployed & not looking 3 (25.0) 2 (28.6) @ 5
Self-employed 1 (8.3) 0 0 5
$100k+ ) 2 (28.6) o 2
$75k-99k 1 (8.3) 2 (28.6) o 3
Income $50k-74k 2 (16.7) 2 (28.6) 1 (50.0) 5
$25k-49k 3 (25.0) 1(14.3) o 4
<$25k 6 (50.0) © 1 (50.0) 7
Black/African 2(16.7) 1(14.3) o 3
Ethnicity Caucasian 10 (83.3) 4 (57.1) 2 (100.0) 16
South Asian 0 2 (28.6) © 2
Large city 7 (58.3) 2(28.6) 1 (50.90) 10
Location Suburb near large city 3 (25.0) 4 (57.1) 1 (50.0) 8
Small city or town 1 (8.3) 1 (14.3) 0 2
Rural area 1 (8.3) 0 0 1
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A.2 Table B: User Alteration Decisions

SUMMARY OF USER REACTIONS TO ACCEPTED VS. REJECTED DISCLOSURE SPANS

Accepted Spans (495) | Rejected Spans (356) | Total (851)
“*Altered 23% (114) 3.7% (13)
Undecided | 5% (23) 2% (7) 3% (30)
Don’t Alter | 72% (357) 94.1% (335) 81% (692)

Table 4. The rate of different reactions participants had to the disclosure detection spans, compared between
disclosure spans that participants agreed contained self-disclosure (accepted spans), and spans participants
felt did not contain self-disclosure (rejected spans).

*The altered rate is a sum of changed spans and removed disclosure spans.

A.3 Table C: Categorical Disclosure Model Disclosure Span Acceptance/Rejection by
Category

SUMMARY OF USER REACTIONS & DETECTION ISSUES ACROSS DIFFERENT CATEGORIES OF MULTI-
CLASS MODEL

Category Rejection  Acceptance Count Didn’t Missing ~ User Preference Incorrect Multiple Other
(By most populous) | Rate Rate Make Sense Context Misalignment  Tag Tags (under/over highlighted)
Family 35% 65% 158 28 (18%) 8 (5%) 14 (9%) 35 (22%) 1 (%) 7 (4%)
Husband/BF 43% 57% 81 7 (9%) 2 (2% 21 (26%) 13 (16%) © 2 (2%
Health 31% 69% 58 12 (21%) 3 (5%) 3 (5%) 6 (5%) o 0
Mental Health 27.5% 72.5% 40 8 (20%) 0 2 (5%) 6 (15%) © 2 (5%)
Location 24% 76% 34 1 (3%) ) 5 (15%) 1(9%) o 0
Relationship Status | 38% 62% 34 3 (9%) 0 4 (12%) 3(9%) 0 1 (2%)
Pet 28% 72% 32 ) 1(3%) 5 (16%) 5 (6%) 0 3 (9%)
Finance 46% 54% 24 4 (17%) 1 4% 4 (17%) 1 (4% o 0
Age 38% 62% 21 2 (9%) 2 (10%) 3 (14%) 1(5%) o 0
Occupation 45% 55% 20 1 (5%) 1 (5%) 5 (25%) 5 (25%) 0 2 (10%)
Age/Gender 12.5% 87.5% 16 0 0 3 (19%) Q Q [
Gender 30% 70% 10 2 (20%) 2 (20%) © 3 (30%) 0 0
Sexual Orientation | 50% 50% 10 3 (30%) Q 1 (10%) 4 (40%) 0@ Q
Education 25% 75% 8 ) 0 2 (25%) 0 1 (13%) o
Appearance 57% 43% 7 ] 0 1 (14%) 1 (14%) o [
Race/Nationality 0% 100% 4 ] 0 0 1 (25%) o 0
Wife/GF 100% 0% 4 2 (50%) ) 2 (50%) ) 0 0
Total: | 73 20 75 69 2 17

Table 5. The rate of acceptance and rejection across different categories of disclosure detected in the multi-
class model, alongside rates of model detection issues.

Note: This table only displays statistics for the multi-class model. "Name" and "Contact Information" do not
appear in this table since they did not appear in any post detections.
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A.4 Figure 4: Likert Scale Wording for Disclosure Detection Rankings

How would you rate the helpfulness of this highlight in surfacing a self-disclosure risk?

(1) Not at all helpful
(2) Somewhat helpful
(3) helpful

(4) Fairly helpful

(5) Very helpful

How important was it to disclose that information highlighted in your post?

1) Not at all important

(1)

(2) Somewhat important
(3) Important

(4) Fairly important

()

5) Very important

How would you rate the sensitivity of the content highlighted?

1) Not at all sensitive

2) Somewhat sensitive
4) Fairly sensitive

(1)
()
(3) Sensitive
4)
)

5) Very sensitive

How risky do you feel it is to disclose the information highlighted in an online post?

1) Not at all risky

(1)

(2) Somewhat risky
(3) Risky

(4) Fairly risky

)

5) Very risky

Table 6. "Helpfulness", "importance”, "sensitivity", and "riskiness" all ranked on a 5-point Likert Scale"
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A.5 Figure 5: Results of the Mann-Whitney U Test Alongside Welch’s T-test

SUMMARY STATISTICS FOR ACCEPTED SELF-DISCLOSURE SPANS OUTPUT BY THE MODELS

Accepted Altered Disclosure Spans | Accepted Non-Altered Disclosure Spans .
Welch’s T-Test Results Mann-Whitney U Results
(114) (357)
M SD M SD p-value Cohen’s d | p-value
Helpfulness 4.14 1.24 3.15 1.44 1.52702e-10%**  0.24 1.489305e-09%**
Importance 2.58 1.53 3.74 1.25 7.728284e-11%xx 0.45 3.971501e-12%%*
Sensitivity ~ 3.95 1.36 2.62 1.39 1.884628e-15%** .52 1.85884e-14**x
Riskiness 3.61 1.47 2.22 1.35 8.741327e-15%xx  0.52 4.353974e-15%%x%

Table 7. Results of both the Mann-Whitney U test and Welch’s T-test for disclosure spans accepted by
participants to explain nuances in when participants altered and did not alter their posts in response to seeing
the model outputs. The outcomes of the two tests are in agreement, showing significant differences in the
mean and median scores of disclosure spans between those accepted and altered compared to those accepted
but not altered by participants across helpfulness, importance, sensitivity, and riskiness.

M = Mean, SD = Standard Deviation

Helpfulness, Importance, Sensitivity, and Riskiness all range from 1 (“Not at all..”) to 5 (“Very..”)

Note: p-values for both the Welch’s t-test and the Mann-Whitney U test have been adjusted for multiple
hypothesis testing.

*p<0.05, **p<0.01, ***p<0.001
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