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Fig. 1. We present the Anymate Dataset and a learning-based framework for automatic 3D object rigging. This dataset comprises 230K 3D assets with
expert-cra!ed rigging and skinning information. Using this dataset, our framework learns to predict bone skeletons and skinning weights automatically from
a given 3D mesh, allowing users to create realistic animations by manipulating the predicted skeleton.

Rigging and skinning are essential steps to create realistic 3D animations,
often requiring signi!cant expertise and manual e"ort. Traditional attempts
at automating these processes rely heavily on geometric heuristics and often
struggle with objects of complex geometry. Recent data-driven approaches
show potential for better generality, but are often constrained by limited
training data. We present the Anymate Dataset, a large-scale dataset of
230K 3D assets paired with expert-crafted rigging and skinning information—
70 times larger than existing datasets. Using this dataset, we propose a
learning-based auto-rigging framework with three sequential modules for
joint, connectivity, and skinning weight prediction. We systematically de-
sign and experiment with various architectures as baselines for each module
and conduct comprehensive evaluations on our dataset to compare their
performance. Our models signi!cantly outperform existing methods, pro-
viding a foundation for comparing future methods in automated rigging and
skinning. Code and dataset can be found at https://anymate3d.github.io/.
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1 INTRODUCTION
With rapid advances of immersive media comes a growing demand
for automated 3D content creation. 3D animation is essential nowa-
days across the entertainment industry, from game design andmovie
production to a wide range of AR/VR applications. Yet, producing
realistic 3D animations remains one of the most labor-intensive
tasks, often requiring enormous expert e"ort.
Creating an animation of a 3D object generally involves two

steps. The !rst is to describe the desired motion using a set of
sparse, interpretable motion handles, such as keypoints or bones—
often referred to as a “rig.” The second step, known as “skinning,”
then de!nes how the 3D object deforms densely according to the
movement of these handles. Both steps require specialized expertise
and meticulous e"ort to ensure realistic animation results.

In this paper, our goal is to develop amodel that can e#ciently and
fully automatically turn a static 3D asset into an animatable version.
To this end, we propose a learning-based auto-rigging system that
generates a rig and the corresponding skinning mechanism from a
given 3D mesh. This allows users to create realistic 3D animations
by simply manipulating the underlying rig in an intuitive manner.
The key insight is to leverage existing large-scale animated 3D

assets handcrafted by expert artists. Large-scale 3D data has proven
1Equal contribution, alphabetical order. †Equal advising.
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crucial in training high-quality 3D generation models [Liu et al.
2024; Shi et al. 2023]. Notably, the Objaverse datasets [Deitke et al.
2024, 2022], aggregating over 10 million 3D assets from various
public sources, have powered many recent state-of-the-art methods.
However, prior e"orts primarily use such assets for static 3D gener-
ation, neglecting the fact that many of these assets also come with
valuable animation information skillfully crafted by the artists.

To train a learning-based model for 3D object rigging, we as-
semble a large-scale dataset of 230K rigged 3D assets curated from
the Objaverse-XL Dataset [Deitke et al. 2024], each paired with
artist-created rigging and skinning in a uni!ed format, dubbed the
Anymate Dataset. This dataset is 70 times larger than existing public
rigging datasets, as summarized in Table 1, and contains a wide spec-
trum of 3D objects, ranging from humanoid and animal characters
to animated everyday objects like furniture and machines.

Using the Anymate Dataset, we develop a learning-based frame-
work that predicts a 3D bone skeleton and corresponding skinning
weights fully automatically from any given 3D object mesh. This
framework consists of three sequential modules for joint, connectiv-
ity, and skinning weight prediction. For each module, we design sev-
eral architectures as strong baselines and provide a comprehensive
set of evaluations and comparisons on the proposed dataset. These
experiments show that the larger scale of training data signi!cantly
improves prediction results. Moreover, our proposed architectures
demonstrate better scalability, outperforming existing methods by
a considerable margin. The dataset, code, and pretrained weights
will be publicly released to facilitate future research.

Our contributions are summarized as follows:

(1) We introduce the Anymate Dataset consisting of 230K 3D
assets with rigging and skinning information.

(2) We develop a learning-based framework for automatic 3D
object rigging and skinning.

(3) We design a comprehensive set of baselines with a variety of
architectures and provide thorough evaluations and compar-
isons on the proposed dataset, providing a reference point
for future comparisons.

2 RELATED WORK
2.1 3D Object Rigging Datasets
Auto-rigging has traditionally been approached through geometry-
based optimization. Hence, limited e"orts were dedicated to col-
lecting and open-sourcing large-scale rigging datasets before the
recent rise of data-driven methods. Most of the existing public rig-
ging datasets focus primarily on humanoid and animal characters,
such as SMPL [Loper et al. 2015], DeformingThings4D [Li et al.
2021], Maximo [Adobe 2024], Planet Zoo [Wu et al. 2022], Model
Resource [Xu et al. 2019], and RaBit [Luo et al. 2023]. The largest of
these, Model Resource, contains only 3.3K assets. Our dataset con-
sists of 230K assets—around 70x larger—which is crucial for training
robust learning-based models. Table 1 compares the key features of
these datasets.

OurAnymateDataset is built upon the recently releasedObjaverse-
XL Dataset [Deitke et al. 2024], which consists of over 10M 3D assets.
The authors of [Li et al. 2024] also extract a set of 14K animated as-
sets in Objaverse [Deitke et al. 2022], dubbed Objaverse-Animation.

Table 1. 3D Object Rigging Datasets. Existing datasets are limited in
both size and variety. In contrast, our Anymate Dataset is 70 times larger
than the existing datasets with rigging.

Dataset Size Category Rigging

DeformingThings4D [Li et al. 2021] 2.0K humanoid, animal ✁
Objaverse-Animation [Li et al. 2024] 14K generic ✁
SMPL [Loper et al. 2015] 0.2K human ✂
Mixamo [Adobe 2024] 0.1K humanoid ✂
Planet Zoo [Wu et al. 2022] 0.25K animal ✂
RaBit [Luo et al. 2023] 1.5K humanoid ✂
Model Resource [Xu et al. 2020] 3.3K humanoid, animal ✂

Anymate Dataset (ours) 230K generic ✂

Unlike ours, this dataset is curated to train an implicit image-based
model for object animation, o"ering no direct access to rigging and
skinning information.

2.2 Skeleton-based Automatic 3D Object Rigging
Early auto-rigging methods, such as Pinocchio [Baran and Popovi$
2007] and Avatar Reshaping [Feng et al. 2015], !t a template skele-
ton to a given mesh through optimization. This requirement of a
template skeleton heavily limits the range of applicable objects, typ-
ically to humanoid or quadruped characters. Several works have
explored data-driven approaches for rigging prediction [Ma and
Zhang 2023; Xu et al. 2020, 2019].

In particular, [Xu et al. 2019] uses a 3D convolution-based archi-
tecture that operates on voxelized shapes, whereas the follow-up
works of RigNet [Xu et al. 2020] and Tarig [Ma and Zhang 2023]
replace it with graph neural networks that directly process mesh ver-
tices. However, these models are all trained on small-scale datasets
with less than 3K objects and often generalize poorly to complex
objects, as shown in !g. 7.

Concurrent to our work, RigAnything [Liu et al. 2025] and Magi-
cArticulate [Song et al. 2025] present auto-regressive rigging models
learned from large-scale data. Compared to those works, we focus
on presenting the dataset, benchmark, and a set of baseline methods
for future comparison.

2.3 Non-skeletal Automatic 3D Object Rigging
There also exist works that achieve automatic rigging using repre-
sentations other than skeleton.We summarize them as handle-based,
cage-based, and neural-based methods.

Handle-based. KeypointDeformer [Jakab et al. 2021] and Deep-
MetaHandles [Liu et al. 2021] pioneer the unsupervised learning of
deformation handles. While being annotation-free, these methods
often require datasets with minor deformations or aligned poses,
which limits their applications to broader categories. In contrast,
skeleton-based approaches bene!t from large-scale artist-annotated
ground truth for supervised learning. We have tried KeypointDe-
former [Jakab et al. 2021] but !nd that instead of manipulating
motion, handle-based methods focus on manipulating the mesh’s
shape, i.e, adjusting an airplane’s wing length.
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Cage-based. Methods like Neural Cages [Yifan et al. 2020] o"er
promising approaches to learning rigging without large annotated
datasets. However, they struggle with objects with complex hierar-
chical kinematic structures and large-scale deformations.

Neural-based. Riggingmethodswith a neural representation [Aiger-
man et al. 2022; Qin et al. 2023] are promising for modeling complex
motions like faces, but often require an extensive amount of ob-
servations under known poses for training. Moreover, it remains
challenging to obtain an interpretable neural representation.

In summary, di"erent rigging modalities serve distinct purposes.
The skeleton-based approach bene!ts from large-scale annotated
datasets, applies to diverse categories, and integrates seamlessly
with traditional graphics pipelines. Other modalities excel in speci!c
contexts, such as with aligned datasets or synthetic data.

2.4 Automatic Skinning
In 3D animation, artists usually need to paint skinning weights on a
mesh to indicate how the vertices should deform in response to bone
movement. Techniques like Linear Blend Skinning (LBS) [Magnenat
et al. 1988] are then used to drive themesh based on bone animations.
Various geometric methods have been proposed to automatically
determine skinning weights [Bang and Lee 2018; Chen et al. 2021;
Dionne and de Lasa 2013; Dionne and De Lasa 2014; Jacobson et al.
2011; Kavan and Sorkine 2012; Song et al. 2024], such as using
Laplacian energy [Jacobson et al. 2011] or geodesic distance [Dionne
and de Lasa 2013]. However, these methods often struggle with
objects of complex geometry.

Previous data-driven approaches have shown promise for better
generality [Liu et al. 2019; Ma and Zhang 2023; Mosella-Montoro and
Ruiz-Hidalgo 2022; Xu et al. 2020]. Nevertheless, similar to rigging,
previous methods either focus on speci!c categories and rely on
templates [Liao et al. 2024] or train on limited datasets [Mosella-
Montoro and Ruiz-Hidalgo 2022; Xu et al. 2020].

3 ANYMATE DATASET
To learn 3D object auto-rigging, a sizable collection of examples is
essential. We introduce the Anymate Dataset, a large-scale dataset
of manually crafted animated 3D objects, building upon the existing
Objaverse-XL Dataset [Deitke et al. 2024]. In the following, we !rst
give an overview of the representation for 3D object animation, and
then describe the procedures used to build the Anymate Dataset.

3.1 Preliminary: 3D Object Animation
When artists create an animation of a 3D object, two key components
are typically required: rigging and skinning. The former establishes
a set of sparse, interpretable handles that serve as a sca"old to
outline the intended motion. The latter, in turn, de!nes how the 3D
object should deform densely in response to the motion sca"old.
In modern computer graphics, the rig is often represented by a
skeleton of bones, and the skinning is usually de!ned by weights
associating mesh vertices to these underlying bones.
Concretely, given a 3D mesh with vertices denoted by V ↑ R3,

we !rst de!ne a set of bones, indexed by 𝐿 = 1, ...,𝑀. Each bone is
an oriented line segment speci!ed by a pair of head and tail joints
Jhead
𝐿

, Jtail
𝐿

↓ R3 in the world coordinate space. In practice, these

102 104 106
0
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4K
128 < < 65536

(a) Number of Vertices

100 101 102 103
0

10K 8 < < 64

(b) Number of Bones

(c) Objects in the Anymate Dataset

Fig. 2. Statistics of theAnymateDataset.We filter out assets with a vertex
count beyond (128, 65535) and a bone count beyond (8, 64) , as shown in (a)
and (b). The remaining assets span a wide spectrum of objects, as visualized
in the word cloud in (c).

bones are typically connected via shared joints, forming a kinematic
tree structure.
To animate the object, we then deform each vertex V𝑀 of the

mesh according to the poses 𝑁 of these bones via the Linear Blend
Skinning (LBS) equation [Lewis et al. 2000; Magnenat et al. 1988]:

V↔
𝑀 (𝑁) =

(
𝑁∑

𝐿=1
𝑂𝑀,𝐿𝑃𝐿 (𝑁)𝑃𝐿 (𝑁↗)↘1

)
V𝑀 ,

𝑃1 = 𝑄1, 𝑃𝐿 = 𝑃𝑂 (𝐿 ) ≃ 𝑄𝐿 , 𝑄𝐿 (𝑁𝐿 ) ↓ 𝑅𝑆 (3).
(1)

Here, 𝑁 = {𝑁1, ..., 𝑁𝑁} denotes the poses of the bones in their local co-
ordinate frames, and 𝑁↗ denotes the rest pose, which can be derived
from the joint locations Jhead

𝐿
and Jtail

𝐿
(see the supp. mat.).𝑃 stands

for the global transformation matrix after composing all the local
transformations 𝑄𝐿 along the kinematic chain. 𝑇 (𝐿) retrieves the in-
dex of the parent of bone 𝐿 in the kinematic tree.𝑂𝑀,𝐿 is the skinning
weight of vertex V𝑀 with respect to bone 𝐿. Essentially, for each bone
𝐿, vertex V𝑀 in the world coordinate frame is !rst transformed to the
local coordinate frame of the bone following the inverse kinematic
chain 𝑃↘1

𝐿 , and then reposed together with the bone following the
forward kinematic chain 𝑃𝐿 . The !nal position of the vertex V↔

𝑀 is
the sum of transformations from all bones weighted by𝑂𝑀,𝐿 .
Therefore, to animate a mesh, we need a set of bones B, each

speci!ed by a pair of joints B𝐿 = (Jhead
𝐿

, Jtail
𝐿

), and a function S
that returns the skinning weights for a given point on the surface.
The goal of our model is thus to predict these bones and skinning
weights from a given mesh.

3.2 Dataset Processing
To train such a model, we prepare a large dataset of rigged 3D
objects. Our dataset contains 230K 3D assets of common objects
from the Objaverse-XL dataset [Deitke et al. 2024]. Each asset comes
with a 3D mesh, a bone skeleton, and skinning weights for each
mesh vertex in a uni!ed format.
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Fig. 3. Overview of Our Learning-based Auto-rigging Framework. Given an input 3D mesh, we first sample surface points V and extract shape latent
features 𝑃 . Three sequential modules then predict a set of joints Ĵ, joint connectivity to establish bones B̂, and finally the skinning weights with respect to
each bone Ŵ, all based on the shape latent. See section 4 for details.

Filtering. Objaverse-XL provides links to over 10 million 3D assets
from various public sources in various formats. We identify the
assets that potentially contain rigging and skinning information
with a !le format of .fbx, .dae, .gltf, or .glb. While Objaverse-XL
reports 438K objects with armatures, we !nd only 256K that are
still publicly available. We then !lter the assets, retaining roughly
200K with a vertex count of 128 < |V| < 65, 535 and a bone count of
8 < |B| < 64. Fig. 2 gives an illustration of the statistics. After this,
we eliminate redundant data based on skeleton similarity. Next, we
remove assets where most of the skeleton (> 70%) lies outside the
mesh. Many assets contain animation information, which is used to
augment the dataset. We use no more than three extra key-frame
poses from the same asset. After augmentation, we unify the data
format and !x bones and joints. More details can be found in the
supp. mat.

Pre-processing. We load these assets into Blender1 and extract
the mesh, armature (bones), and skinning weights. For training
e#ciency, we resample 8,192 points on the mesh, and recompute
their skinning weights using barycentric interpolation based on the
original annotated skinning weights at the vertices. Finally, for each
asset, we export the original mesh in a uni!ed .obj format, as well
as the resampled point clouds and the corresponding bone locations
and skinning weights.

Dataset Statistics. The !nal dataset contains 230, 716 assets. We
randomly select 5.6K instances as the test set (Anymate-test), and
use the rest 225K for training (Anymate-train). To facilitate e#cient
ablation experiments, we also construct a smaller 14K training set
(Anymate-small) with a subset of training instances that are included
in the original Objaverse 1.0 Dataset [Deitke et al. 2022], which is
likely of higher quality.

4 LEARNING TO RIG 3D OBJECTS
Using the Anymate Dataset, we train learning-based models to
predict bone skeleton and skinning weights from a given 3D object
mesh. These allow users to create 3D animations of the object by
simply manipulating the skeleton.
We divide this task into three sequential sub-tasks: joint predic-

tion, connectivity prediction, and skinning weight prediction, as
outlined in Fig. 3. Starting with an input 3D mesh, we !rst use an
encoder 𝑈enc to extract shape features, which are then fed into the
three subsequent predictionmodules. The !rst module 𝑈joint predicts
a set 3D joints. The second module 𝑈conn then connects these joints

1https://www.blender.org/

into bones by predicting binary connectivity for each pair of joints,
forming a skeleton. Finally, the skinning module 𝑈skin estimates the
skinning weight between each mesh vertex and each bone, based
on the constructed skeleton. For each sub-task, we experiment with
various architectures as baselines and conduct evaluations on our
Anymate Dataset, comparing against previous methods.

In the following, we !rst introduce the shape encoder (section 4.1)
shared across all prediction modules, and then discuss each individ-
ual module (sections 4.2 to 4.4), followed by visual results generated
using the predictions (section 4.5).

4.1 Shape Encoding
Given a 3D mesh, we !rst uniformly resample 8, 192 points across
its surface and extract shape latent features 𝑉 using an encoder 𝑈enc.
We experiment with two popular transformer-based point cloud
encoders,Michelangelo [Zhao et al. 2024] and Point-BERT [Yu
et al. 2022]. Michelangelo trains a perceiver-based transformer with
learnable query tokens and several self-attention blocks. Point-BERT
trains a discrete Variational Auto-Encoder (dVAE) which !rst maps
a point cloud into a set of patch tokens and subsequently mixes
them via a transformer. Both models encode the point cloud into a
set of feature tokens (257 and 513 respectively). In our experiments,
we load the pre-trained weights from existing models and !ne-
tune them with each subsequent prediction module individually.
Speci!cally, we load the Michelangelo model pre-trained on the
ShapeNet Dataset (50K) [Chang et al. 2015], and the Point-BERT
model pre-trained on the Cap3D Dataset (660K) [Luo et al. 2024]
released by PointLLM [Xu et al. 2024b], as Cap3D is also derived
from Objaverse [Deitke et al. 2022].

4.2 Joint Prediction
After obtaining the shape latent 𝑉 , the joint prediction module 𝑈joint
predicts a set of joints Ĵ = 𝑈joint (𝑉) = {Ĵ𝑄 }𝑅𝑄=1, where each joint
Ĵ𝑄 ↓ R3 is a 3D coordinate in world space, and the number of joints
𝑊 may vary across instances.

4.2.1 Architectures. We explore three types of architectures for
𝑈joint: regression-based, di"usion-based, and volume-based.

Regression-based. A regression-based model is perhaps the most
intuitive approach for joint prediction, which simply regresses a
set of 3D coordinates from the extracted shape features and can be
directly supervised by the ground-truth joints during training. How-
ever, there are two unique features that make our joint prediction
task di"erent from typical regression problems: (1) the number of
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Fig. 4. Architectures for Joint Prediction. The model predicts a set of
joint locations { Ĵ𝐿 } from the shape latent 𝑃 (section 4.2.1).

target joints varies across instances, and (2) the order of the joints
is immaterial at this stage2. To address these challenges, we design
a transformer-based architecture [Jaegle et al. 2021; Vaswani et al.
2017], which is permutation-equivariant and has proven to be highly
scalable, followed by a clustering step [Ester et al. 1996].
The architecture is illustrated in Fig. 4a. Speci!cally, we use a

single-layer perceiver-based transformer [Jaegle et al. 2021] with a
!xed number of 𝑊pred = 96 learnable query tokens and the shape
latent 𝑉 as key and value tokens, followed by a 3-layer MLP to
produce𝑊pred 3D joint locations Ĵ . We supervise the model directly
using a standard Chamfer Distance between the predicted joints
and the ground-truth joints.

Since the number of GT joints𝑊gt varies across training instances,
we cluster the raw predicted joints using the technique of [Ester
et al. 1996] and use the cluster centers as the !nal output.

2Although an order could technically be established based on the skeleton, inconsisten-
cies may arise across instances created by di"erent artists.

Di!usion-based. Another commonly used architecture for point
set generation is di"usion-based models [Sohl-Dickstein et al. 2015],
which tend to excel with large-scale training. However, unlike most
existing work that focuses either on generating dense point clouds
with high geometric redundancy [Huang et al. 2024; Luo and Hu
2021; Nichol et al. 2022] or on producing a !xed set of semantic
keypoints like human poses [Xu et al. 2024a; Zhou et al. 2023], our
model is designed to predict salient joints for animation which may
vary across instances.

Following DDPM [Ho et al. 2020], the forward di"usion process
injects noise 𝜴𝑆 = {𝜴𝑄,𝑆 }𝑅𝑄=1 independently to the GT joints J0 =
{J𝑄,0}𝑅𝑄=1 at a time step 𝑋 ↓ [1,𝑌 ]:

J𝑄,𝑆 =
√
𝑍𝑆 J𝑄,0 +

√
1 ↘ 𝑍𝑆𝜴𝑄,𝑆 , 𝜴𝑄,𝑆 ⇐ N(0, I),

where 𝑍𝑆 signi!es the noise schedule. We then train a denoiser
𝜴𝑇 (J𝑆 , 𝑋 | 𝑉) that learns to predict the noise from the noised joints
J𝑆 = {J𝑄,𝑆 } conditioned on the shape latent 𝑉 , using the loss:

𝑎di" = E𝑆 ,J0,𝜴𝑀

[
⇒𝜴𝑆 ↘ 𝜴𝑇 (J𝑆 , 𝑋 | 𝑉)⇒22

]
.

We implement the denoiser using a permutation-equivariant
transformer architecture with two variations, as illustrated in Fig. 4b:

(1) Concatenation-based model inspired by Point-E [Nichol
et al. 2022], where the noisy joints J𝑄,𝑆 are concatenated with
the shape latent 𝑉 before passing through a transformer;

(2) Cross-attention-basedmodel inspired by Point-In!nity [Huang
et al. 2024], where cross-attention and transformer modules
iterate across two branches, between the noisy joints J𝑄,𝑆 and
the shape latent 𝑉 .

At inference time, we use a DDIM [Song et al. 2021] sampler to
generate a set of joints Ĵ0 from Gaussian noise. This transformer-
based di"usion architecture allows users to specify an arbitrary
number of joints at varying levels of granularity during inference by
adjusting the shape of the initial noisy point cloud, as demonstrated
in the supp. mat.

Volume-based. The !nal option we explore is a dense volume-
based model, where the task is framed as predicting the probably of
a point in space being near a joint. To this end, we experiment with
two commonly used 3D !eld representations, an implicit neural
!eld [Mildenhall et al. 2021] and a tri-plane representation [Chan
et al. 2022], as illustrated in Fig. 4c.

For the implicit neural !eld, we follow Michelangelo [Zhao et al.
2024] and implement it using a perceiver-based transformer. It takes
in a set of 3D coordinates x𝑀 conditioned on the shape latent 𝑉 ,
and predicts a scalar 𝑏 (x𝑀 ) indicating the probability that a joint is
nearby. For direct supervision, we apply a 3D Gaussian kernel to
each GT joint with a standard deviation 𝑐 (= 2 voxel) and take the
maximum response across all joints at each 3D location. At inference
time, we !rst extract a 643 voxel grid of joint probability scores from
the implicit !eld and apply a threshold to obtain a set of activated
grid points. We then apply the same clustering technique [Ester
et al. 1996] to group these points into clusters.
For the tri-plane representation, we follow the implementation

of EG3D [Chan et al. 2022] with a StyleGAN2 generator [Karras
et al. 2020] conditioned on the shape latent. We then use a similar
procedure to extract keypoints from the tri-planes.
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Table 2. !antitative Evaluation of Joint Prediction. Our proposed
architectures scale more e"ectively with larger training data, outperforming
existing methods by a significant margin.

Model CD ⇑ EMD ⇑ Training Time

Pinocchio [Baran and Popovi$ 2007] 0.198 0.659 -

trained on Anymate-small (14K)
RigNet [Xu et al. 2020] 0.094 0.131 16h
Mich-Regress 0.099 0.124 20h
Mich-Di"Concat 0.142 0.175 26h
Mich-Di"Cross 0.128 0.160 47h
Mich-VolImplicit 0.147 0.127 33h
Mich-VolTriPlane 0.198 0.186 20h
Bert-Regress 0.091 0.113 11h
Bert-Di"Concat 0.147 0.177 65h
Bert-Di"Cross 0.137 0.167 37h
Bert-VolImplicit 0.123 0.126 29h
Bert-VolTriPlane 0.192 0.171 19h

trained on Anymate-train (225K)
RigNet [Xu et al. 2020] 0.089 0.127 114h
Bert-Regress 0.077 0.098 79h
Mich-Di"Cross 0.083 0.104 151h

4.2.2 Existing Methods. We also evaluate two existing auto-rigging
methods on our dataset, Pinocchio [Baran and Popovi$ 2007] and
RigNet [Xu et al. 2020]. Pinocchio relies on prede!ned template
skeletons (humanoid or quadruped), and !t a template to a given
mesh via optimization. RigNet proposes a learning-based system
similar to ours, but uses primarily Graph Neural Networks. We
adopt the o#cial public implementation for both methods, and train
the RigNet model on our larger Anymate Dataset. We also compare
with two commercial auto-rigging tools, Maya [Autodesk 2024] and
Animate Anything [World 2024], qualitatively in section 4.5.

4.2.3 !antitative Results. For a comprehensive analysis of di"er-
ent architectures, we !rst train 10 models on the Anymate-small set,
exhausting all combinations of the 2 shape encoders and 5 prediction
architectures. We then evaluate these models and the existing meth-
ods (RigNet and Pinocchio) on the Anymate-test set. For quantitative
evaluation, we compute two standard metrics, Chamfer Distance
(CD) and Earth Mover’s Distance (EMD), both computed between
the predicted and the annotated joints (see supp. mat.).
The results are summarized in Table 2. Among the proposed ar-

chitectures trained on Anymate-small, Bert-Regress outperforms
the two existing methods. We select two architectures for training
on the full Anymate-train set: Bert-Regress, and Mich-Di"Cross. The
regression-based model performs best on the Anymate-small sub-
set, while the di"usion-based model has the potential for scaling
with larger training data. As shown in Table 2, the performance of
the model improves as training set increases from 14K to 225K, in
particular, from 0.091 to 0.077 for Mich-Di"Cross. Despite compa-
rable performance, compared to the regression-based models, the
di"usion-based model o"ers the %exibility for a user to specify an ar-
bitrary number of target joints, but requires a more time-consuming
iterative inference procedure. In comparison, the classic geometric
method, Pinocchio [Baran and Popovi$ 2007], performs signi!cantly
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Fig. 5. Architectures for Connectivity Prediction. The model predicts a
pair-wise connectivity matrix Ĉ from a set of joints {J𝐿 }, conditioned on
the shape latent 𝑃 (section 4.3.1).

worse. RigNet [Xu et al. 2020] scales poorly with the larger dataset,
leading to degraded performance. We also report the training time
in terms of GPU hours on a L40S GPU for Anymate-small training
and on eight TITANRTX GPUs for Anymate-train training. More
analysis is provided in the supp. mat.

4.3 Connectivity Prediction
After obtaining a set of joints {Ĵ𝑄 }𝑅𝑄=1, the second module 𝑈conn
predicts connectivity between the joints to establish a bone skeleton.
Speci!cally, it takes the predicted joints and the shape latent 𝑉 as
inputs, and predicts a connectivity matrix Ĉ = 𝑈conn (Ĵ ,𝑉) ↓ R𝑅⇓𝑅 ,
where each element 𝑑𝑀, 𝑈 indicates the probability that Ĵ𝑀 and Ĵ𝑈 are
connected by a bone, with Ĵ𝑀 as the head joint and Ĵ𝑈 as the tail joint.
We train the model using the ground-truth joints {J𝑄 }𝑅𝑄=1 as

input and compute binary cross entropy between the predicted
and ground-truth connectivity matrices, Ĉ and C. The GT matrix
C ↓ {0, 1}𝑅⇓𝑅 can be generated from the annotated bones in the
training assets. During inference, the trained model is used to infer
the connectivity of the predicted joints {Ĵ𝑄 }𝑅𝑄=1.
In practice, Blender only allows each bone to have at most one

parent bone. This implies that each joint can only serve as the tail
joint of either one single bone or none (i.e., a root joint), meaning
the sum of each column of the GT connectivity matrix C is either 1
or 0 (root). Therefore, if a joint J𝑀 is a root joint, we assign the (𝑒, 𝑒)
entry of C to 1, i.e., 𝑑𝑀,𝑀 = 1, while keeping the rest of the column
as 0. At inference time, we can exploit this fact and simply take the
argmax of each column of the predicted connectivity matrix Ĉ to
identify root joints or retrieve the head joints. This enables us to
construct a kinematic chain for animation.

4.3.1 Architectures. We design two architectures to predict this
connectivity matrix Ĉ given a set of joints {J𝑄 }𝑅𝑄=1 conditioned
on the shape latent 𝑉 : a token-conditioned architecture and a
two-branch architecture, as illustrated in Fig. 5.

Token-conditioned. Given the input joint coordinates, this model
!rst applies positional encoding and extracts embeddings via a

SIGGRAPH Conference Papers ’25, August 10–14, 2025, Vancouver, BC, Canada.



Anymate: A Dataset and Baselines for Learning 3D Object Rigging • 7

Table 3. !antitative Evaluation of Connectivity Prediction. Despite
overfi#ing on the smaller training set, our proposed architectures scale
e"ectively with larger training data.

Model Precision ⇔ Recall ⇔ Training Time

trained on Anymate-small (14K)
RigNet [Xu et al. 2020] 60.6% 57.9% 8h
Mich-Token 58,0% 55.8 % 21h
Mich-2Branch 60.5% 58.5% 19h
Bert-Token 59.3% 57.2 % 15h
Bert-2Branch 61.6% 59.7% 12h

trained on Anymate-train (225K)
RigNet [Xu et al. 2020] 47.9% 50.4% 51h
Bert-2Branch 84.6% 83.5% 76h

linear layer. These joint embeddings together with the shape latent
𝑉 go through a transformer to obtain a set of per-joint feature
tokens {𝑓𝑄 }. Each token 𝑓𝑄 is then concatenated with a (shared)
learnable ‘head’ token 𝑓head and a (shared) learnable ‘tail’ token
𝑓 tail, and goes through two separateMLPs, generating a pair of head-
conditioned and tail-conditioned tokens𝑓head

𝑄
and𝑓 tail

𝑄
. Finally, we

simply compute the dot product between two sets of tokens {𝑓head
𝑄

}
and {𝑓 tail

𝑄
} to obtain the output matrix Ĉ.

Two-branch. Instead of conditioning on ‘head’ and ‘tail’ tokens,
The two-branch model processes the joint embeddings through two
independent transformer branches, after incorporating the shape
latent via cross attention. Similarly, the !nal matrix Ĉ is obtained
by taking the dot product between the two sets of output tokens
from each branch.

4.3.2 Existing Methods. We compare our models with the bone
prediction module of RigNet [Xu et al. 2020] on our dataset. Rather
than using the dot product, they directly feed in each pair of joints
to an MLP and predict their connectivity, which is less computa-
tionally e#cient (𝑔 (𝑊2)). Furthermore, they use a separate network
to predict the probability of a joint being a root. In comparison,
our models are more e#cient by directly obtaining a connectivity
matrix via a dot product.

4.3.3 !antitative Results. Similar to joint evaluation, we evaluate
all architecture combinations on Anymate-small, and train the top
performing models on the full Anymate-train set. We report two
standard metrics for comparison: Precision and Recall.
The results are summarized in Table 3. On Anymate-small, we

in fact observe over!tting for all of our models, whereas RigNet
performs reasonably well. However, on the full Anymate-train set,
we observe the opposite: RigNet severely under!ts potentially due
to a limited model size, whereas our proposed architectures scale
well with the larger dataset, outperforming RigNet by a signi!cant
margin. Additionally, the two-branch model tends to perform better
than the token-conditioned model.

4.4 Skinning Weight Prediction
After obtaining the bones B, the !nal step is to predict the skinning
weights Ŵ𝑀 = 𝑈skin (V𝑀 | B,𝑉) ↓ R𝑁 of each vertex V𝑀 with respect
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Fig. 6. Skinning Weight Prediction Architectures. The model predicts a
pair-wise skinning weight matrix Ŵ between each point and each bone B𝐿 ,
conditioned on the shape latent 𝑃 (section 4.4.1).

to the bones, where 𝑀 = |B| denotes the number of bones. In prac-
tice, our model takes in the joint locations J of the bones, and for
e#ciency, processes a set of points in a batch using a transformer
architecture, producing a skinning weight matrix Ŵ ↓ R |V |⇓𝑁 . For
training, we use the resampled point clouds explained in section 3.2
together with the annotated bones as inputs, and compute the cosine
similarity loss against the ground-truth skinning weights W (see
supp. mat. for details). During inference, we can infer the skinning
weights of the original mesh vertices over the predicted bones.

4.4.1 Architectures. We experiment with two architectures illus-
trated in Fig. 6.

Concatenation-based. This model simply concatenates the point
embeddings with the bone embeddings and shape latent 𝑉 , and
mixes these embeddings to generate two set of token features: per-
point tokens {𝑉point𝑀 }|V |𝑀=1 and per-bone tokens {𝑉bone

𝐿
}𝑁𝐿=1. Reusing

the dot product trick in connectivity prediction followed by a softmax
over all bones, we obtain a skinning weight matrix Ŵ.

Cross-attention-based. The second variant stacks two consecutive
cross-attention layers. The per-point tokens {𝑉point𝑀 }|V |𝑀=1 and per-
bone tokens {𝑉bone

𝐿
}𝑁𝐿=1 is generated by passing the cross-attention

layers. Finally, the skinning weight matrix Ŵ is obtained via a dot
product followed by a softmax.

4.4.2 Existing Methods. We compare against RigNet [Xu et al. 2020]
as well as a traditional geometric method, GeoVoxel [Dionne and
de Lasa 2013]. RigNet uses a graph neural network based architec-
ture and only predicts the skinning weights with respect to the !ve
nearest bones. In practice, we found this often insu#cient, in partic-
ular with erroneous joint predictions. We train and evaluate RigNet
on our proposed dataset using the o#cial implementation and the
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Animate Anything RigNet Anymate (ours)Maya

Predicted 
Bones

Predicted 
Skinning
Weights

Animated 
Mesh

Fig. 7. Visual Results and Comparisons with Existing Methods. All methods estimate a bone skeleton and skinning weights from an input 3D mesh.
Commercial auto-rigging tools like Maya [Autodesk 2024] and Animate Anything [World 2024] typically rely on template skeletons and generalize poorly well
to complex shapes. Despite training on our larger dataset, RigNet [Xu et al. 2020] also struggles to predict reasonable skeleton and skinning weights, resulting
in severe distortion in animation. In contrast, our model produces more plausible predictions and animations.

Table 4. !antitative Evaluation of Skinning Weight Prediction. Our
proposed architectures scale e"ectively with larger training data, outper-
forming GeoVoxel [Dionne and de Lasa 2013] and RigNet [Xu et al. 2020].

Model CE ⇑ Cos ⇔ MAE ⇑ Train Time

GeoVoxel 3.569 0.407 0.056 -

trained on Anymate-small (14K)
RigNet 1.573 0.671 0.031 11h
Mich-Concat 1.169 0.754 0.029 41h
Mich-Cross 1.270 0.766 0.026 21h
Bert-Concat 1.148 0.768 0.027 53h
Bert-Cross 1.134 0.801 0.025 32h

trained on Anymate-train (225K)
RigNet 1.521 0.693 0.028 49h
Bert-Cross 0.741 0.915 0.014 83h

same hyper-parameters. GeoVoxel calculates skinning weights sim-
ply based on the geodesic distance after voxelization. We evaluate
GeoVoxel on our test set using the implementation from Maya [Au-
todesk 2024].

4.4.3 !antitative Results. Similarly, we train the models on both
the Anymate-small and Anymate-train sets, and evaluate on the
Anymate-test set. We report three metrics: Cross Entropy (CE),
Cosine Similarity (Cos), and Mean Absolute Error (MAE).
The results are summarized in Table 4. Overall, GeoVoxel per-

forms poorly on our test set, serving as a purely geometry-based
lower-bound. Our proposed architectures scale well with the larger
training set, outperforming the baselines by a signi!cant margin. In
contrast, little improvement is observed with RigNet as the training
data size increases. Among our proposed architectures, Bert-Cross
achieves the best results.

4.5 Visual Results
After all individual modules have been trained, we can run inference
on any new test mesh and obtain the skeleton and skinning weights

automatically in less than a minute. With these predictions, we can
easily animate the object by manipulating the predicted skeleton,
as visualized in Fig. 8 and Fig. 7 . For all visualizations, we use the
best-performing model variants for inference, namely, Mich-Regress
(joint), Bert-2Branch (connectivity), and Bert-Cross (skinning).

We compare our results against the previous method, RigNet [Xu
et al. 2020], and two commercial auto-rigging tools, Maya [Autodesk
2024] and Animate Anything [World 2024]. Maya only supports !t-
ting a humanoid skeleton to the inputmesh and generalizes poorly to
non-humanoid objects. Animate Anything, on the other hand, classi-
!es the object into one of a few categories and !ts a category-speci!c
skeleton. Both tools produce inaccurate skeletons for complex ge-
ometries, resulting in unrealistic animations. For a fair comparison,
we retrain the RigNet model on our full dataset. However, it still
generalizes poorly to challenging instances. In comparison, our
model predicts highly accurate bone skeleton and skinning weights,
enabling realistic animations.

5 CONCLUSIONS
We present the Anymate Dataset, the largest object rigging dataset
to date, containing 230K 3D assets with rigging and skinning infor-
mation. Using this dataset, we proposed an e"ective learning-based
auto-rigging framework, with three modules for joint, connectivity,
and skinning prediction. For each module, we carefully designed a
set of baselines and thoroughly evaluated their performance using
the proposed dataset. Experiment results have demonstrated that
our proposed baselines scale e"ectively with the larger training
data, outperforming previous methods and existing commercial
auto-rigging tools, and provide a reference point for future research
in data-driven auto-rigging.
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Fig. 8. Additional !alitative Comparison with RigNet [Xu et al. 2020]. Our model consistently produces more accurate predictions. Note that some of
the assets do not come with texture, hence marked with ‘N/A’.
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