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Charged excitons or trions are essential for optical spectra in low-dimensional doped monolayers
of transitional metal dichalcogenides. This Perspective aims to provide an overview of theoretical
approaches that can be employed to predict optical spectra, including many-body interactions lead-
ing to tightly bound excitons and trions. The approaches include solutions of the Bethe-Salpeter
Equation for excitons and the Tamm-Dancoff equation for trions. The resulting energy spectra and
two-body exciton wavefunctions and three-body trion wavefunctions allow calculations of transition
matrix elements for optical spectra in transition-metal dichalcogenide monolayers as a function of
doping, temperature, dielectric environment, and in the presence of an optical cavity. The external
control by doping and dielectric environment allows tuning of the fine structure of the trion and
exciton energies, leading to the anticrossing of the bright and dark states, enabling expanded or

superior optical device functionality.

I. INTRODUCTION

Transition-metal dichalcogenides (TMDCs) have be-
come the subject of intense research interest in recent
years, particularly in optoelectronics. One of the key
properties of TMDCs that has garnered attention is the
formation of trions, charge-bound complexes that con-
sist of a negatively charged exciton. This Perspective
provides a comprehensive overview of the current knowl-
edge on trions and excitons in TMDCs, including their
formation mechanisms, optical properties, and potential
applications. Our comprehensive overview of the opti-
cal properties of trions and excitons in transition-metal
dichalcogenides includes bright and dark excitonic states,
and the factors that influence photoluminescence excita-
tion spectra and their efficiency and brightness.

The two-dimensional (2D) geometry of TMDCs signif-
icantly enhances the Coulomb interaction, leading to the
formation of excitons, strongly bound electron-hole pairs
with binding energy'® much higher than that of bulk
semiconductors’ . 2D confinement also facilitates the
formation of other many-body states, including charged
three-particle trions'®'® and charge-neutral four-particle
biexcitons?* 26 with high binding energies.

A complex band structure featuring two direct band
gaps at the K and K’ = —K points of the Brillouin zone,
combined with the spin-valley locking effect?”3?, enables
the realization of diverse trionic and excitonic states in
the TMDC monolayer®! 4. Typically, trions are classi-
fied by spin and valley quantum numbers, and they can
be dark or bright depending on the combination of the
quantum numbers. The trionic fine structure determines
the optical absorption edge and the photoluminescence
spectra. In particular, the photolumenescence spectra
and their temperature behavior?%46-49 strongly depend
on whether the ground trion state is optically bright or
dark, which in turn depends on multiple factors such as
spin-orbit coupling, direct and exchange Coulomb inter-
actions, and carrier doping level32:36:38:39.50 " For exam-

ple, Ref.°! investigates the intervalley electron-hole ex-
change interaction and impurity-assisted recombination
of indirect excitons in WSy and WSe; monolayers. This
study provides a comprehensive analysis of the unique
interplay between the spin and valley degrees of free-
dom observed in excitonic states within tungsten-based
dichalcogenide monolayers. Similarly, Ref.5? explores the
interaction-driven transport dynamics of dark excitons
in WSs, highlighting their potential for long-range in-
formation transfer in quantum information technologies.
It demonstrates that excitons can propagate over sev-
eral micrometers, benefiting from strong repulsive in-
teractions and phonon-mediated optical readout, offer-
ing a significant advancement in using excitonic quan-
tum fluids for data manipulation and storage. Most re-
cently, phonon-assisted exciton Auger non-radiative de-
cay in doped TMDCs was considered in®3. The goal of
this Perspective is to review the available computational
approaches to explain and predict a wide range of ex-
perimental observations, including linear absorption and
photoluminescence, non-linear spectroscopy, and the re-
sponse of excitons and trions to external electric fields.

II. THEORETICAL APPROACHES FOR
EXCITONS AND TRIONS

A. Bethe-Salpeter Equation for two-particle
exciton

Before we discuss the calculation of three-particle trion
states in transition metal dichalcogenides (TMDCs), it
is important to briefly introduce the methods for calcu-
lating excitonic states. Various approaches, such as the
variational method?>°° %% and the Bethe-Salpeter equa-
tion (BSE)®* %0 can be used, each with its strengths
and limitations. The exciton calculation involves solv-
ing the Schrodinger equation for the electron-hole pair,
focusing on the interaction potential, which is crucial



(a)

e X
v iX%e
H X%

A o
3.4
< —3/\
g 4.3 - v n
= 5.6- 3 0 -
2 )
@ 7.6- n, "\
E109- RH\ ) i m
£ 169 U’\’\ N G —
29.7 1 . . ‘l ' . . ' . /‘ \‘ 1 . . . 1 .
1.88 1.90 1.92 1.94 1.96
Transition energy [eV]
(c)
0.25
X° (undoped)
_0.20+
3
© ‘
£ 0151 "u
27 ] e X
@ | | v X%
= n " X%e
= ™ Sum
50104
0]
o o
= [ ]
g o ° . v M
0.05 1 °® ° v ]
o’ M
v
vY
0.00 yyyvy . . . . |
o 5 10 15 20 25 30

Fermi level [meV]

(b)
0.45
—— doped
0.40 4 = undoped X
5 0.351
)
£ 030
2 X’
B 0.254
[
&
¢ 0204
2
S
2 0.15
[=}
%]
2 0.10 1
x-
0.05 4
/\ iX°e
0.00 T T T T T
1.89 1.90 1.91 1.92 1.93 1.94 1.95
Transition energy [eV]
1.96 (a)
' ® X (theor.) o
¥ X% (theor.)
1954 m X% (theor.) O o
O X7 (exp) [ ]
- 0O X% lexp) o Y
3 1.94 L
b O
5 wO "
o 1931 L]
e Do N — v X’(undoped) __|
£ 1op fommyprrr .y YT T iClundoped) ]
:‘i
=
g 1.91 4
0 0 o
O e ® o P
1.90 © O o0 o % 0O o ¢
1.89 T T T T T
0 5 10 15 20 25 30

Fermi level [meV]

FIG. 1. (a) Absorption spectrum of MoSz monolayer calculated for different values of the Fermi levels Er (shown on the
left), the lines are offset vertically for clarity. The three peaks X, iX°e and X°e correspond to trion, indirect exciton, and
exciton ®*. (b) Absorption spectra of the undoped (red) and doped (blue) monolayers at the Fermi level Er = 3.04 meV. (c)
The oscillator strength of the spectral peaks and the total oscillator strength (the sum of the three peaks) are functions of
the Fermi level. The dashed line gives the oscillator strength of the X exciton peak of the undoped system. (d) The energy
position of the peaks as a function of the Fermi level, experimental data!® for the two peaks energies X~ and X%e are shown
for comparison. The dashed lines show the intervalley iX° and intravalley X° exciton energies according to the BSE solution

in the undoped system. Adapted from®*.

for determining the exciton’s binding energy and other
properties; for TMDCs monolayers a common choice
is the Rytova-Keldysh potential®™ 7, widely applied in
two-dimensional insulating systems. The variational ap-
proach uses the effective mass approximation, simplifying
the exciton Hamiltonian but is less precise in capturing
certain exciton behaviors. In contrast, the BSE employs
many-body perturbation theory, providing a more accu-
rate description of exciton properties, including their op-
tical spectra and binding energies.

BSE is a modern key tool for modeling excitons
in materials, as it accounts for the exchange and di-
rect interactions between electron-hole pairs beyond the
independent-particle approximation. Calculation of ex-
citon states is performed by direct diagonalization of the
two-body Hamiltonian obtained by spanning the many-
body model into electron-hole pair states |cv) = ala, |0),
where ¢ and v are single-particle electron and hole states,

respectively. The ground state |0) has a filled valence
band and an empty conduction band. Thus BSE Hamil-
tonian reads as follows:

H :HO + HCU7
Hy =(e. — EU)6§,55,,
Hey =~ (WS — VED) (1)

where €., are single-particle energies, W and V are the
screened and bare Coulomb potentials components, re-
sponsible for direct and exchange interaction, respec-
tively. The numerical implementation of the general
Eq. (1) can be performed in the single particle basis set
obtained from ab initio density functional theory3%, tight-
binding model®*, or Dirac model Hamiltonian®.

In this Perspective, we will focus on the massive k - p

Dirac model™, which can efficiently describe the low-



l la [A]]d [A]]ebuir [ Ao [eV]] m [Ac [meV][A, [meV]]

MoS2 |3.185] 6.12 | 16.3 | 2.087 |0.520| -1.41 74.60
MoSe- |3.319| 6.54 | 17.9 | 1.817 |0.608| -10.45 93.25
WS, [3.180| 6.14 | 14.6 | 2.250 |0.351| 15.72 213.46
WSez [3.319| 6.52 | 16.0 | 1.979 [0.379| 19.85 233.07

TABLE I. Model parameters for TMDC monolayers: lattice
constant a, effective mass m, and spin-orbit couplings A. ., are
taken from Ref.”*. The layer thickness d and bulk dielectric
constant ey, are from Ref.”®, and bandgap Ag is from Ref.™.

energy single-particle states of TMDCs monolayers:

A
Hp =vpdo ® (TkyGy + kyoy) + 5§0 ® 6,

§ 578 B Neloo +02) + MlGo 53], (2)
where 6; are the Pauli matrices in the band subspace,
§, is the Pauli matrix in the spin subspace, 69 and §g
are unity matrices, 7 = +1 is the valley index for K
and K’ = —K, vp is the effective Fermi velocity, and
A is the bandgap. The last contribution to Eq. (2) de-
scribes the Zeeman spin-orbit coupling with constants
Ac,w- The parameters A and M., are obtained by fit-
ting the ab initio band structure calculations using the
DFT / GW approaches™ ™. The gap A depends on the
encapsulating materials and needs a correction, for ex-
ample, using the scissor operator approach when quanti-
tatively accurate results are required”®. It is known that
the dielectric environment does not change the effective
mass of the single-particle states™. The role of dielec-
tric environment on exciton binding energies has been
demonstrated in heterostructures in Ref.””. For com-
plete reproducibility of our results, all tabulated param-
eters parameterizing the massive Dirac Hamiltonian and
screened Coulomb potential are presented in Table 1.

In addition to the massive Dirac model, for simplicity,
in this Perspective we will focus on the latter VC‘ZIb given by
Vb =V (k, — ke ) (ue|tg) (uglup) with (uc|u,) the overlap
of the Bloch states of a single particle and V (q) = 2me? /q.
For the intravalley screened potential, we follow Ref.?®
and substitute V(g) in this expression by the Rytova-

Keldysh W (q) potential®™ 70

q — intravalley

, (3
Ebulk g — interavalley 3)

-1 -1
Wig) = V(o) {86"1”“ +roa)

where “intravalley” stands for the states within the same
valley, and “intervalley” is for states in different val-
leys. For the encapsulating material, the effective di-
electric constant £.,, = (€2 + £1)/2 is the average of
dielectric constants on both sides of the monolayer, and
the screening length is o = epuird/(2€eny) with d be-
ing the width of the monolayer® ™. Notice that the

finite-intervalley dielectric screening induces the interval-
ley interaction between pairs of trion states. It was not
observed in previous works where only the Keldysh po-
tential was used?®°4. The more general form of the latter
Vb for ab initio parametrization can be found in®C.

To determine exciton wavefunctions, energies and ab-
sorption spectrum, the following eigenvalue problem
must be solved:

Z HEY Ay = EXAg)? (4)

where E'x represents the energy of the X-th exciton, and
Aggv, is its corresponding wavefunction. The transition
matrix elements are calculated using the expression:

(X|PJ0) =) p2, A, (5)

where p2, = (c|p®|v) denotes the transition matrix ele-
ment in the a direction between the conduction state c
and the valence state v. Consequently, the linear exciton
absorption spectrum is given by the sum of transition
rates between all exciton states and the ground state |0),
expressed as:

Lx(B) o 3 [(XBlO)| 6B - Bx), (6)
X

where the summation is performed over all exciton states
X. Thus, we have completed the explanation of the ap-
proach for calculating exciton states in TMDCs monolay-
ers in this Perspective, by preparing the foundation for
further expansion of the approach by adding an electron
(hole) to explain the approach for calculating trion states
in these materials.

B. Tamm-Dancoff Equation for three-particle trion

There are two main theoretical approaches for
studying trion states in monolayers of transition
metal dichalcogenides:  the few-particle trion ap-
proach?3?-36:38,39,55-59.80-91 aq the many-body Fermi-
polaron approach. First proposed for the theoretical
analysis of inverse radio frequency spectroscopy exper-
iments in two-component Fermi gases®? %, the Fermi-
polaron approach was extended to study charged exciton
complexes - trions in monolayers of TMDCs33:88,96-103,
The Fermi-polaron approach is partially phenomenolog-
ical, since the exciton-electron interaction often takes
a phenomenological form. Microscopic calculation of
exciton-electron interaction involves solving the few-body
trion problem 04105 Despite differences between ap-
proaches, few-body trion, and Fermi-polaron, both yield
equivalent results in the linear response regime for low
levels of electron doping in the system!%%. At high car-
rier densities, the formation of tetrons consisting of four
particles was proposed'®” when a trion becomes bound to
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FIG. 2. Energy diagram of the transition energies of the three-particle states calculated in freestanding (€eny = 1) monolayers of
MoS: (a), MoSez (b), WSz (c), and WSe: (d) as a function of the Fermi level. Circle centers denote the optical transition energies
of trions. The color and width indicate their oscillator strengths (red) for bright states and (black) for dark ones. “Trion”
and “exciton” denote trion and exciton states, depending on whether the second electron in the three-particle wavefunction is

bound or not. Adapted from™®.

a Fermi hole in the conduction band. In this Perspective,
we will mainly consider the few-body trion approach.

The most common method for calculating trion states
is the Tamm-Dancoff three-particle Equation. First
formulated in Ref.?, it has been widely applied to a
variety of systems, such as carbon nanotubes®®, car-
bon nanoribonns®*, black phosphorus monolayers®®, and
TMD(Cs36:38:39,81,82,84,85,90 = Thig method can work be-
yond the variational approach, limited by the effec-
tive mass approximation; therefore, a first-principles
parametrization of the Tamm-Dancoff equation is pos-
sible®?.

The Tamm-Dancoff three-particle Equation is based
on the extension of the Bethe-Salpeter Equation with
an additional set of diagrams responsible for the third,
electron or a hole particle. The calculation of trion states
is performed by a direct diagonalization of the three-body

Hamiltonian obtained by spanning the many-body model
into states with two electrons and a hole (we consider
negatively charged trions) |cicov) = af af a, |0), where
c1,2 and v are single-particle electron and hole states,
respectively. The ground state |0) has a filled valence
band and an empty conduction band. The Hamiltonian
reads as follows:

H=Hy+ H..+ H.,,
Ho =(0, + 0, — £,)65825Y,
Heo =(WEE — WY
Hoy = — (WS — Vv _ (rich _ yehoyseh

v'ey v'ey v’ co v’ co
’ / / / ’ ’
vCh cHUN €] vey ClUN ¢Co
+ (Wv’cl - Vv’cl)ch + (W’U/CQ - V’u’c2)501’ (7)

where €., are single-particle energies, W and V are the
screened and bare Coulomb potentials. The numerical
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FIG. 3. Contributions of Dirac single-particle band states in
the vicinity of the K and —K points to trions (panels (a) -
(d)). A circle position points to the single-particle state, and
its radius gives weight to the exciton state; colors mark the
spin projection s*. The states T1 and T2 in panels (a) and
(b) have 7s* = 1/2, and the states T3 and T4 in panels (c)
and (d) have 7s* = —1/2. The results are shown for Er = 2.9
meV. Adapted from™.

implementation of the general Eq. (7) can be performed
in the single particle basis set obtained from ab initio den-
sity functional theory3%, tight-binding model®*, or Dirac
model Hamiltonian®?.

The influence of electron doping is taken into account
by using the approach described in Ref.’*, where the
Pauli blocking of the occupied electron states is modeled
by choosing the discretized mesh with the interval d K in
the Brillouin zone. The doping density n = g, gs/(Q20N?)
is related to the number of mesh points N x N of the Bril-
louin zone and the area of the primitive cell Qg (g5 and g,
are spin and valley degeneracies, respectively). The cor-
responding Fermi energy of the doping electrons is given
by Er = h25k?/2m where the discretization interval for

the hexagonal lattice of the TMDC is 0k = 47/(v/3aN).

To find the trion wavefunctions and energies, the fol-
lowing eigenvalue problem must be solved:

2: chchv’
H011022U Ac c’u

/
CICZ’L)

ETAcl cov) (8)

where Ep denotes the energy of the T-th trion, and
ACT/lcév, represents its wavefunction. In turn, the linear
absorption spectrum for trions is determined by sum-
ming the transition rates between all possible free elec-
tron and three-particle states, resulting in the following

expression:

L(e) o< Y |(T1Ple)

c,T

(25(5—5T+ec), 9)

where the summation is over single-electron states ¢ and
three-particle states T' with the same momentum k. Fi-
nally, the trion transition matrix element is calculated
as:
(T|Ple)

Z A0162’U pcl'u(sp2 - pCQU(SZl) ) (10)

C1C2V

where p,, represents the transition matrix element for
conduction state c and valence state v.

III. TRION FINE STRUCTURE AND
PHOTOLUMINESCENCE

In the case of photoluminescence, the emission oc-
curs from the ensemble of thermally equilibrated ex-
cited states. Coulomb interaction lifts the degeneracy
of the many-body excited states. Omne of the initial
questions that arose from the experimental results!®-32
was the determination of the fine structure of the trion
states. Several theoretical works have attempted to an-
swer this question, such as the works3>®?, where a vari-
ational approach was used to determine the fine struc-
ture of trion states. The article®® studied the interac-
tion of light-matter and the non-equilibrium dynamics
of exchange-split trions in a WSs monolayer using op-
tical spectroscopy. The role of doping on trions and
their fine structure has been explored by various experi-
mental techniques in Ref.**1%% including nonlinear spec-
troscopy'9? 112, The exact diagonalization approach of
the three-particle problem was applied in work*! and pa-
rameterized from the first principles in Ref.??*0. One
of the earlier work 33 addressed the question of the de-
pendence of the fine structure of the trion and exciton
spectra on doping within the Fermi polaron approach to
solving the trion problem. Subsequently, the approach of
exact diagonalization of the three-particle problem also
makes it possible to study the dependence of the trion
and excitonic states on the doping level*?:°%%0, The pa-
per®® examines how doping a MoS, monolayer affects the
properties of three-particle states and the optical activ-
ity of intervalley excitons, which are normally dark in
undoped layers. Employing exact diagonalization within
the Tamm-Dancoff approximation reveals that doping
can brighten these excitons, suggesting new possibilities
for tuning the optical characteristics of MoS; monolay-
ers. The absorption spectrum of the MoS; monolayer
from Ref.®* is presented for different values of doping
density in Fig. 1.

The study in Ref.”™ examines trion states in four
TMDC monolayers: MoSsy, MoSes, WSy, and WSes using
direct diagonalization of the three-body Hamiltonian, re-
vealing that the fine structure results from the interaction



between the spin-valley fine structure of single-particle
bands and particle-exchange interactions. Variations
in doping and the dielectric environment can tune the
trion energy fine structure, leading to the anti-crossing
of bright and dark states, significantly affecting the op-
tical spectra. The results of the calculations from Ref.”
are presented in Fig. 2. This figure illustrates the optical
transition energies of trions (indicated by circle positions)
and their oscillator strengths (represented by circle size
and color) as a function of electron doping (relative Fermi
energy of the doping electrons). Two qualitatively differ-
ent three-particle states were identified: ”trions,” where
both electrons are tightly bound, and ”excitons,” where
one electron is nearly free?%*490 making the state sim-
ilar to a two-particle exciton weakly coupled to a single
electron. The distinction between excitons and trions is
evident in the doping dependence shown in Fig. 2. The
energy of excitons increases with higher doping levels,
while the energy of tightly bound trions shows a much
weaker dependence on doping.

The spin-orbit coupling in MoSes, WS, and WSe,, ac-
cording to ab initio calculations” 7% is significant and
has the valley Zeeman form, leading to a conduction band
splitting of approximately 20 meV. The Rashba coupling
is minimal”"'7%74, Thus, there is no spin-mixing effect,
and spin can be considered a good quantum number in
these systems. Unlike W-based materials, where the low-
est energy state is typically dark, MoSes has a bright
lowest energy trion state due to its negative spin-orbit
coupling splitting of the conduction band.

The internal structure of trion states, particularly the
weights of the contributions from single-particle states,
is crucial to understanding their optical properties. The
single-particle contributions (single-particle density ma-
trix) for the internal trions states T1-T4, calculated for
a free-standing MoS,; monolayer with a doping level of
Er = 2.9 meV, are illustrated in Fig. 3. This figure
displays single-particle bands for electrons (positive en-
ergies) and holes (negative energies) near the K and -K
valley points in the Brillouin zone. Blue and red colors
indicate spin s* = +1/2 states. The center of each cir-
cle marks the energy contribution of the single-particle
state, while the radius represents the weight of this state’s
contribution to the trion wave function. Due to strong
intervalley mixing by the Coulomb interaction, a super-
position of many single-particle states is created, making
a simple representation of trions as a product of just a
few states generally impossible.

The pair of trions T3 and T4 is a well-known singlet-
triplet pair observed in earlier experimental and theoret-
ical work?32:3538,44,45,59,90,113-115 " Tp, the T1 and T2 trion
states, a hole is provided by a single valley (—K), while
electrons from both valleys, having different spins, con-
tribute. In the limit of vanishing doping, T1 is dark and
T2 is bright due to the opposite spins of the valley elec-
trons in these states. However, as doping increases, both
the T1 and T2 states become bright. Conversely, the T3
and T4 states involve holes of opposite spins. At zero
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FIG. 4. (a) Photoluminescence spectra of a MoS2 monolayer
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in the legend (b) in meV’s]. Adapted from*’.
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doping, T4 is an optically parity-favored state, while T1
is an optically spin-favored state. Additionally, the sys-
tem has four equivalent trion states related to T1-T4 by
symmetry transformation K < —K.

Unlike the exciton, trion can not decay radiatively
from the nonzero-momentum state, because the leftover
electron helps to satisfy the momentum conservation
law?%46 which leads to unique characteristics in the pho-
toluminescence spectra. In particular, the trion spectral
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FIG. 6. Angular dependence of second harmonic generation
intensity (green points) and polarization components |P;|?
(red shading) and |P,|? (blue shading) calculated for driv-
ing field energies marked by the red points in (h). Adapted
from 16117

peak broadens and redshifts with temperature, even in
the absence of electron-phonon interaction. Fig. 4 shows
photoluminescence spectra of MoS, monolayer, following
Ref.%0. Calculations reveal that the trion peak charac-
teristics, such as transition energy, intensity, shape, and
width, are highly sensitive to changes in temperature and
doping levels.

At low temperatures, the exciton peak is almost absent
and becomes visible only when the temperature exceeds
70 K, increasing in intensity as the temperature rises.
In contrast, the trion peak appears at temperatures as
low as 10 K and demonstrates a sharp non-monotonic
temperature dependence, peaking at around 65 K before
rapidly declining. With increased doping, the trion peak
shifts to lower energies, resulting in a redshift, while the
exciton peak splits and moves to higher energies. The
intensity of the trion peak increases with higher doping
levels, and the peak becomes asymmetrically broader at
elevated temperatures, with the left wing of the peak
significantly wider than the right.

The transition dipole for trion, shown in Fig. 5a, re-
veals the momentum dependence of all optically bright
branches of the trion states. The radiative decay of tri-
ons is allowed up to a finite momentum cutoff determined
by the inverse of the effective radius of the trion“®. The
effective mass of the trion M, shown in Fig. 5b, is renor-
malized from the noninteracting value of 2m. + m, by
Coulomb interactions, where m. and m, are the masses
of the conduction and valence bands. This effect is caused
by the fill factor effect, and the dielectric constant change
caused by doping is not included in the calculations in
Fig. 5b.

IV. NON-LINEAR OPTICAL EFFECTS

SHG measurements are shown to be particularly ef-
fective in probing electronic excitations, allowing re-
searchers to study the band structure and interband tran-
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sitions in detail. This method fills the gap left by tradi-
tional linear spectroscopy techniques such as Raman and
photoluminescence spectroscopy. Unlike linear response
spectra, SHG signals require a more complex theoreti-
cal analysis. This analysis involves solving the complete
non-linear dynamical problem, which is essential for un-
derstanding the behavior of materials under strong exci-
tations and highly nonlinear dynamics. Strong linear ab-
sorption in TMDCs implies a strong non-linear response,
and the many-body effects need to be included explicitly.
In Ref.!'8, the non-linear response was calculated within
the GW-BSE approach. Excitonic effects were shown to
be very strong in non-linear second-order response calcu-
lations''? in another example of low-dimensional mate-
rial, carbon nanotubes.

One of the notable findings of the paper''%!17 is the
role of excitons in altering the SHG polarization angular
dependence, as shown in Fig. 6. The SHG signal increases
significantly when the driving pulse resonates with an ex-
citonic state. Excitons also induce qualitative changes in
the SHG polarization angular dependence, which varies
with the energy and amplitude of the driving field de-
pending on the type of resonating exciton. These changes
result in deviations from the symmetric six-leaf angu-
lar dependence observed in TMDCs monolayers with an
undistorted crystal structure

V. EXCITON DYNAMICS UNDER EXTERNAL
PERTURBATIONS

One of the clear examples of the interaction of ex-
citon states under external interactions is the forma-
tion exciton-polaritons quasiparticles, which are formed
from the strong coupling between excitons and photons
in semiconductor microcavities'?'7123 as well as pho-
tons and trions!'?4125 which can be probed by both lin-
ear and nonlinear spectroscopy'2°'2°. The simulation
study shows the absorption spectra of MoS, monolayer
in Fig. 7, which results from the interaction between ma-
terial optical excitations and a cavity mode. It pro-
vides a comprehensive microscopic theory for exciton-
polariton states across different doping levels by solv-
ing the three-body problem through exact diagonaliza-
tion of the Hamiltonian (8). Various polaritonic modes
were predicted, including exciton-polaritons and trion-
polaritons, some of them become bright due to interac-
tions between excitons and free carriers. Highlighting
the importance of strong light-matter coupling, the re-
search shows how increased doping modifies the optical
response of TMDC monolayers due to bandgap renor-
malization, screening effects, and Pauli blocking, leading
to the formation of trions and exciton polarons. This re-
sults in significant changes in the absorption spectrum,
with additional bright polaritonic modes appearing at
higher doping levels, as demonstrated in Fig. 7. Simi-
larly, cavity-induced splitting of dark-bright excitons into
two hybrid exciton—polariton states reversing the energy
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FIG. 7. Absorption spectra in MoS2 monalayer placed in the
cavity as a function of the cavity resonance detuning for low
and high doping levels: (a) Er = 3.26 meV and (b) Er =
21.55 meV. (c¢) Doping dependence of trion polaritons in MoSs
monolayer, where cavity mode is tuned close in energy to the
trion modes. The cavity-modified ground state is bright, thus
enabling efficient photoluminescence from the system. The
cavity mode is at Eo = 2.14 eV. Adapted from*?°.

order of the dark and bright states has recently been pre-
dicted in carbon nanotubes'°.

Another example of external perturbation involves the
application of an in-plane electric field to TMDC. The
excitonic Stark effect refers to changes in the energy lev-
els and optical properties of excitons in response to an
external electric field. The Stark effect for free excitons
in MoS, was predicted in Ref.!3! and was subsequently
measured in Ref.!32. The interplay between the electric
field and the interactions between excitons and the sur-
rounding environment strongly influenced the excitonic
Stark effect and the field ionization of bound excitons in
monolayers'3!.

VI. OUTLOOK

In this Perspective, we provide a comprehensive
overview of the current state of knowledge of trions and
excitons in transition-metal dichalcogenides. We high-
light the potential of monolayers as optoelectronic ma-
terials and the importance of understanding the impact
of external factors, such as temperature, doping concen-

tration, external in-plane electric field, cavity mode elec-
tric field, and the dielectric environment, on their opti-
cal properties. The analysis of three-particle states in
TMDC monolayers, based on a direct diagonalization of
the corresponding Hamiltonian, classifies the fine struc-
ture of the low-energy trion and exciton states and spec-
tral properties of doped TMDCs.

Theoretical models, particularly those incorporating
many-body interactions, have demonstrated a valuable
insight into the nature of optical spectra in monolayer
TMDCs. In particular predicted exciton and trion bind-
ing energies, optical band gaps, and absorption spectra
agree well with the available experimental results. How-
ever, discrepancies still exist in fine-structure energy de-
tails due to the uncertainties in environmental effects,
such as dielectric screening, defects, accidental strain and
doping in real samples. These mismatches can also stem
from simplifications in theoretical models, such restric-
tions to two- and three- body problems and the limita-
tions of current computational power in solving higher-
order many-body effects. To address these gaps, improve-
ments are needed in refining calculations to include of
real-world factors like defects and strain. Emphasizing
such areas will not only enhance the predictive power
of theoretical models but also strengthen their alignment
with experimental findings, driving further advancements
in the field.

While this Perspective primarily focuses on the results
for monolayer TMDCs, there is significant interest
in van der Waals heterostructures'®® (and references
therein).  Similar theoretical frameworks should be
applied to investigate the optical properties of hetero-
bilayers, which present additional degrees of freedom.
For instance, the interlayer distance largely dictates the
interlayer exciton radius and, consequently, the binding
energy. While first-principles calculations have provided
valuable insights into band alignment in heterobilayers
and the corresponding effective masses, ongoing research
actively explores many-body solutions for such complex
systems. The Perspective overviews explanations of
existing experimental observations of trion states in 2D
multivalley materials and provides new insights into the
external perturbations on linear and nonlinear optical
spectra in TMDCs monolayers.
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