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Abstract
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1 Introduction

Volterra equations are used in a great variety of sciences to model evolution phenomena
where memory effects are present in the dynamics. Volterra equations typically take
the form

1
Yr =0 +/0 k(t,s) f(ys)dxs, 1€[0,T], (1.1)

where k is called Volterra kernel defined on [0, 7%, and is possibly singular on the
diagonal. The process x represents a potentially highly irregular control, such as a
stochastic processes or otherwise nowhere differentiable path. In applications, the
process x is typically stochastic, or a realized path associated to a stochastic pro-
cess. Thus making sense of the integral appearing in (1.1) can be challenging, and
the construction will often highly depend on the assumptions of both the kernel k
and the driving process x. Applying It6’s theory for stochastic differential equations,
construction of the integral as well as stochastic well-posedness of the equation has
been well established in the case when the process x is a Brownian motion and the
kernel k satisfies the integrability condition k(¢, -) € Lz([O, t]) forallt € [0, T, see
e.g. [20, 21].

Volterra equations have recently received much attention towards modeling of rough
volatility. In this case it is desirable to allow x to be a more generic stochastic processes,
such as a fractional Brownian motion, while at the same time allowing the Volterra ker-
nel k to be singular, see e.g. [1, 5, 11] and the references therein. With this application
in mind, the authors of [1] observed that for numerical computations related to rough
volatility modeling, a pathwise approach to Volterra equations of the form (1.1) is
highly useful. The singular Volterra kernel in combination with the driving Brownian
motion created divergence in the covariation ( fo k(-, s)dWs, W) appearing as an It6-
Stratonovich correction, requiring an infinite-type renormalization procedure. Based
on the modern theory of Regularity Structures, the authors proved well-posedness of
Eq. (1.1) under such renormalization.

An alternative approach to deal with Volterra equations in a pathwise manner was
proposed in [15]. There, a new generic methodology based on the theory of rough
paths was proposed to treat Banach-valued Volterra equations like (1.1) in the case
when the Volterra kernel k (¢, s) is behaving similarly to |t — s| ™" for some y > 0, and
the driving signal x is only assumed to be Holder continuous (with Holder regularity
possibly lower than 1/2). The Volterra rough path framework is developed around a
splitting of the arguments in a Volterra process, in the sense that one lifts the classical
form of Volterra process z; := fé k(t, s)dxs defined on [0, T'], to a two parameter
object defined on the simplex A»[0, T] := {(s, ) € [0, TP s < t} given formally
by

'
z; ::/ k(t,s)dxs, t<rt. (1.2)
0
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Clearly, when the two parameter object is restricted to the diagonal in [0, T']?, we have
z} = z;, obtaining the classical type of Volterra process. The advantage of viewing the
Volterra process as this two parameter object is that one can easily distinguish between
the regularity contributed by the driving signal versus the possible singularity obtained
from the kernel k, thus making pathwise regularity analysis easier, and sewing based
arguments more straightforward.

In a similar spirit as for classical rough paths, the idea is to lift the Volterra signal
(t, T) — z; asdefinedin (1.2), to a signature type object (see e.g. [8, 19]) resembling a
collection of iterated integrals, satisfying certain algebraic relations, which is called the
Volterra signature. In this article we will focus on the second-order lift; z > (z!, zz).
In the case of a smooth signal x, the two components take the form

t r
2.t =25, i :f k(z, r)/ k(r, u) dx, dx,. (1.3)
N S

In contrast to classical rough path theory, the Volterra signature does not satisfy Chen’s
relation with the tensor product, but a convolution type product is required in order
to obtain an equivalent algebraic relation. Indeed, by definition of z> above, one can
readily check thatforany s <u <r <t

2,7 2, 2, 1,7 1,
;g — 14 — Zuxr 7& Zy ® Zust'
However, as observed in [15] the following generalized Chen’s relation holds:

2,7 2,1 2t _ Lt 1,
Zyy — 2y —Zyy =1y KZyg

where the convolution product * used on the right hand side is defined by

1,t 1, . 1: 1,7 1,u’
Z,, *1,, = \7£1|IEO Z Zy, QL . (1.4)
[u' ,v']eP

Notice that in the classical rough paths setting where k(¢,s) = 1, then z; = z,
and z! % z! = z! ® z'. It is the introduction of a Volterra kernel which requires an
extension of the classical tensor product in order to obtain a suitable Chen’s relation for
the Volterra rough path. So far, the assumption has been that x is a smooth path, and in
this case both the iterated integral in (1.3) and the convolution product constructed as
an integral in (1.4) exist by standard integration arguments. However, in the theory of
rough paths we are interested in irregular, nowhere differentiable signals x, requiring a
careful analysis of the construction of these objects. Once this is in place, the Volterra
signature in combination with certain controlled Volterra paths is used in [15] to prove
existence and uniqueness of solutions to (1.1) in a purely pathwise manner.

Although [15] provides the basic framework for Volterra rough paths, two important
problems relating to this theory was left open:

Analytic extension On the analytic side, [15] only deals with the case wheno — y >
1/3 (where we recall that « is the regularity of the signal, while y is the possible
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order of singularity from the kernel k). To get a complete analytic picture of the
framework of Volterra rough paths, this regime must be extended too — y > 0.

Probabilistic construction For completeness of the framework it is crucial to provide
a complete probabilistic construction of the lift of a stochastic Volterra process into
a Volterra rough path, analogues to the rough path lift for stochastic processes.

Regarding the analytic problem, extending this regime was dealt with in the article
[16], where the algebraic framework was described for « — y > 1/4. In a very recent
article [4], Bruned and Kastetsiadis extends this even further to all @ — y > 0 by
invoking algebraic theories similar to that used for non-geometric rough paths [12,
14] and regularity structures [13].

The problem of a probabilistic construction of the Volterra rough path is the main
goal of the current article. More specifically, our main contribution is twofold:

(i) As the framework for Volterra rough paths relies on spaces for Volterra—Holder
paths with two parameters (one corresponding to regularity and one to singular-
ity), a direct application of the classical Kolmogorov continuity theorem will not
provide sufficient answers. Hence new arguments need to be developed, specif-
ically suited for the type of Holder spaces necessary to properly define rough
Volterra equations. Extending the Garsia—Rodemich—Rumsey (GRR) inequality
to suit Volterra paths is therefore the first aim of this article. This extension is
not only highly useful for the probabilistic treatment in the context of Volterra
rough paths, but could also prove valuable towards applications for other types of
singular Holder norms, such as those considered in [2].

(i) Withthe singular GRR inequality in hand, we provide a construction of the Volterra
rough path in the regime o« —y > % (requiring one iterated integral) by using tools
from the theory of Malliavin calculus. This construction is both done in the case
when the driving stochastic process is a fractional Brownian motion with H > %

together with a singular kernel. We also handle the case of classical Brownian

motion with a singular kernel. Note that in both cases the construction of a Volterra
rough path like (1.3) is required. Indeed, a singular kernel behaving similarly to
|t — s|~7 pushes down the regularity of the Volterra process constructed from an
fBm to be H — y. This exponent can be smaller than % even though H > % This
is in contrast to the classical rough path regime, where the rough path associated to
a fractional Brownian motion with H > % can simply be constructed by classical
Young theory.

As the reader can see from the description above, our analysis will be a delicate
combination of analytic and probabilistic techniques.

The article is organized as follows: Sect.2 provides an overview of Volterra paths,
Volterra-Holder spaces, as well as a summary of central concepts from [15] regarding
the convolution product and Volterra sewing. In Sect.3 the extension of the GRR
inequality is provided. Section4 deals with the construction of the Volterra rough path
for fractional Brownian motion with H > % In Sect. 5 this construction is extended
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to the case of a regular Brownian motion. A discussion on further extensions to rough
fractional Brownian motion is discussed in the end of Sect. 5.

2 Preliminary Results

In [15] and [16], the Volterra rough formalism was based on certain spaces of func-
tions having specific regularity/singularity features. Before defining the proper spaces
quantifying this type of regularity, let us introduce some notation:

Notation 2.1 Let T > 0 be a finite time horizon, and n > 2. Then the simplex A,{ is
defined by

A,{:{(sl,...,sn)e[O,T]";Ofsl <~~<s,,§T}.

When this causes no ambiguity, we will abbreviate AZ as A,. For (s,1) € Ay, we
designate P to be a generic partition of [s, ¢]. Two successive points forming an interval
contained in this partition are written as [u, v] € P.

The functions quantifying our regularities are also labeled in the following notation.

Notation 2.2 Consider four parameters o, y € (0, 1) and ¢, n € [0, 1] satisfying
p=a—y=>0,  0=<¢=<inf(p,n). 2.1
For (s, t, 1/, 1) € A4, we set
Vg (T .8) = [lT =17Vt = s|*] Al — 517, (2.2)
and

1,2 / _ Iy = (=0) I = V=C4 _ @
Vigymo) (T T t,8) =t ="t —1] ([IK" =177 44 = s1*] A

lt —s177¢). (2.3)

In the next definition the functional spaces called Y@ r.1.8) are introduced, which are
equivalent to those used in [15, 16]. As is evident from the analysis in [15, 16], these
spaces are natural function sets when dealing with Volterra type regularities.

Definition 2.3 Consider four parameters o, y € (0,1) and ¢, n € [0, 1] satisfying
relation (2.1), and fix m > 1. Throughout the article we consider functions z : Ay —
R™ of the form (¢, ) — z;, such that z6 = zp for all T € (0, T']. We define the space
of Volterra paths of index («, y, 1, {), denoted by V(“’V””;)(Az; R™), as the set of
such functions satisfying

Izl @.y.n.0) = Nzll@y).1 + 1zl @y.n.0).1.2 < 00. (2.4)
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Recalling Notation 2.1 and 2.2, the 1-norms and 1,2-norms in (2.4) are respectively
defined as follows:

— |27
”Z”(a‘y),l = SUD(s,1,7)€A;3 W(L’y)t(T,I,S)’ 2.5)
T'L'/
= ’ [—Y 2.6
Iehrneniz = SPgsvmea yrrtcos, (20)

with the convention z7, = z¥ —z7 and z'¥ = z7 —z . Notice that under the mapping
> |zol + ”Z”(a,y,n,c),

the space V(®7::9) is a Banach space.

Remark 2.4 As mentioned in [16, Remark 2.6], the spaces V(@ 7-:¢) enjoy embedding
properties of the form V@ 7:1:6) < YEv18) for 0 < o < B < 1. In addition, the
norms defined by (2.4)-(2.6) verify the following relation on [0, T']:

Ivllegya < T PIyl@mrts II@gymoa2 < TPyl ne.12,
19N ymer < T* Py ly.mo)-

Remark 2.5 The spaces given in Definition 2.3 are slightly different than those intro-
duced in [15], as there is no supremum over the parameters 1 and { appearing here. It
was observed in [16] that the supremum was unnecessary for the Volterra rough path
methodology to work, but one must instead introduce an assumption that the Volterra
paths of interest is contained in a suitable family Volterra spaces as those in Definition
2.3. Avoiding the original supremum also makes probabilistic analysis, as we will
consider in the subsequent sections, more tractable. We therefore use the same types
of norms and spaces as the ones introduced in [16]

Remark 2.6 Comparing (2.2) and (2.3), one can relate the functions ¥! and ¥-2 in
the following way:

12 —(1-2)
Vil o @t )y =t =7 | =7 ¢ Viyay (T 1.5) 2.7)

As explained in [16, Proposition 2.10], the parameter  above accounts for the regular-
ity of a Volterra path in the upper variables t, t’. Then one plays with extra parameters
¢ in order to get regularities for paths of the form r — zJ.

As illustrated in the introduction, convolution products plays a central role for the
subsequent considerations of the Volterra rough path. Let us recall a proposition from
[16] giving explicit meaning to this concept, and establishing the existence in a general
setting.

Proposition 2.7 We consider two Volterra paths z € V@VTOMRM) and y €
Y@y (L(R™)) as given in Definition 2.3. On top of condition (2.1), we assume
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that the exponents a, n are such that n > 1 — «o. Otherwise stated, our parameters
o, y, ¢, n satisfy

p=a—y >0, 0<¢ <inf(p,n), and n>1—a. (2.8)

Then the convolution product of the two Volterra paths y and 7 is a bilinear operation
on V@15 (R™) given by

Oy = / iyl = dim Y 2T 2.9
t>r>u |/P‘*>O [u/ U’]E'P

where ‘P is a generic partition of [u, t] for which we recall Notation 2.1. The integral
in (2.9) is understood as a Volterra-Young integral for all (s, u, t, t) € Agq. Moreover,

the following two inequalities hold for any tuple (s, u, t, T, T’) lying in As:

|25 % Vs | S Nzll@ap 1Yl @yne).1.2 Viap gy g (T 125), (2.10)

’ . 1,2
ZtTuT * Vs | S 1zl e.y.n.0). 121l @yn.0).1.2 w(20+y,y,77,{)(r’ v’ 1,5). (2.11)

Commonly for rough path based theories, we will also here work with the §—
operator. The next notation recalls this operator which will be significant for subsequent
proofs.

Notation 2.8 Let g be a path from A, to R™, and consider (s, u, t) € As. Then the
quantity &, g;s is defined by

(Sugts = 8ts — 8tu — 8us- (212)

With Definition 2.3 and Proposition 2.7 in hand we are now ready to state the
main assumption used in [16]. Namely the Volterra rough paths analysis relies on the
ability to construct a family {z/°7; j < n} of Volterra iterated integrals according to
the following definition:

Definition 2.9 Consider «, y € (0, 1), and for an arbitrary finite integer N > 1, let
{Ck, mk; 1 < k < N} be a family of exponents satisfying the relation (2.8). Then for
n=p~ '], {z/°T; j < n}is assumed to enjoy the following properties:

(i) z! = zand z{:;r e (R™®J.
(i) Forall j <nand (s, t, ) € A3 we have

. Ut =
.t J=iT o i J=iT i
Suzyy = E Z,  xZ) = E / dz;, "z, (2.13)
i=1 i=1"%

where the right hand side of (2.13) is given by Proposition 2.7.
(iii) Forall j =1,...,n,wehavez/ ¢ ﬂ,?’:l YUty ynedo)

@ Springer



Journal of Theoretical Probability

As the reader might have observed, Definition 2.9 is a natural extension of the more
classical definition of rough path, see e.g. [6], where convolution products naturally
extends the tensor product for Volterra paths. In the decomposition (2.13), it is desirable
to quantify the regularity of the objects depending on the variables (s, u, f, T) € Aa.
Thus a small variation of Definition 2.3 is suitable for this quantification, illustrated
in the next definition (see also in [16, Definition 2.9]).

Definition 2.10 As in Definition 2.3, consider m > 1, as well as four parameters
a,y € (0,1), n,¢ € [0, 1] satisfying the relation (2.8). Let z : Ay — R™ be of
the form (s, u, t, ) — z,,. The definition of y@.y.n.0) (A3; R™) can be extended in
order to define a space V(@718 (A4; R™), by using the same definition as (2.4). That
is we have z € V@V-1-0 (A4 R™M) if

Izl @y.me) = Nzll@y)n + 1zll@y.n0).0.2 < 00 (2.14)

The quantities ||z|(«,),1 and [|zll(,y,n,¢),1,2 in (2.14) are slight modifications of (2.5)
and (2.6), respectively defined by

|Zf,,, |
Izll@y)1 = sup —F—7——, (2.15)
(s,u,t,T)EA4 1/’(101’},) (t,t,5)
and
25|
Izll@.y,n0),1,2 = sup ; (2.16)

s

5 .
(s,u,t,7',T)EAS 1//(0(,%”,;)(1’, T/ t,s)

3 An Extension of Garsia—Rodemich-Rumsey’s Inequality

This section is devoted to extend Garsia—Rodemich—Rumsey’s celebrated result [10]
to the Volterra space V@7::¢) introduced in Definition 2.3. To this aim, we intro-
duce two integral functionals resembling the role of a Sobolev norm, tailored for
the regularity functions introduced in (2.2)—(2.3). These will be used to extend the
Garsia—Rodemich—Rumsey inequality to Volterra paths.

Definition 3.1 Let z : A3 — R< be a continuous Volterra increment. Then for some
parameters p > land o, y € (0, 1), n, ¢ € [0, 1] satisfy the relation (2.1) we define

nl
Ut (z:n,¢) = / 4l dvdw v
1 £ ’ M — —
(). p. wweas |1 — wl 2p(n c>|¢(la’y“)(f, w, v)|2P|w — v|?

3.D
Ulaymorpin (@ = (/ 12 i dvdwdr/dr)
W' NeA] WG, o oy (ro ' w )PP lw — vl — |2
i (3.2)

@ Springer



Journal of Theoretical Probability

where recall that the functions y!, ¥ 12 are respectively defined in (2.2) and (2.3).
Remark 3.2 Notice that if we set

|25, 127

o — w2001y, (2w, )PP w — v

D (w,v) =

then we trivially have D (w, v) > 0. Plugging this information in relation (3.1), we

getthatt — U, (fa il (z; , ¢) is anon-decreasing function. Thus for t < T we have

. T .
U{a,y),p,l (Zv 7], é‘) S U(D(,}/),p,l(z’ T], é‘)

Remark 3.3 The quantity U (Ta Vil (z; n, ¢) evaluated at n = ¢ = 0, will be denoted

by U (Ta’ Dupil (z) for notational sake.

Using the above integral functionals, we now state and prove the extension of
Garsia—Rodemich—Rumsey’s inequality for general Volterra increments on As. This
will in turn be applied to provide an upper bound for the Volterra norms introduced in
Definition 2.3 in terms of the integral functionals in Definition 3.1.

Lemma3.4 Letz : Az — R? be a continuous increment. Consider 4 parameters
K, ¥, n, ¢ such that

O<y<k<l, 0<¢<k—-—y, and ¢ <n<1. (3.3)

Then there exists a universal constant C > 0 such that for all (s, t, T) € Az we have

25l = Cle =170yl ) (Ul pa @ O + 182150 1), GA)

where the quantity ||82||Ef(’l; 0O is defined as
|8,2F
Izlly") o0 = sup s (3.5)

s<u<v<t |T — U|7(777{)1/I(IK’V+§)(‘L', v, S).

In particular, for n = ¢ = 0, we have

17551 S Ve @ 19) (U pt @ + 167t ) (3.6)

where ||0z]|(«,),1 is given by (2.15).

Proof Consider a tuple (s,7,7) € Az, witht — s < % First construct a sequence of
points (sx)k>0, such that sy € [0, T] and s; converges to s by induction. Namely, set

so = t, and suppose that sg, 51, .. ., S have been constructed, and let Dy = (s, X"; £y,
Define the function / as follows:
I(w) f ' il d (3.7)
w) = v. )
s T = wTPOTOl (T w, v) PP w — )
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According to the value of 7, define two subsets of the interval Dy:

4U¢ (z; 1, 0))*P
(k,y),p,1 V™
Av:=lweD ‘ I , 3.8
k {w k| I(w) > 5t — 5] (3.3)
By :=jwe Dk’ 125" - 41 (si)
|T - Sk|_2p(n_§)|w(lk,y+g)(‘[a Sk » w)|2p|sk - w|2 |Sk - S| '
3.9)

where we recall again that W(IK y+0) (r, w, v)is given by (2.2). We claim that Ay U By C
Dy, where the inclusion is strict. Toward proving this claim, observe that the set of
(v, w) such that

Sk+ s
s<v<w<

is included in [0, T)2. Hence due to the definition (3.1) of U(TK P (z; n, £) we get

2p
(Vi @no)” = [ i) (3.10)

Therefore thanks to relation (3.8) defining Ay, we get

2p

» AUy @)
>

(Ag), (3.11)
sk — s|

2
(U(T,C,y)’pJ (z; 7, §)>

where i (Ay) denotes the Lebesgue measure of set Ag. It is thus readily checked from
(3.11) that

Isk —s| (D)

; > (3.12)

n(Ag) <

Arguing similarly for the set By, we note that since the set By defined by (3.9) is a
subset of (s, sg), we have

|zL, 127
1oz [ W G13)
B 1T = sk [T2PO=O1Yl L (T sk 0) 2P L5 — ]2

Thus plugging the definition (3.9) of By in the right hand side of (3.13), we get

4 (By)
sk — s|

I(s) > I(sk),
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from which we obtain again that

sk — sl u(Dy)

w(Bk) < 1 > (3.14)
Combining (3.12) and (3.14), we have thus obtained
D, D
ua < BP9 e < 20
2 2
and it follows that
w(Ark) + n(Bi) < u(Dy), (3.15)

from which we easily deduce that Ay U By is a strict subset of Dy. Now we can
choose si+1 arbitrarily in D\ (Ax U By). Summarizing our considerations so far; for

all n we have constructed a family {so, ..., s,} such that for all 0 < k < n, we have
O0<sp—s5< ’z_—k‘ and the following two conditions are met:
2
Zhse | _ 40

|7 = skl 72PNl (T sk sk )PP Isk — skt 127 Isk — |

T . 2p
4 (U(K,y),p,l (z; 7, ;))

I(sk+1) < (3.16)
sk — sl
With (3.16) in hand, decompose z;, into
n
Z;:S = Z§n+1s + Z (Z;ksk+l + S‘Vk-%—lz‘.vrks‘) . (317)
k=0
The aim is now to bound the term zgk Strt in (3.17). To this aim, notice that since
Sk+1 ¢ By, we have
2
M S ICO R
|7 = skl 72PO=O |yl (T sk sk D PP sk — st 27 sk — s
Moreover, we also have s; ¢ Ax_1. Hence we obtain
T . 2p
4 (U(K,)/),p,l (Zy 7], {))
I(sp) < (3.19)
[sk—1 — s]
Gathering (3.18) and (3.19) yields
|Z:V[ksk+l |2p

s [2P—0) [y ] 2P lsr — sea1l?
1T — sk 72PN (T Sk sk DIPP sk — skt
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16 (UL @n0) (UL, @)
p1 &, ) ( D1 @, )
(7). p < (,¥).p . ’ (3.20)
Isk — sllsk—1 — s| sk — s]
where we have used the fact that |sy — s| < |sx—1 — s| for the second inequality. In
addition, thanks to |s; — sg+1] < |sx — s/, it is easily seen that we can recast (3.20) as

|Z;:I;Sk+l | 5 U(.Ex,y),p,l (Zv n, {) w(lk’y-’_;)(r’ Sk S)|f - Skl_(n_z). (321)

Next recall that n is assumed to be larger than ¢, and in addition we assume that
0 < ¢ < k — y. Thus owing to the fact that |t — sg| > |t — ¢, |sx — 5| < 27k —s),
and recalling the expression (2.2) for !, we end up with

T
ZSkSk-H

T .
< U(K,V),p,l(z’ 77, ;)
~ k(k—y—=2¢)

’lp(l/(’y-l,-g‘)(ra t5 S)lf - tl_(rl—{)

Summing this inequality over k (and using that « — y — ¢ > 0), we get the following
bound for the right hand side of (3.17):

S Ul pt @O Ve iyt 9|t — 17070 (322)

T
SkSk+1

Now we turn to bound the second term §
clear that

in the right hand side of (3.17). It is

Sk+1 vkv

[s.7] —(n— 1
851 Zis| SN2UGY 0 o1 1T = 17T OW 0oy (T sk 9),

[s,2]

recalling that ||5Z||(K yo)

as given in (3.5). Hence similarly to (3.22), we obtain

n
1Y Szl SUSzIL) e =ty (ns). (3.23)
k=0

Plugging (3.22) and (3.23) into (3.17), and letting n — oo, we get relation (3.4) thanks
to the continuity of z. This completes the proof. O

In preparation for the next proposition, we recall here a classical Sobolev embedding
inequality. The particular form of the inequality stated here is as a consequence of
the classical Garsia—Rodemich—Rumsey inequality [9], and can be found stated in the
form below in [17, pp. 2].

Proposition 3.5 Leth : [a, b] — R< be continuous. Then for any p > é the following
inequality holds

1
|| ? r
|his| Sap It —s1* (/ / P _L;v|2+pa dvdu) , (3.24)

@ Springer



Journal of Theoretical Probability

where we have set hys = hy — hg for (s, t) € Aj.

We follow up with a technical lemma, combining Proposition 3.5 with Lemma 3.4.

Lemma3.6 Letz: Az — RY be continuous. Consider four parameters o, y € (0, 1),
n, ¢ € [0, 1] that satisfy the relation (2.1). Recall that yr'-? is defined by (2.3) and the
quantities U are introduced in Definition 3.2. Then for any o — y > % the following

inequality holds for any (s, t,t', 1) € Al

2p
Al <ul )
I/fl 2 ~ Yayno.p1.22

/
ayﬂ(r T/, t,s)

rr 2p
/ / sup 192y | dr'dr.  (3.25)
" 0<s<u<v<t I/I(ot o, {)(r r', v, s)21’|r |2

Proof First, since z is continuous, we apply Proposition 3.5 to the increment z;, — zf; ,
and we get

1/2p

Ztv Zts

/
[/ —zp < f // |r—r|2+2pndr dr : (3.26)

Moreover, let us write again relation (2.7) for the reader’s convenience:

1,2

G Bl L K [T I AN C A N CJo 1))

Plugging (3.27) in (3.26), we end up with

|er’ 2p
e — ST t1s), (3.28)
Viayno) (T T 1.9)

where we have set

T r
I(z, t’,t,s):/. /
o Jr/ |‘L’

Invoking the factthatt < v/ < ¢’ < randn—¢ > Owehave [t/ —¢|77% < |/ —t|"7%.
Hence it immediately follows that

2p

rr’

Zts

% dr'dr.
Pt 200 |l )| I = e

T pr "12p
I(T,r/,t,s)S// 12 | dr'dr. (3.29)

2p
L A | R T e
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We thus fix r and apply inequality (3.4) to the Volterra path (+', 7, s) — z]7 " We get

| S 1 =t ey (7 108) (Ul pa @3 ) + 182 1S 1)
(3.30)
We now plug (3.30) into (3.29), recall the definition (3.1) of U" ', resort to (2.7) again
and use the expression of (3.5) for ||6z" I|E‘;’f; R We end up with
I(t,7',1,8) S Li(tr, ') + L(t, 7', 1, 9), (3.31)

where /1 and I, are respectively given by

T propr' pu |er’|2p
Li(t,T) = / / / / L dudvdr’dr,
o Jo Jo Jo ‘wl,z

2p
iy v [ = w2l = 2

, T r |5uZZ; |2p ,
L(t,t',t,5) = sup 3 dr'dr.
v/ Jt! 0<s<u<v<t w.(la y+{)(r/’ v, s)) |r/ _ v|—2p(n—;)|r _ r/|2+2pr)

Going back to (3.2), it is now readily checked that

, : 2p T 2p
1) = (Vyop2®) " = (Vlymopia®) - 632
Furthermore, another application of (2.7) reveals that
T pr |8uzrr’|2p
L(t, T, t,s) =/ / sup > vs dr'dr. (3.33)
v Jv O<s<u<v<t llf(oz v 4)(r, rov, u)?Plr —r'|?

Plugging (3.32)—(3.33) into (3.31) and then back to in (3.28), this achieves the proof
of our claim (3.25). O

Now we will combine Lemma 3.4 and 3.6 to obtain a modified Garsia—Rodemich—
Rumsey inequality tailored to Volterra rough paths.

Theorem 3.7 Lerz : Az — RY. For a, y € (0,1), n,¢ € [0, 1] satisfy the relation
(2.1), we assume that 8z € V@V"1:8) where V10 s introduced in Definition 2. 10.

Suppose k € (0, «). Then for any p > ﬁ \Y % the following two bounds holds:

12l eyt S UL 1@ + 182l ep).1. (3.34)

Iz <ul @ + |15z T 5 (3.35)
(,ym.8),1.2 S Y,y,n,0,1,2,p (K»WH%,H%),LZ . .

Proof Webegin by proving (3.34). It follows directly from (3.6) that forany 0 < ¥ < «

1250 S Voo @129 (Uit @ + 1701 -
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Using that 7 +— U is increasing (see Remark 3.2) and taking supremum over T on
the right hand side above, it is easily seen that (3.34) holds. We now move on to prove
(3.35). To this aim, we shall spell out the right hand side of (3.25) in a slightly different
way. Namely note that for 6z € V@7 :7:%) and < 1/, we have

5 zrr 2p
[ A i
/ 0<s<u<v<t 1//(K v, {)(r v, 8)2Pr —r'|?

yl? L v, 5)?P

(ay nt5.8+5)
< ||5Z||2p / / > zdr/dr,
(a v, 71+ ;+ 1 2 ’ 0<x<,,<u<; 1//(K - 0(}’ r', v, 8)?P|r —r|

(3.36)

where we have used the Definition 2.6 of the (1, 2)-norm. Furthermore, since we have
assumed p > ﬁ and s, v € [0, T'] it is readily checked that

1,2 / 2
w 1 1 (r’ r ’ U,S) P
(Ol,)/,ﬂ‘i';vé""f,) |2p(a—x)—2

2 , 2 o Slv—s
Vim0, 8P r —r'|

< TP (3.37)

Hence the right hand side of (3.25) can be upper bounded by

CT,p,oz,K” ”(017/77+ {Jr )12

Plugging this information into (3.25), the proof of (3.35) is now easily achieved. O

4 Volterra Rough Path Driven by Fractional Brownian Motion

In this section, we are going to construct the Volterra rough path driven by a fractional
Brownian motion with Hurst parameter H > 1/2. As mentioned in the introduction,
this regime leads to nontrivial rough paths development in the Volterra case, due to
the singularity of the kernel £ in (1.1). Indeed, this singularity pushes down the overall
regularity of the Volterra path, so that a singularity of order y yields a regularity H —y
of the Volterra path constructed from the fBM (which is thus allowed to be smaller
than %).

Let us first recall some basic facts about the stochastic calculus of variations with
respect to fractional Brownian motion.

4.1 Malliavin Calculus Preliminaries
This section is devoted to review some elementary information on Malliavin calcu-

lus (mostly borrowed from [18]) that we will use in Sect.4.2 and Sect.4.3. We first
introduce the notation for our main process of interest.
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Notation 4.1 In the sequel we denote by B = {(B]...., BM), t € [0, T]} a stan-
dard m-dimensional fractional Brownian motion with Hurst parameter H € (1/2, 1).
Recall that B is a centered Gaussian process with independent coordinates. For each
component B’, the covariance function R is defined by

1
RGs.0) = 5 (|r|2H FlsPH — ) — s|2H> . 4.1

We now say a few words about Cameron-Martin type spaces related to each component
B' in Notation 4.1. Namely let H be the Hilbert space defined as the closure of the set
of step functions on the interval [0, T'] with respect to the scalar product

1
(Lio,r1> Lio,s))H = 3 (le +52H ) - s|2H) .

Under the assumption H > 1/2, it is easy to see that the covariance of the fBm (4.1)
can be written as

t s
R(s,t) = aH/ / lu — v|2H72dudv,
0 Jo

where the constant ay is defined by ay = H(2H — 1). This implies that

T T
(f ghr = an /O fo Fugolt — vPH2dudv, 42)

for any pair of step functions f and g on [0, T']. Therefore H can also be seen as the
completion of step functions with respect to the inner product (4.2). We now introduce
a family of additional spaces |H|®! which will be useful for our computations. Namely
for/ > 1 wedefine |H|®1 as the linear space of measurable functions f on [0, T][ CR
such that

2 2H-2 2H-2
1 By =l [ Ul Al = P2 = P2 duay < oo, @3)
[0,7]

where we write u = (uy, --- ,u;), v= (vy,...,v;) €0, T]l. Notice that |H|®[ is a
subset of H®!. The main interest of the spaces |H| is due to the fact that while HE!
contains distributions, the space |H|®' is a space of functions.

For each component B, the mapping 1o, + B,i can be extended to a linear
isometry between H and the Gaussian space spanned by B’. We denote this isometry
by h +— B(h).In this way, {B (h), h € H} is an isonormal Gaussian process indexed
by the Hilbert space . Namely, we have

E[B'(f) B )] = (f. 9. (44)
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It is also worth mentioning that the Wiener integral can be approximated by Riemann
type sums. Namely for i € H the following limit holds true in L2(2):

B (h) = wl)igo Z B h(r), 4.5)
[r,v]eP

where the Riemann sum is written similarly to (2.9) and we recall that B!, = B! — B..
Let S be the set of smooth and cylindrical random variables of the form

sz(BSIs"'vBSN)v

where N > land f € C‘b’O(R’”XN).Foreachj =1,...,mandrt € [0, T], the partial
Malliavin derivative of F with respect to the component B/ is defined for F € S as
the H-valued random variable

N
; d
D/F=%" a—C(BSI, ooy By s (1), t €0, Tl (4.6)
~ 9x;

1

where xl.l stands for the j-th component of x. We can iterate this procedure to define
higher-order derivatives D/1J! F, which take values in H®'. For any p > 1 and
integer k > 1, we define the Sobolev space D% as the closure of S with respect to
the norm

k p/2

m
WL, =BUFIPI+E| Y | Y IDFIF|} : 4.7)
i=1 \Ji,i

If V is Hilbert space, DX? (V) denotes the corresponding Sobolev space of V-valued
random variables.

Forany j = 1,...,m, we denote by §°/ the adjoint of the derivative operator D/.
For a process {u;; t € [0, T}, we say u € Dom 8§/ if there is a >/ (u) € L>(R™)
such that for any F € DK? the following duality relation holds

E [(u, DfF)H] —F [8°’j(u)F] . (4.8)

The random variable 8%/ (u) is also called the Skorohod integral of u with respect
to the fBm B/, and we use the notation §%/ (1) = fOT u,8°B; . 1t is well known that
DY2(H) ¢ Dom (§%7) forall j = 1,...,m.

We now introduce a pathwise type integral defined on the Wiener space, called
Stratonovich integral. Namely let © = {u;,t € [0, T]} be a continuous stochastic
process, and let P be a generic partition of [s, ¢]. Following [18, Section3.1], we
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define

. B! . ! .
BP = 3" (). and SiP = / ur B-Pdr.  (4.9)
[r,v]eP s

Then the Stratonovich integral of u with respect to B’ is defined as
' ' P
dB. = lim S;;", 4.10
K urdB, = lim S, (4.10)

where the limit is understood in probability. On the other hand, assume that u is C*-
Holder with « + H > 1. Moreover we suppose that u € D'2(H) and the derivative
Dj u; exists and satisfies

T T . .
f / \DIu it — PP 2dsdt < oo as, and E [||Dfu||‘2m®2] < oo.
0 0

Then the Stratonovich integral fOT urd Btj exists, and we have the following relation
between Skorohod and Stratonovich stochastic integrals:

T . T ) T T .
/u,dB-’:/ u,503;+aH/ / Dl |t —sP"2dsdr.  (4.11)
0 0 0 0

We close this section by spelling out Meyer’s inequality (see [18, Proposition 1.5.4])
for the Skorohod integral: given p > 1 and an integer k > 1, there is a constant ¢,
such that the k-th iterated Skorohod integral satisfies

16 @l < crpluliprrper, — forall u e DEPH®H), (4.12)

4.2 First Level of the Volterra Rough Path

In this section, we will construct the first level of the Volterra rough path driven by a
fBm as introduced in Notation 4.1. We start by defining our main object of study.

Definition 4.2 Consider a fractional Brownian motion B : [0, T] — R™ with Hurst
parameter H as given in Notation 4.1, and a function & of the form A (r) = (v —
r)"V 1, (r). We assume that H, y satisfy H € (1/2,1),y € (0,2H — 1). Then for
(s,t, ) € Az we define the increment Ztls’t’i = fst (r—r)77 dB£ as a Wiener integral
of the form

;"' = B(h},). (4.13)

Remark 4.3 Note that for the particular type of integrand & considered in Definition
4.2, the process B’ (h]) is additive in its lower variables, in the sense that

B'(hl;) = B'(h}y) — B' (hY). (4.14)
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Thus defining z,l’ = ztlof we have that z! is defined on the simplex A,.

With Definition 4.2 in hand, we now estimate the second moment of z,lfl

1,tt’,i
Zyg

and

Lemma 4.4 Consider the Volterra rough path z' as given in (4.13), and four param-
eters He (1/2,1),y € (0,1), n, ¢ € [0, 1] satisfying

y <2H —1, and 0<¢ <inf(H —y,n). 4.15)

Then for (s, t, T) € A3z, we have

: 2
E[(z:)] < WH,V) (t.1, s)‘ . (4.16)

In addition for (s, t, T/, T) € A4, we get

2

]E[( ll\"rr l) ] S ‘w(H V1, g') (T’ 7":/7t7 s) 3 (4.17)

where Y! and y'* are given in Notation 2.2.

Proof We first prove relation (4.16). According to (4.13) and (4.4), we can compute
El(z;;"")* as

E((z,")?] = E [B (h%,) B (h? )] (h%y, B, (4.18)
Owing to relation (4.2) for the inner product in H, we thus obtain

El(z;"')?] = HQH — 1) / T=rTV@ =D r =12 drdl.
[s,t]1x[s,t]

(4.19)

Notice that the function (z —r) Y (z =)~ |r — |?H 2 is symmetric. Hence we can
recast (4.19) as

. t t
E[(z::")?] = 2H(2H — 1)/ (t — r)*Vdr/ (=077 =r*2ql. 4.20)
N r
In the right hand side of (4.20), we first estimate the integral
t
/ (t—=D7A—-r?2q1 = . 4.21)
.

Since [ € (r,t) in (4.21), we proceed to a change of variable l = r + 6(t — r). We
obtain

1
J=(t—r)?H! / (t—r—0@—r)""e**2dg
0
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1
<(t—r)y - r)—V/ 1—6)"r9*H 240, (4.22)
0

Recall that we have assumed that y < 2H — 1 < 1. Moreover H > 1/2 and thus
2H — 2 > —1. Hence the right hand side of (4.22) can be expressed in terms of Beta
functions in the following way:

1
f (1—6)"76*7249 = Beta(l — y,2H — 1) < 0.
0

Reporting this identity in the right hand side of (4.22), we end up with
J< @ —r e —r)7. (4.23)

Plugging (4.23) into (4.19), we thus get
. t
El(z;"")1 S / (=)@ —r)*dr. (4.24)
s

We now bound the right hand side of (4.24) in two different ways. First since (t —r) >
(t —r), we have

) t
Bl RIS [ 6=y S - 92, (425)
N

where we have resorted to the fact that y < 2H — 1 < H for the second inequality.
Next we also use the fact that (t —r) > (t —¢) in the right hand side of (4.24), which
allows to write

. t
El(z;"")1 S (x =07 f = ldr < (0 =07 @ =) (4.20)

Combining (4.25) and (4.26), we end up with the following estimate for the second
1,7,i,

moment of z,;

Bl S [0 =07 =9 | At =927 = (vl (@1, s))z,
4.27)

where we have appealed to the definition (2.2) of ¥! for the second identity. Relation
(4.27) is the desired result (4.16).
Next, we will prove inequality (4.17). To this aim, we first note that owing to (4.13),

[
1,t7',i

we have the following expression for z;; ",

1,r7,i 1,7,i 1,7,i i /
Zs =z, —1z, " = B'(h{; — hy). (4.28)

ts
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Similarly to (4.20), we can thus rewrite E[(z);"" *)?] as
Blzy;™") = (hfy = hiy. hi; = hig)n

t
=2HQH — 1)/ (=" =@ —-r""]dr ft (=D

r

—(x =DV =l (4.29)

We now recall an elementary inequality on increments of negative power functions.
Namely for T > t/ > r and n € [0, 1] we have

=T == SE-)E" -
Plugging this upper bound into the right hand side of (4.29), we obtain
;s 1 t
B[z ) < |t =/ / (' —r) 7Y / (@ =DV =) 7241, (4.30)
N r

The expression (4.30) is now very similar to (4.20). Therefore with the same steps as
for (4.21)-(4.26), for some ¢ € [0, H — y) and n € [¢, 1] we get

El@ D S e = 7P = o200 ([0 = 7 X =M | A (0 - 922X

(4.31)
According to the definition (2.3) of w2 (4.31)is equivalent to
1reiy / 2
Bl S Wity e 7t
This finishes the proof of (4.17). ]

Remark 4.5 One can easily extend the computation of Lemma 4.16 in order to get
more general bounds for covariance functions. Namely for any (s, u, v, T) € Ay, and
recalling the expression (2.2) for y! we have

MY ‘US‘

a2 1| € |9 U,S))z, 4.32)

Similarly for any (s, u, v, T/, T) € As and recalling our definition (2.3) for 1//1’2, we
obtain

)E[Zl Tl ln z (4'33)

where H € (%, 1),y € (0,1),and n, ¢ € [0, 1] satisfy relation (4.15).
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4.3 Second Level of the Volterra Rough Path

In this section we turn our attention to the construction of a nontrivial Volterra rough
path above a fBm. More specifically our aim is to construct a family {z"7,z>7}
verifying Definition 2.9. Let us start with the definition of z>7.

Definition 4.6 We consider a fractional Brownian motion B : [0, T] — R as givenin
Notation 4.1, as well as the first level of the Volterra rough path z!-* defined by (4.13).
As in Definition 4.2, we assume that H, y satisfy H € (%, 1)and y € (0,2H — 1).
Then for (s, r, 1, T) € Ay, we set

uf (r) = (t =)zl g ). (4.34)

. 20 . e 2,1,0,j
The increment z;;" is given as follows: if i # j we define z;;"""/ as

2,7 = B, (4.35)

where (conditionally on B') the random variable B/ (u,rs’i) has to be interpreted as a
Wiener integral. In the case i = j, we set

P t . .
7" = f ul' (r)dBL, (4.36)
s

where the right hand side of (4.36) is defined as a Stratonovich integral like (4.11).

Remark 4.7 With Definition 4.2 of z''* in mind when considering the process u™ in
(4.34), we get that 727 in (4.35)-(4.36) is formally interpreted as

.. 1 r . .
2t = / (t—r)77 / (r—1)~" dB}dB]. 4.37)
N N
Below we will show that z>7 can indeed be considered as the double iterated integral
in (4.37).

Similarly to what we did for z!, we will now estimate the second moment of z>%.

Proposition 4.8 Consider the second level 2+ of the Volterra rough path, as defined
in (4.35)-(4.36). Recall that H € (%, D, y € (0,1), and n, ¢ € [0, 1] satisfy the
relation (4.15). Then for (s, t, 1) € Az andanyi, j=1,...,d, we have

2.1l 2 2
E |:(Ztsr l j) S ’W(lzy_y,y)(f, 18| . (4.38)
As far as the (1, 2)-type increments are considered, we get
2,077\ 2 < |12 , 2
E|(zs S WoH—yymo T T 08| (4.39)
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where Y' and y* are given in Notation 2.2.

Proof We will prove relation (4.38) in the following, (4.39) can be treated in a similar

way and is left to the reader for sake of conciseness. According to Remark 4.7, we

consider z;; "/ and 227" as different integrals. Therefore we will split the proof of

(4.38) into two parts: i # jandi = j.

Step 1: Relation (4.38) for i # j. In this step, we will show that (4.38) holds for

ztzs’r’i’j as given in (4.35). According to Definition 4.6, we consider the integral (4.35)

as a conditional Wiener integral. Namely due to the independence of B’ and B/ we
can write

E [(z?;”i’f)z] —E {E [(z?f""')z | B’}} —E {E [(B-"(ufg"))2 | B"“ . (440)

where we recall that ui;i is defined by (4.34). Furthermore, relation (4.40) for Wiener
integral reads

E [(Bf (uf;">)2 \Bl’] = luf' 112, (4.41)
and thus
E [(z,{z””f)z} ") [||u;z" ||§1] . (4.42)

In order to bound the right hand side of (4.42), we resort to the expression (4.2) for
the inner product in H. This yields

. . . ot 1 .
B (1 1] = Bt i = ren - e[ [ [ (@ [T -van))
5 s )
r X
x ((r - rz)—yf (ry — 12)‘VdB;2) Ir — r2|2H_2dr1dr2].
s

Thanks to an easy application of Fubini’s theorem, and invoking the symmetry of the
integrand like in (4.20) we get

. Lo
B (1 I5,] =20H - 1) [ [ @ =) @ -y in - P
. S s - r ‘
xE |:f (rl—ll)_ydBllI/ (Vz—lz)_ydB;2i| dradry. (443)
N N

Moreover, owing to (4.32), and recalling the definition (2.2) of wl, forry < r; we
have

r . n . . ;
E[/ — 1 as), | (rz—lzrVdB;z]=1E[z}.;§1’lz};§2“]§|r1—s|2H—2y. (4.44)
§ )
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Plugging (4.44) into (4.43), we thus get
B[l B € [ [ =@ =i P = P s,
(4.45)

Similarly to what we did for (4.19)-(4.26) in the proof of Lemma 4.4, we evaluate
the right hand side of (4.45) thanks to elementary integral bounds and the use of Beta
functions. We let the patient reader check that we get

E [l W] S [lr = o7l = sl a e —s 17 ade)
Plugging (4.46) into (4.41), we thus obtain
2 2
E |:<z,2v” /) ] Sl =t = s A gy — s = (2
(4.47)

where we have invoked the definition (2.2) of wl This is the desired result (4.38).
Step 2: Relation (4.38) for i = j. In this step, we will show that relation (4.38) holds
for z”” " defined by (4.36). According to Definition 4.6, we consider (4.36) as a
Stratonovich integral like (4.11). We thus recast (4.36) as

.. t . . t . . t t . .
22T :/ u,f;(r)dB;zf ufs”(r)cSQB;+H(2H—1)f / D (u,’y(r))
S S N

s

Ir — 121 24r dl, (4.48)

where u;;i (r) as given in (4.34). Taking square and expectation on both sides of (4.48),

we obtain
t ) N2
E [( f ufs”(r)dBi) } ST+ D (4.49)
s

where the terms J; and J; are respectively defined by

t ) N2
7 :E[(/ u,fs”(r)BOB;) } (4.50)
t ot ) 2
Jr = (HQH — 1))2151[(/ / D! (ug’(r)) |r—l|2H—2drdl> } (4.51)

In the following, we will estimate J; and J, separately.
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In order to upper bound Ji, we recall that the integral f; uf;i (r)8°B! in the right

hand side of (4.50) is interpreted as a Skorohod integral of the form §° (u,rs’i ). Resorting
to (4.12), we thus have

Jo= 18 (i) 1B S 1 112002y (4.52)
Let us now handle the right hand side of (4.52). Owing to (4.7), we get
T <EE 2N +END (a5 12,0 |- (4.53)
1 ts H ts H®2

Notice that the first term of the right hand side of (4.53) is what we upper bounded in
Step 1. Thanks to (4.46), we obtain

E [l 1] S [1e =02l = st [ A g — s @54
In order to estimate the second term in the right hand side of (4.53), let us first compute
the partial Malliavin derivative D} (u;;' (r)) of uf;' (r) with respect to B'. Specifically,
we gather (4.13) and (4.34) in order to get
ul () = (t =)V BU R ) s (), with R () = (r = D7 L (D).

Thanks to (4.6), we thus get

D (45 () = (¢ =T h, D15 0() = (¢ =17 = D7 g gD g5 (7).
(4.55)

Plugging (4.55) into the second term of the right hand side of (4.53), and having the
definition (4.3) of H®2_norms in mind, we obtain

P T . 5 1 t ry r — .
1D s 5ye0 = (H2H — 1)) (t—r) " (x—r2)
N N N S
x(ri — 1) (r — )7V = L1222 e — r P 2dl dlbdrdr,. (4.56)

The right hand side of (4.56) can be estimated by elementary calculus similarly to
(4.19)-(4.27). We let the patient reader check that whenever y < 2H — 1 we have

L o e L e e ] PN R e S C 1)
Eventually plugging (4.57) and (4.54) into (4.53), we end up with
5 < [|r—t|—2V|z—s|4H—2V]A|t—s|4H—4y. (4.58)
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Next we upper bound J» as given in (4.51). Recalling that we have computed
D; (u;;' (r)) in (4.55) and plugging this identity into (4.51), we obtain

t r 2
b= (HQH — 1))? (f / t=r"Ye=0D"r=1*""2dr dl) . (459)

Along the same lines as for the computations from (4.20) to (4.26), and recalling the
factthat y < 2H — 1 < 1, we get the following upper bound for J>,

h< [|z ) —s|4H_27] Alr— s[4 (4.60)

Eventually plugging (4.60) and (4.58) into (4.49) and recalling again the definition
(2.2) of Y1, we get

' N2 2
E[(/ u,dBi) }g[lr—t|—2V|z—s|4H—2V]A|r—s|“”‘4y= Ven—yp@ 1) -

This completes the proof of Step 2.
Eventually, combining Step 1 and Step 2, relation (4.38) holds for the increment
z?;r as given in (4.35)-(4.36). This concludes the proof of (4.38). O

Remark 4.9 The condition y < 2H — 1, as stated in (4.15), is only invoked in order
to properly bound the right hand side of (4.59).

4.4 Properties of the Volterra Rough Path Family {z"-7, z22:7}

We have constructed a Volterra rough path family {z!'7, z>7} and we have also upper
bounded their moment in Sect.4.2 and Sect.4.3. In this section, we will verify that
the family {z''7, z>7} satisfies Definition 2.9. To this aim, we start by introducing the
following notation:

Notation 4.10 Let H € (1/2,1), and consider two parameters ¢« € (0, H), y €
(0,2H — 1), and a family (1, ¢x) for 1 < k < N such that (2.8) is satisfied. The
analytic property 2.9(iii) of Volterra rough path is also labeled in the following way:

Zj c ﬂ V(jp+7s71’ls§)’ (461)
(n.¢)eAn
where Ay is given by
An = {0, &) 1 <k < NJ. (4.62)

Let us first check the analytic part of Definition 2.9 for z!-7.
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Proposition4.11 Let H € (1/2,1), and consider two parameters o € (0, H),
y € (0,2H — 1) and a family (n, &) as in Notation 4.10. Then the increment z"°
introduced in Definition 4.2 is almost surely in the Volterra space V@79 (Az; R™)
forany (n,¢) € Ay, where Ay is given in (4.62) and V@V-1-8) (Az; R™) is introduced
in Definition 2.3. In addition, for any p > 1 and (n, {) € Ay, we have that

[||z . ;)] < 0. (4.63)

Proof In this proof, we will turn to Theorem 3.7 in order to prove (4.63). According
to the definition (2.4) of Volterra norms, it suffices to show that E[||z' I|?£ V)»l] and

E[||z! ||if yonond, ,] are finite. We will separate the study of those two moments.

Step 1: Estimate for the 2 p moment of 1-norm. Let us first upper bound E[||z' || @), e
Towards this aim, consider a fixed Volterra exponent y < o < H and a parameter
p > 1 to be determined later on. Relation (3.34) is then equivalent to

12057 1 S (Ul )) + 182" 177, - (4.64)

Let us handle the term ||8z! ||(p ) in the right hand side of (4.64). Gathering the
definitions in (4.13) and (2.12), for (s,m,t) € Az we have

Smzi ™" = B(hT,) — B'(hY,)) — B'(h,). (4.65)

Moreover recalling that h (r) = (t — r)™" Ljs,,(r), it is readily checked that A, —
hf,, — h;,. = 0. We thus get 8z"%1 = 0 and (4.64) is reduced to

ms

120200 2 (V@) (4.66)

Taking expectations on both sides of (4.66) and recalling the definition (3.1) of

T .
U(a’y)’],p, we obtain

|22 127
12" 127 ] E [ Zuv dvdw |. (4.67)
121 wweas [Vl (@ w, )P lw — v)2

Invoking Fubini’s theorem and the fact that z;¥ is a Gaussian random variable, we
thus get

E |Z1,‘r|2 14
[Ilz ||(a y)1]</( [lzus ] Sdvdw. (4.68)

vaneas [V, (@ w, )2 lw — v|
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We can now apply (4.16), and hence relation (4.68) reads

[l (T, w, v)[?P

2 H,

E[12'177,,.] g[ BLAURIA _dvdw.  (4.69)
(v,w)eA) Illf(a,y)(f, w, v)|“Plw — |

Recalling the definition (2.2) of /!, we obtain

e ] [Ir = wI ™27 jw — PPH] A Jw — w2PH—D)
E ”Z ”(a )1~ dvdw.
i wwea; ([I7 = w7227 jw — v2P*] A Jw — v2P@)) w — 2

(4.70)
In order to upper bound the right hand side of (4.70), we split set A} into two subsets
E| :{(v,w)e A;‘lr—wl < |w—v\}, and E2:{(v,w)eA§‘|r—w| > |w—v|}.

Then relation (4.70) is equivalent to

2
(I, ] S 0+ b A7)

where /7 and I, are respectively given by

[|r — w|_2m’|w — v|2pH Alw — v|2p(H—7’)
I :/ dvdw, 4.72)
Eq [

[T — w|72PY |w — v|2Pet2| A |w — v|2P@—)+2

dvdw. 4.73)

P / [|r—w|_2pV|w—v|2pH]/\|w—v|2p(H_V)
2 —
B2 (It = w207 [w — PP A w — PP+

In the following, we will estimate /1 and I, separately.
In order to upper bound /17, we first note that for any (v, w) € Eq, wehave [t —w| <
|w — v|. Thus

lw — v?PHY) = | — v)2PH | — 0|72 < |t —w| 2P \w— PR, (474)
and we trivially get
(17— w27 jw = oPPH] A — o PP = o — o PPHD . (475)
In the same way, on E| we can write
(17— w207 w — o PP A — w2 =y — PO (476)
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Plugging (4.75) and (4.76) into (4.72), we get

— p|2pH=Y)
I :/ w = o7 :/ lw — v?PH=O"2dydw. 4.77)
E| |w — U|2P(0‘—)’)+2 E|

Similarly, reverting the inequality in (4.74) we get that

— w|72PY 1w — v|2PH

T—w w—v

L= / | | 5 | 2| sdvdw = / lw — v|?PH=O2qpdw.  (4.78)
Ey [T — w|72PY Jw — v|2Pet E»

Now gathering (4.77) and (4.78) into (4.71), we end up with
E[I15,,1] < / |w — PP dudw. (4.79)
4 (v,w)eA’

The right hand side above is easily checked to be finite as long as @ < H — 2—

Step 2: Estimate for the 2p moment of (1,2)-norm. Next, we will show that
E[|z! ll(@,y,n.0),1,2] is finite. Similarly to the proof for the 1-norm in Step 1, con-

sidering again p > 1. Then resorting to (3.35), for (1, ¢) € An we get

[”Z ”(ayn;)ﬂ] E[<U<“V““2P(Z )) ]

As in Step 1, recalling the definition (3.2) of UL (z), invoking Fubini’s

(a,y,1,¢),1,2,p
theorem and thanks to the fact that 7% is a Gaussian random variable, we obtain

1rr' 2
2 [|Z | ]
E [||Z] ”(5,%77,{).142} = / dvdwdr’dr.
: (

vw,r’ r)eA] W(l‘fy,ny{)(r, row, )2 lw — v r — )2

(4.80)

In addition, owing to (4.17), relation (4.80) yields

2 (r.r' w, v)|?P

(Hynt+d.c+5)
E |:||Z1 ||(2,fy mo),1 2} S / i3 L dvdwdr’dr.
AR (v,w,r',r)eA |1//(02yn§)(r, r',w, u)|2p|w—v|2|r—r/|2

4.81)

We now recall the definition (2.3) of !+? and plug this identity into (4.81). We get
[Ilz II(a yono)l 2] < / SH.ayme.py(r, ', w,v) dvdwdr'dr, (4.82)
(v,w,r’ r)eAz

where gH a,y.n.c,p) (s r’, w, v) is given by

s
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g(H,a,y,n,{,p)(rs r/a w, U)

1 1
Ir— r/|2p(n+;)|r/ — w|~2P=0) (|:|f/ wl 2p(y+§+l,)‘w lepH] Aw— v‘zp(Hﬂ/ftf;))

= Ir— r/‘2pr7‘r/ _ wl—Zp(r)—{) ([lr/ _ w‘—Zp(y+{)|w _ lepa] Alw — v|2p(a—y—{)) lw— v|2‘r _ r/lz .

(4.83)
Thanks to cancellations, we can simplify the right hand side of (4.83) as

[‘r/ — | 2PHO=2 )y UIZPH] A |lw — PP H=y=5)=2

([lr/ — wl*zp(7+{)|w — v|21)a] A |w — v|2p(a*1’*§)) ‘w — 1)|2 :

g(H,a.y,n,g',p)(ry r/s w,v) =

(4.84)
Plugging (4.84) into (4.82), we thus get
12p
B {121 .12
[Ir/ —w|T2PYFO2 gy vlsz] Alw — pPPH=y=5)=2 ,

< dvdwdr'dr.

~ /(v,w,rf,r)eA; ([ — w2200 — o PP A fw — o PPer D) — o2
(4.85)

Notice that the right hand side of (4.85) is now very similar to the right hand side of
(4.70). Therefore with the same steps as for (4.70)-(4.79), we obtain that

E [||Zl||?5)y!n)§)’1,2] < / lw — v|?PH==4qydwdr'dr < co. (4.86)

(v,w,r’,r)eA]

The right hand side of (4.86) is finite as long as p > %(H — a)~!, or equivalently

ot<H—i

Step 3: (4. 63) holds for any p > 1. Invoking (4.64) we immediately have

12
[||z ”(ot yin, C)] SE [||z ”(a ), 1] +E [”z ”(OZVJI‘C)»LZ] ' (4.87)

Furthermore, combining (4.79) and (4.86) in the right hand side of (4.87), we end up
with

3

[||Z ”(0{ o, g.):I < 00, for any p > m (488)

Next we observe that if (4.88) is satisfied under the constraint p > %_a), it is also
verified for all p > 1. This yields the desired result (4.63). Moreover, it is easy to
check that (4.88) implies

1
Iz || (@,y,n,c) <00 as.

This means that z' is almost surely in the Volterra space V@718 (A3; R™). O
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Remark 4.12 Note that the Volterra sewing lemma in [15] could indeed be used to
construct z' in a purely pathwise manner due to the Holder regularity of the fBm
combined with the assumption H — y > 0. This would then be constructed as the
pathwise integral given by

Ztléirz lim Z k(‘L’, u)Byy (),
|P|—=0
[u,v]eP

where the sum converges by deterministic arguments and P is a partition of [s, ¢]. In
fact, it follows then directly that z' € V@V:7:% forany @ — y > O and (1, ¢) € Ay.
However we have chosen to construct z' by probabilistic means, our motivation being
twofold:

(i) As the reader will see, the construction of the second-order integral z” is proba-
bilistic by nature. Therefore it is natural and more consistent to construct z! with
the same kind of method.

(ii) The probabilistic construction of z! is not only instructive, but also provides useful
probabilistic bounds for the moments of z'. Those estimates are of interest on their
own.

With Proposition 4.11 in hand, we finish the study of z! by proving the algebraic
relation (2.13) for z"* in more detail.

Proposition 4.13 The increment Z,lf’i as given in (4.13) satisfies relation (2.13), that
is almost surely we have

Smzs7 =0, forall (s,m,1,7)€ Ay (4.89)

1,7,i

Proof For fixed (s, m, t, T) € A4, we have obtained in (4.65) that §,,z,; ~ = 0 almost
surely. We will now prove that
1,7

(t,7) € Ay > z,°" € R™ is a continuous function. (4.90)

By a standard argument, which consists in taking limits on rational points, this will
achieve our claim (4.89). The proof of (4.90) relies on Lemma 4.4. Indeed, according
to (4.16) for (s, ¢, T) in A3z, we have

2
E [(z}s‘f) } S It — sPH) 4.91)

In the same way thanks to (4.17) applied with¢ = n = H —y —e withasmall e > 0,
we get

E [(z}‘;”’)z] Sle=7 " = skl (4.92)
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Gathering (4.91) and (4.92), we end up with the following inequality, valid for
(s,t,7/,7) € Ay:

H—-y—e

1,77’ _
2" 2y S|t — 7| +r—s|H7. (4.93)

Moreover z,ls’”/ is a Gaussian random variable. Hence the upper bound (4.93) can
be extended to arbitrary norms in L?(£2). Therefore a standard application of Kol-
mogorov’s criterion yields the continuity property (4.91) for z!*. This finishes our
proof. O

We now turn to the analysis z>7. We start this study by verifying the algebraic
relation (2.13) for z>7.

Proposition 4.14 The increment z,zs’r as given in (4.35)—(4.36) satisfies relation (2.13),
that is

2.7,0,] 1,7,j .
8,,,2”’.7""’ =z,,"’ *z,],;s’l, forall (s,m,t,t) € Ay a.s. (4.94)

Proof In order to show (4.94), we first prove that (4.94) holds for fixed (s, m, t) € AJ.
According to Definition 4.6, we will separate the proof into two cases i # jandi = j.
Step 1: (4.94) holds for fixed (s, m,t) € AY when i # j.In this step, let us handle
the case i # j. For any (s, m, t) € AJ, gathering (4.35) and (2.12), we have

Sz = B (i) = BT (uin) = B (i) (4.95)
where we recall that the process u is defined by (4.34). In order to calculate the right

hand side of (4.95), it is thus sufficient to compute 8u’;’ = u’' —ul —uli. To this
aim, according to the definition (4.34) of u™', we obtain

T,i T,i 7,0 i
Smttys (r) = ufy (r) — ug, (r) —uyk(r)

= (=2 ) = (=) 2 () — (T =) 2 g ().

1,r,i

Resorting to the definition (4.13) of z,; **, we thus get

Suttfi (1) = (¢ = 177 (BY ) L) = B0} Limn ) = B () Lis (1) )
(4.96)

where the expression for 4 is given in Definition 4.2. The right hand side of (4.96)
can be simplified by elementary calculus. We thus let the patient reader check that we
have

Sty (r) = (x — 1)V B (W) Ty (7). (4.97)
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Furthermore, according to the definition of 2 in Definition 4.2, we have that
(t — )77 L,y (r) = h},, (r). Hence (4.97) can be recast as

Smutfy () = h7, (1) B () . (4.98)

Plugging (4.98) into (4.95), we thus have
Suzis ™ = BI (i, B (1)) (4:99)

Resorting to the property (4.5) of B/ (h), the right hand side of (4.99) can be written
as

Sz = ‘%ﬂrEOZBf h? () Bi(h!,). (4.100)

where we recall that P is a generic partition of [m, t] whose mesh |P| is converging to
0, and where the limit holds in L (£2). We now consider a subsequence of partitions in
order to get an almost sure convergence in (4.100). According to the definition (2.9)
of convolution product we end up with

5 z2 T,0,j _ 1 T,j 1,-,i

- tm *zms 4

where we have used the definition (4.13) of z"'*

Step 2: (4.94) holds for fixed (s, m, t) € A when i = j.Inthis step, we will deal with
the case i = j for the second level of the Volterra rough path. For any (s, m, t) € A%,

'L'll

according to the definition (4.36) of z;; """, we obtain

. ro )
Smziy " = 8, ( / uf;’(r)dB;>, 4.101)
s

where the integral above is understood in the Stratonovich sense. According to (4.10),
we have

r _ ' ' . |
s |P|—0 g
Now for a fixed P, elementary algebraic manipulations show that
BrnS — 1 T, l 7) o (4.102)

where z,l,‘nr’j’P is defined by (4.10). Taking limits on both sides of (4.102) as P — 0,
we get

ms

2,7,i,i i T picr 1,7,i 1,-,i
Sy = BT (5, B ) = 2wz,
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which proves (4.94) fori = j.

Step 3: (4.94) holds for all (s,m,t) € Aj. The proof of this fact, based on Kol-
mogorov’s criterion for continuity of stochastic processes, is very similar to the
considerations in Proposition 4.13. For sake of conciseness, it is omitted here. The
proof of (4.94) is now complete. O

Using the knowledge gained from Proposition 4.14, we are now ready to check the
regularity of the object 52> 7.

Proposition 4.15 Let H € (%, 1), and consider the second level 22T of the Volterra
rough path, as defined in (4.35)- (4.36). Recall that 82> is defined on A4, and we refer
to Definition 2.10 for the definition of V%716 (A4; R™). Consider four parameters
ae(0,H),y e (0,2H—1)andn, ¢ €0, 1], satisfying relation (2.8). Let also An
be the set defined by (4.62). Then almost surely, for all (n, ) € Ay we have

8227 € YTV Y O (A, R™), (4.103)

where we recall that p = o — y. Moreover, for all p > 1 we have

2
E [||5z2’f||(2”p+mm] < 0, (4.104)

where the norm above is understood as in (2.14).

Proof In this proof, we will show that (4.104) holds for any p > 1, and it is easy
to check that (4.103) is a direct consequence of (4.104). According to the definition

i 2,7 2P 2,7 2P
(2.14), itis necessary to prove that E[||§z* ||(2p+y’y)’1] and E[||§z=" ”(2p+y,y,n,4),1,2]

are finite. Thanks to (4.94), for any (s, u, t, ) € A4 we have

Suzh” =127 w1zl (4.105)

Tu us
Hence resorting to (2.10), we get

1,7
Z,, *Z

2, T
SuZs;

SN2 ) 12 ey n0).1.2 Uy (T 1.5). (4.106)

1,
us

Dividing by 1/r21 PRy (z, t, s) on both sides of (4.106), and then taking supremum over
(s,u,t,t) € Ay, we obtain

1822 2oy, < 12 Ny, 1 12 ey, 1.2, (4.107)
where we have used the definition (2.15) of 1—norm for the Volterra space

Y@ty (Ay; R™). Similarly, resorting to (2.11) and (2.16), for any (s, u, 7, T/, T)
€ As and (n, ¢) € Ay. We let the patient reader check that we have

2 1 1
18zl 2p+y.y.m.0).1.2 N2 Nwyn0). 1,202 @y .n.0).1,2- (4.108)
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Combining (4.107) and (4.108), and recalling the definition (2.14) again, we thus
obtain

2 2 2 12
1827l 2p+y.y.m.6) = 182" N 2p4y.0.1 + 1827 N 204y .m0 12 S N2 la.y.m.c)-
(4.109)

Taking 2 p moments on both sides of (4.109), we thus get

E[1621E, 1y | S E[121E0 000 (4.110)

According to (4.63), the right hand side of (4.110) is finite. This means that we have

[IlBZ ||(2p+y . {)] < 00, for any p=>1 @4.111)

This is the desired result. O

Finally, let us close this section by giving the proof of the regularity result for z>*

Proposition 4.16 Under the same assumption as for Proposition 4.15, the second level
of the Volterra rough path z>°* introduced in (4.35)-(4.36) is almost surely an element
of the space VPV 710 (A3 R™) for any o, y € (0, 1) and 5, ¢ € [0, 1] satisfying
relation (2.8). Furthermore, for H — o > ﬁ and any (n, ¢) € Ay (where Ay is
given in (4.62)), we have that

[Ilz ”<2p+wnz>] < 00. (4.112)

Proof Our strategy to prove this Proposition is the same as for the proof of Propo-
sition 4 11, that is we will appeal to the Volterra GRR Lemma 3.7 to show that

E[||z? ||(2p+y ) 1] and E[ [||z* ||(2p+y yooL, ,] are both finite. Let us first show that

E[||z? || Cot7.1), 111s finite. To this aim, consider a fixed Volterra exponenta € (y, H)
and a parameter p > 1 to be determined later. Then relation (3.34) reads

T 2 22
122001 S (U<2p+y,y>,1,p(z )) IOy (113)
Taking expectations on both sides of (4.113), we obtain
< T 2 2p
[”Z 1y, 1] E <U<2p+y,y>,1,p(z )) +E [”‘SZ [ 1]
(4.114)

Recalling (4.104), the second term of the right hand side of (4.114) is finite. In order
to upper bound the left hand side of (4.114), it is thus sufficient to estimate the first
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term ]E[(U(gpﬂ/,y)’l’p(zz))zl’]. Toward this aim, we set

T 2\
Aypp=E (U(2p+y,y),1,p(z )> )

Recalling the definition (3.2) of U(szﬂ,)y))l,p, we have
i
Ay o p=E / dvdw |. (4.115)
ner w)ea] Wiyt (T w, V)22 [w — vf?

Observe that z7 is an element of the second chaos of the fBm B, on which all L?
norms are equivalent. Hence invoking Fubini’s theorem, we get

EP ZZ,r 2
Ayp.p 5/ ; [lzsl] dvdw. (4.116)
ww)eAl Yo, _ (t, w, U)|2P|w_v|2
’ 2 WY QRa—y,y)

We now apply (4.38) to the right hand side of (4.116), we obtain

Wy (T w, v)?P
Ay,p,,,,g/ Ay Sdvdw.  (4117)
(v,w)eA] W(zpﬂ,,y)(f, w, v)|“Plw — |

Notice that relation (4.117) is very similar to (4.67). Hence we can carry out the same
procedure going from (4.67) to (4.79) in the proof of Proposition 4.11. We end up
with

Aypp S / lw — v[*PH=D=2 qydw. (4.118)
(v,w)eA)

Eventually plugging (4.118) into (4.114), we get

22p
121,y 1] S /(

v,w)eA]

o 4p(H—a)-2 2)2p
lw — v dvdw + E [||5Z ||(2p+y,y),1] :

(4.119)

Recalling (4.104) again, the right hand side above is easily checked to be finite as
long as p > JT(H — o) . Considering such a p (which is allowed since zgnf admits
moments of all orders), we thus obtain

2
E[IZ21E,4,,1] < o (4.120)
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Next we will show that E[||z2||?2pp+y vl ,] is finite for any (1, ¢) € Ay. Similarly

¢)
to the steps going from (4.113) to (4.119), we resort to (3.35) in order to get

22p < L Ap(H—a)—4 /
o [l A /(w e dvdwdr'dr
WL 4
2,7 2P
+E [Iléz ||(2p+y’y’n+;’{+;),l’2} . 4.121)

Owing to (4.104), the right hand side of (4.121) is finite as long as p > —4(H3_a).
Eventually combining (4.120) and (4.121), and recalling our definition (2.4) of
(o, ¥, 1, £)-norm, we trivially get that

2
(121,000 ] < oo (4.122)

This completes the proof. O

5 Volterra Rough Path Driven by Brownian Motion

In this section we will construct Volterra type iterated integrals with respect to a
Brownian motion. In this case our stochastic integrals will be interpreted in the Itd
sense. The reason for this is that when the singularity exponent y is strictly positive, the
standard It6-Stratonovich correction diverge (as will be illustrated in more detail later
in this section). However, in order to take advantage of the computations performed
in Sect.4, we will stick to a Malliavin calculus setting. We start by highlighting in
Sect. 5.1 the differences between basic stochastic analysis notions in the fBm context
with H > 1/2 and H = 1/2 (representing the Brownian motion).

5.1 Analysis on the Wiener Space
The Malliavin calculus preliminaries for a Brownian motion are similar to what we
wrote in Sect. 4.1 for a fBm. Keeping most of our previous notation, let us just highlight
the main differences between the two situations.

(i) Our notation for the Brownian driving process is W = (W', ..., W™). The

covariance function for each independent component is R(s, 1) = s A t.
(ii) The space H is L>([0, T), with inner product

T
(f,g)H=/O Jugudu. (.1
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(iii) Let u be an adapted process in L2([0, T x €2). Then the Itd integral fOT Uy 8°W,j
is well defined for all j =1, ..., m. It enjoys the It isometry property

E [(/Orut 5°W,j>2} _ /OT]E[L@] dr. (5.2)

Observe that for L?-adapted processes, Itd and Skorokhod’s integrals coincide.
This explains why we still use the symbol §° in the left hand side of (5.2).

5.2 Definition of the Volterra Rough Path

In this section we will construct and estimate iterated integrals in case of a driving noise
given by a m-dimensional Brownian motion W. This case is rougher than in Sect.4,
although Volterra stochastics differential equations are arguably already addressed in
the classical reference [18]. Nevertheless, it should be noticed that a rough path point
of view on equation (1.1) driven by a Brownian motion is still useful, due to convenient
continuity properties of the solution map with respect to the Volterra signature. We first
introduce the definition of the first level Volterra rough path over Brownian motion
W, which is a mere elaboration of Definition 4.2.

Definition 5.1 Consider a Brownian motion W : [0, T] — R™ and a function /4 of the
form hf (r) = (v —r) 7 1f5,q(r) with y < 1/2. Then for (s, ¢, ) € A3 we define

N
the increment ztls’r” = ff (r —r)”77 dW; as a Wiener integral of the form

2,70 = Wi(hY). (5.3)

Similarly to what we did in Lemma 4.4, let us find a bound for second moment of zl.

Lemma 5.2 Consider the Volterra roughpathz' as givenin (5.3), and three parameters
y € (0,1),andn, ¢ € [0, 1] satisfying

1 1
O<y<§, and 05{5inf<§—y,n). 5.4

Then for (s, t, T) € Az, we have

. 2
E[(Ztls’my] s ’W(luz,y) (t.t,8)] , (5.5)
while for (s, t, 7', T) € A4, we get
Lrlin2y < | 1.2 / 2
E[(z,; 1S ‘lﬂ(l/z,y’n,;) (f, T L, S) s (5.6)

where Y' and '* are given in Notation 2.2.
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Proof In this proof, we will show that (5.5) holds for any (s, z, T) € A3. Then relation
(5.6) can be proved in a similar way. Toward to this aim, according to Definition 5.1,

we have
. l . 2
]E[(z,ls’”)z] =E |:</ (t—=r)77 dW,‘) :| .

Furthermore, recalling that W is a Brownian motion and resorting to (5.1), we have

E [(Z}S’T’i>2i| = fl (t —r) "2 dr.

Thanks to some elementary calculations similar to (4.25)-(4.26) in Sect. 4 and recalling
definition (2.2) for the function 1/[11 /2,» We NOW obtain

. 2
Bl S [le =17l =sl] Al =7 = |y} @rs)| . 6

This is the desired result (5.5). O

Next we turn our attention to construct the second level Volterra rough path over a
Brownian motion.

Definition 5.3 We consider a Brownian motion W : [0, T] — R™, and the first level
of the Volterra rough path z'* defined by (5.3). As in Definition 5.1, we assume that
y < % Then for (s, r,t, T) € Ay, we set

ul () = (t — )7z 0 00). (5.8)

With this notation in hand, we define the increment zfs’r as an Itd integral of the form
i _ / WSHr) SOWI L for iy j e {1,2,...,m). (5.9)
N

Having the Definition 5.1 of z" in mind when considering the process u™’ in (5.8),
we get that z>7 in (5.9) is rewritten as

L. t r . X
Y :/ / (T=r) 7" =D7VW W, for i,je{l,2,...,m}.
N N

Remark 5.4 Observe that in Definition 5.3 we have chosen to introduce z,zgt as an
It6-type integral. This is in contrast with the fBm case with H > %, for which (4.36)
had to be understood in the Stratonovich sense. As mentioned at the beginning of
this section, this is due to the fact that the Stratonovich correction terms for z> are
diverging, which again is a consequence of the fact that the covariation between a

singular fractional Brownian motion and a Brownian motion is diverging. This has
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also been noted in [1], where infinite renormalization procedures was proposed to deal
with this problem in a regularity structures framework. We illustrate the issue in the
following computations.

Fori =1, ..., m assume that ztzvr 1 is defined in the Stratonovich sense, written
as
;S = / uy (rydw?, (5.10)
N

with ufs’i givenin (5.8) and dW' denoting the Stratonovich differential. Then standard
considerations about Itd-Stratonovich corrections reveal that

ro_. . ro_. o1
/ usy' (r) dW! =/ usy' (r) 8°W! + 2(u,3 WY, (5.11)
N N

where (u;;', W');s denotes the quadratic variation of u;;' and W' over the interval
[s,].

Let us now analyze the quadratic variation term in (5.11), which can be defined
through a discretization procedure. Namely let P designate a generic partition of
[s, 71, and [7, 7] a typical interval of the partition PP. Then a classical way to define the

quadratic variation is through the following limit in L?(£2):

s Whys = Jim 37 (' ) = il ) W (5.12)
[F.rleP

Next we can decompose the right hand side of (5.12) in order to get

(ufs', Wi = lim Z (MW + Vg W), (5.13)

|P \—)0

where M, ; and V,; are respectively defined by
r .
M7 = f T=n7=DTVAW], V=
f
f .
/ [(r - TYr-D7" -G -F)VF- l)_V] dw;.
N

Starting from (5.13), we let the patient reader check that the relation below holds in
L3(Q):

lim V7 W’~ =0.
|P|—0
[F.rleP

However the term ;. 1.p M7 Wrif in (5.13) is more problematic. Specifically, it can

be shown (tedious details are left again to the reader for sake of conciseness) that the
following quantity converges in L>(2) as |P| — 0:
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Z (Mr;Wri; —cy(r =MV (T - r)_y) ,
[F,rleP

where ¢, = (1 — ¥)~ L. Nevertheless, one can simply check that

lim E r="'""7c-r"7 =oo.
[P|—=0
[F,rleP

Hence the quantity Z[;, riep Mii Wri; is also divergent in L?(£2). This proves that the

quadratic variation in (5.13) is divergent, and thus going back to (5.11) we get that

leér,: S cannot be defined in the Stratonovich sense.

We now adapt the computations of Proposition 4.8 in order to estimate the second
moment of the increment z>%+/.

Proposition 5.5 Consider the second level Zz;r of the Volterra rough path, as defined
in (5.9). Recall that the parametersy € (0, 1), and n, ¢ € [0, 1] satisfy relation (5.4).
Then for (s, t, ) € Az, we have

2,7 2 1 2
E (ztg ) S \w(l_w)u, t s)‘ : (5.14)
For (s,t,t/,7) € Ay, we get

N
2, 1,2
. |:(Z”ﬂ ) ] s ‘w(lf%y.,m)(f’ vts)

For both (5.14) and (5.15), we recall that ¥ and "2 are given in Notation 2.2.

2

(5.15)

Proof This proof is very similar to the proof of Lemma 5.2. We will prove (5.14), and
let the patient reader show that (5.15) holds for (s, 7, T/, t) € A4. For (s, 7, 7) € A3

we have
5o i\2 o N 2
E |:<zts*”’l) :| =E (f u,ts" (r)de) .
N
Hence according to Itd’s isometry, we obtain

E [(z?f”"f')z} - /t E [(u,f;")z} dr. (5.16)

Moreover recalling the definition (5.8) of u, we get

E [(uf;"ﬂ —E [(r 7 (), ﬂmm] = (-1 VE [(z};”"f] L (r)-

(5.17)
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< (r — $)17=27_ Then relation (5.17) reads

~

N2
Thanks to (5.7), we have E |:<Z,1;”> ]

E [(ufgi)z} S@ =)0 =) ). (5.18)

Eventually plugging (5.18) into (5.16), we get

t
E [(z?;f>2] < / (t—r) " —s)"ar. (5.19)

In order to find a bound for the right hand side of (5.19), the procedure is very similar
to (4.24)-(4.26) in Proposition 4.4. We finally obtain

2 2
2, -2 2-2 2—4 1
E[(sz)]s[lr—ﬂ Ple=sP A =P =, @)

where we have appealed the definition (2.2) of ¥ ! for the second identity of the above
equation. This is the desired result (5.14). O

With Definitions 5.1 and 5.3 in hand, we have constructed a Volterra rough path family
{ZI’T, ZZ’T} over a Brownian motion, and we have also upper bounded their second
moment in Lemma 5.2 and Proposition 5.5. In the following, we close this paper with
verifying that {z!-7, z>7} satisfies Definition 2.9. Let us first state that z-* satisfies all
properties that mentioned in Definition 2.9.

Proposition 5.6 Consider the increment z"° introduced in Definition 5.1. Then for
anya € (0, %), and ¢, n € [0, 1] satisfying the relation (2.8), we have

(i) z"7 isalmost surely in the Volterra space V® V19 (A3; R™), where V@719 (As;
R™) is introduced in Definition 2.3.
(ii) Forall p > 1 we have that

2
]E[||zl||(§’y’n’{)] < . (5.20)

(iii) Recalling the definition (2.12) of 8, then Bmztls’r satisfies relation (2.13). Namely
almost surely we have

Szl =0, forall (s,m,t,7) € Ay (5.21)

The proof is very similar to the proof as for Proposition 4.11-4.13, we let the patient
reader check the details. Similarly, we obtain the following Proposition for the second-
order integral z2.

Proposition 5.7 Consider the second level 7+ of the Volterra rough path as defined
in (5.9). Then the following properties hold for any o € (0, %), and ¢, n € [0, 1]
satisfying the relation (2.8).
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(i) 227 is almost surely an element of V*P+7-v1:0 forall (n, ¢) € A as defined in
(4.62).
(ii) Forall p > 1and (n,¢) € An we have that

2
E [||z2||(§p+mn,§)] < . (5.22)

(iii) Recalling the definition (2.12) of 6, then 8mzt2s’r satisfies relation (2.13), that is

8mzt2f"’] = ztl,’nf’j * z,ln‘;,”', forall (s,m,t,7) € Ay a.s.. (5.23)
Proof As the proof is very similar to various proofs Sect. 4.4 we only give a sketch of
the method here, and refer to equivalent proofs in this section for more details.

First it is readily seen that (i) follows from (ii). To prove (ii) we will resort to
the Volterra GRR lemma 3.4, in combination with the moment estimates obtained in
Proposition 5.5. Recall that since z” is an element of the second chaos of the fBm, the
L? norms are equivalent. Therefore from the moment estimates obtained in Proposition
5.5, we have that

2p
El(z;)*] < ‘w(ll—y,y)(f, t S)‘
2 (5.24)

2,71’ 1,2
BI@ 1S Wiy (5 T 109)

Invoking relation (3.34), we can proceed directly in the same way as in the proof of
Proposition 4.16 (note that in this case p = %). Combining with the bounds in (5.24),
this proves the claim in (i7). Claim (iii) can be shown in the same spirit as Proposition
4.14, although the integral must now be interpreted in the Itd sense. Thus Step 1 of
the proof of Proposition 4.14 is exactly the same, while in Step 2 one must consider
the integration argument in the Itd sense. This follows by classical Itd integration
considerations. Step 3 follows by exactly the same arguments. This concludes the
proof. O

5.3 Further Extensions and Concluding Remarks

We have provided a construction of the Volterra rough path (z!, z2) when the driving
process is a fractional Brownian motion with H > % or a Brownian motion, and the
Volterra kernel is allowed to be singular. This corresponds to the Volterra rough path
needed in order to deal with the regularity regime o« — y > %, constructed in [15]. It is
desirable to extend this construction further to also include higher-order components
of the signature. As illustrated in the article [16] and [4], in such an extension one
will need to deal with several different types of iterated integrals. This abundance of
necessary iterated integrals stems from the non-geometric nature of the Volterra rough
path. A more systematic analysis based on related algebraic structures, together with
the tools based on Malliavin calculus invoked in the current article, is therefore needed
to deal with this problem.

@ Springer



Journal of Theoretical Probability

It is also natural to consider the case of rough fractional Brownian motions as
the driving noise (i.e. H < %). However, the techniques used here, based on the
integrability of the mixed partial derivative of the covariance function R(s, t), will no
longer work. One will therefore need to use new tools to handle this issue. We expect
that techniques inspired by the results in [7], in combination with sewing techniques
for Volterra covariance functions developed in [3], would prove useful to this aim.
However, we leave this problem for future consideration.
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