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Abstract—A graph, made up of vertices and edges, is a natural
representation for many real-world applications. Graph artificial
intelligence (AI) techniques, especially graph neural networks
(GNNs), are becoming increasingly important in modern machine
learning and data analysis, as they can accurately represent high-
dimensional features of vertices, edges, and structure information
into low-dimensional embeddings. They have become a valuable
area of study for students in fields like computer science, data
science, and Al. However, the students are facing two challenges
to grasp the knowledge of GNNs, including (i) learning GNNs
often requires multidiscipline knowledge, and (ii) resources for
learning GNNs are often fragmented.

Motivated by that, we designed a self-contained course module
on high-performance computing for graph Al: from a top-down
perspective based on our study in this area for the past years.
In particular, we divide them into four levels from the top to
the bottom, including (i) level 1: graph theory basics, (ii) level
2: fundamental theories of GNNs, (iii) level 3: efficient graph
Al computation framework, and (iv) level 4: GPU architecture
and programming. In addition, we have disseminated part of this
module into different educational activities, such as courses and
tutorials.

This paper is submitted for the Research to Education track of
EduPar-25.

I. INTRODUCTION

A graph, made up of vertices (or nodes) and edges, is a
natural representation for many real-world applications, such
as social network [1], [2], [3], road map [4], and computer
network [5]. In recent years, there has been a great surge of
research interest on graph artificial intelligence (Al), especially
graph neural networks (GNNs), which mainly use message-
passing mechanisms to aggregate information from a vertex’s
neighbors and update its representation iteratively.

GNNss can accurately represent high-dimensional features of
vertices, edges, and structure information into low-dimensional
embeddings [6], that can be further utilized for various down-
stream tasks, such as vertex classification [7], [8], graph clas-
sification [9], and link prediction [10], [11]. Because of that,
GNNs have been applied in various real-world applications,
such as estimated time of arrival (ETA) predication in Google
Maps [12], protein structure prediction in Alphafold [13],
friend recommendation in LinkedIn [14], and code vulnera-
bility detection in cybersecurity [15].

As GNNs are becoming increasingly important in modern
machine learning and data analysis, they have become a
valuable area of study for students in fields like computer
science, data science, and AI. However, the students are
facing two challenges to grasp the knowledge of GNNs. (i)
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Fig. 1: Overview of the proposed module of HPC for graph
Al from a top-down perspective.

Learning GNNs often requires multidiscipline knowledge, in-
cluding graph theory, Al, parallel and distributed computation,
and GPU. In addition, the students need to learn domain-
specific knowledge if they want to deploy GNNs to specific
applications, e.g., protein analysis. (ii) Resources for learning
GNNs are often fragmented across research papers, online
tutorials, and technical blogs, making it hard to follow a
cohesive learning path.

Motivated by that, we designed a self-contained course
module on high-performance computing for graph Al: from
a top-down perspective based on our study in this area for the
past ten years, including graph theory [16], [17], [18], [19],
high-performance computation (HPC) for GNN [20], [21], and
deploying graph and GNNss in real applications [22], [23], [24],
[25], [15], [26], [271, [28].

Figure | presents an overview of the proposed module. In
particular, we divide them into four levels from the top to the
bottom, including (i) level 1: graph theory basics, (ii) level
2: fundamental theories of GNNss, (iii) level 3: efficient graph
Al computation framework, and (iv) level 4: GPU architecture
and programming. We refer the top to the graph theory basics
because we believe they are the essentials of graph Al and
should be the entry-level knowledge for learning GNNs. Then,
we discuss the fundamental theories of GNNs. Next, we
introduce two efficient GNN computation frameworks. Lastly,
we refer the bottom to the low-level computation on the GPU
architecture, which could help the students understand what
actually happened during runtime.



Educational activities. We have integrated part of this mod-
ule into several educational activities. In particular, we cre-
ated a new course Advanced Topics in CSE concentrating
on graph theory and GNN. I have taught this course for
Spring 2023 and Spring 2024. In addition, I have taught
Analysis of Computer Algorithms for three semesters, where
I deeply discussed graph theory-related topics. I also dissemi-
nate part of this module into a tutorial on “Graph Algorithms”
at Digital Divas 2023 to female high school students in the
state of Texas [29].
In summary, this study makes two major contributions.

« A new perspective of teaching graph AI. We designed a
self-contained course module on high-performance com-
puting for graph Al: from a top-down perspective.

« Disseminating into courses and tutorials. We dis-
seminated part of this module into several educational
activities, including both courses and tutorials.

II. METHODOLOGY

This section briefly discusses the contents of the designed
module on HPC for GNN from the top-down perspective.

A. Level 1: Graph Theory Basics

At the first level, we discuss the basics of graph theory, which
are the fundamentals for understanding the more advanced
concepts in GNNs. We will cover two major topics, including
(i) graph basics, and (ii) fundamental graph algorithms.

Graph basics. A graph can be represented as G = (V, E),
where V is the set of vertices and E is the set of edges,
and |V| and |E| denote the number of vertices and edges in
the graph, respectively. Following that, we discuss different
types of graphs, including undirected/directed graphs, and
unweighted/weighted graphs. Next, we discuss the basic graph
properties, including degrees, (simple) paths, and subgraphs.

Fundamental graph algorithms. In this part, we discuss
two major types of graph algorithms, i.e., graph traversal,
and graph connectivity. (i) Graph traversal is a fundamental
method in graph theory. It visits all the vertices and edges
of a graph systematically, whose goal is to explore a graph.
Because of that, it often serves as a fundamental method for
other graph algorithms like searching for a specific vertex,
finding the shortest path, or analyzing connectivity. We cover
both depth-first search (DFS) and breadth-first search (BFS). In
short, DFS explores a graph by starting at a source vertex and
diving as deep as possible into one branch before backtracking.
It uses a stack to track vertices, prioritizing unvisited neighbors
of the current vertex. Differently, BFS explores a graph layer
by layer, visiting all neighbors of a vertex before moving
forward. It uses a queue to track vertices, ensuring vertices
closer to the source are visited first.

(ii) Graph connectivity algorithms answer whether two
nodes in a graph are connected under certain conditions. In an
undirected graph, the graph is considered connected if there
is a path between every pair of vertices. In a directed graph,
the graph can be strongly connected (if there is a directed
path between every pair of vertices) or weakly connected (if
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replacing all directed edges with undirected ones results in a
connected graph). Connectivity is crucial in applications like
network design and reliability analysis.

B. Level 2: Fundamental Theories of GNNs

After understanding the basics of graph and graph theory, we
move to the discussion of GNNs. At this level, we discuss the
GNN basics and their unique computation patterns.

GNN basics. Figure 2 shows the basic architecture of
GNNs. A GNN usually takes an attributed graph as input,
which is the combination of the graph structure and vertex
features. The goal of GNN is to learn a representation for
each vertex, which can further be optimized for graph or
edge representations. Typically, existing GNNs follow a neigh-
borhood aggregation strategy, where it iteratively updates a
vertex’s representation by aggregating the representations of
its neighbors and itself. We denote a vertex v’s representation
in the k-th layer as hq(,k), with hS,O) = x,, and its neighbor
set as A/ (v). Then, GNN learns v’s representation at the k-th
layer as:
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Different GNNs define different aggregate and update func-
tions. With that, we discuss two representative GNNs, i.e.,
Graph Convolutional Network (GCN) [30] and Graph Atten-
tion Network (GAT) [31]. For example, in GCN [30], the

aggregate and update functions are defined as:
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GNN computation patterns. After understanding the theo-
ries of GNNs, we dive deeper from the computation perspec-
tive. In particular, we look deep into the computation of one
GNN layer, which mainly follows a three-phase pattern. (i)
The features are processed by some regular neural operations,
e.g., Dropout, and Matmul. (ii) Next, all the features are fed
into a phase called Graph Convolution, in which each vertex



aggregates the features of all its neighbors and the associated
edges, applies neural operations, combines the results with its
own features, and uses a reduce operation (e.g. max, mean)
to produce a new feature vector. (iii) Then, the features are
usually applied by operations such as activation function, batch
normalization, and softmax, similar to traditional DNNs. Then,
the newly generated features will be passed to the next layer.

C. Level 3: Efficient Graph AI Computation Framework

After understanding the fundamentals of GNNs, we would
like the students to get hands-on experiences of running
GNNs with existing efficient GNN computation frameworks.
At this level, we introduce two well-maintained frameworks,
i.e., PyTorch Geometric (PyG) [32], and Deep Graph Library
(DGL) [33].

PyG is a Python library built on PyTorch that provides tools
and modules for implementing GNNs [32]. It is designed to
facilitate deep learning on graph-structured data by offering
efficient operations, predefined models, and utilities for han-
dling graphs.

Similarly, DGL is a Python-based, open-source framework
for building and training GNNs [33]. It is designed to be
scalable, flexible, and efficient, enabling researchers and de-
velopers to process and analyze graph-structured data using
neural network techniques.

With either PyG or DGL, a GNN could be simply imple-
mented in just a few lines of code. In addition, they have
integrated multiple publicly available graph datasets, which
can be easily tested.

D. Level 4: GPU Architecture and Programming

At the bottom level, we would like to discuss the GPU
architecture and programming, which served as the backend
for GNN computation frameworks. In this part, we use Nvidia
GPUs as representatives. We will discuss GPU architecture,
GPU programming, and GPU profiling.

GPU architecture. Figure 3 shows a brief overview of
the mapping between the CUDA (Compute Unified Device
Architecture) programming model and the underlying GPU
hardware. A grid maps to the whole GPU device. Then, inside
a grid, there are many blocks. From the hardware view, the
computation of one or multiple blocks are handled by one
streaming multiprocessor (SM). Inside each block, it can run
many threads. The threads are running in the CUDA cores
of an SM. Also, there is warp inside a block. It usually has
32 threads. There are also registers, and all the threads in
one block share the same L1 cache and configurable shared
memory. Further, the whole device shares the same L2 cache
and global memory.

GPU programming. CUDA-based GPU programming al-
lows users to leverage the parallel processing power of
NVIDIA GPUs for high-performance computing tasks [34].
CUDA is a parallel computing platform and API that provides
direct access to the GPU’s virtual instruction set and memory.
It enables programmers to write code in C, C++, or Python (via
libraries like PyCUDA and Numba) to execute highly parallel
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Fig. 3: An overview of the GPU architecture and CUDA
programming model.
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tasks efficiently. CUDA programming involves dividing tasks
into smaller threads, organized into blocks and grids, which
run simultaneously on the GPU. In this part, we provide a
hands-on tutorial on CUDA programming with use cases of
GNNGs.

GPU profiling. GPU profiling is the process of analyzing
and optimizing the performance of applications running on a
GPU. Profiling tools, such as NVIDIA’s Nsight Systems and
Nsight Compute [35], provide insights into various metrics like
kernel execution time, memory utilization, and data transfer
between the CPU and GPU. These tools help understand
the behaviors and identify bottlenecks in parallel execution,
inefficient memory access patterns, and underutilized hardware
resources. By examining these metrics, users can have a better
idea of what is under the hood. Also, they can fine-tune their
code to improve performance, such as optimizing thread usage,
minimizing warp divergence, and ensuring efficient memory
coalescing. GPU profiling is an essential step in developing
high-performance GPU applications, enabling users to maxi-
mize computational throughput and achieve better scalability
for intensive workloads. In this part, we provide a hands-on
tutorial on profiling GPUs.

IITI. DISCUSSION AND CONCLUSION

In this work, we designed a self-contained course module on
high-performance computing for graph Al: from a top-down
perspective. In particular, we divide them into four levels from
the top to the bottom, including (i) level 1: graph theory
basics, (ii) level 2: fundamental theories of GNNs, (iii) level
3: efficient graph Al computation framework, and (iv) level
4: GPU architecture and programming. In addition, we have
disseminated part of this module into different educational
activities, such as courses and tutorials.
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