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Abstract: Automated feedback can provide students with timely information about their 
writing, but students' willingness to engage meaningfully with the feedback to revise their 
writing may be influenced by their perceptions of its usefulness. We explored the factors that 
may have influenced 339, 8th-grade students’ perceptions of receiving automated feedback on 
their writing and whether their perceptions impacted their revisions and writing improvement. 
Using HLM and logistic regression analyses, we found that: 1) students with more positive 
perceptions of the automated feedback made revisions that resulted in significant improvements 
in their writing, and 2) students who received feedback indicating they included more important 
ideas in their essays had significantly higher perceptions of the usefulness of the feedback, but 
were significantly less likely to engage in substantive revisions. Implications and the importance 
of helping students evaluate and reflect on the feedback to make substantive revisions, no matter 
their initial feedback, are discussed. 

Introduction 
Learning to write is a constructive, complex process that requires students to use a variety of cognitive skills and 
knowledge to communicate effectively with others. This skill is developed through iterative experiences within 
cultural contexts and in interaction with others and tools (Beiki, 2022; Wilson et al., 2021a). However, limited 
time and resources are generally provided to support students’ revision process so they can practice and develop 
their writing skills (Fleckenstein et al., 2023; Graham, 2019). In particular, it is difficult for teachers to provide 
the individual support students need (Collins et al., 2019) as well as provide the timely, comprehensive feedback 
needed for improvement (Chen et al., 2022; Zhai & Ma, 2023). With improvements in artificial intelligence and 
Natural Language Processing (NLP) techniques, systems for providing students with automated feedback on their 
writing have been developed that can provide students with constructive feedback in a timely manner (Liu et al., 
2024; Roscoe et al., 2018; Wilson, 2021b).  
 Reviews or meta-analyses of studies investigating the impact of automatic writing evaluation and 
feedback systems in supporting students' writing have identified, by and large, that automated feedback systems 
can help students improve their writing (Fleckenstein et al., 2023; Fu et al., 2024; Nunes et al., 2022). However, 
it is important to understand the instructional contexts in which automated feedback systems are adopted, 
including students’ readiness to use these systems (Delgado et al., 2024). Several studies have identified that 
students may not use automated feedback to engage in meaningful revisions of their writing (Dey et al., 2024; 
Puntambekar et al., 2023; Zhang, 2020). In these cases, some students may have difficulties using the feedback 
to revise, while others may simply make surface revisions or “game the system” to achieve a higher score, rather 
than engaging more meaningful improvements to their writing (Lottridge et al., 2021; Moore & MacArthur, 2016). 

In their review, Fu et al. (2024) stressed that students’ interactions with automated feedback are likely 
shaped by their emotions, cognition, and behavioral engagement, which, in turn, impacts the extent to which they 
engage with the revision process and improve. They further reported that students’ learning and/or use of 
automated feedback may be influenced by their perceptions of the accuracy of the system, their prior knowledge, 
language or academic skills, or their teacher. In line with this, some research has identified that students who 
perceived automated feedback as more helpful or valuable were more accepting of using the technology and 
feedback to engage in more meaningful revisions (Nunes et al., 2022; Zhai & Ma, 2022). Conversely, other studies 
found that students revised using automated feedback regardless of their perceptions of it (Roscoe et al., 2017, 
2018), or that there was no difference in perceptions between students who revised and those who did not (Zhu et 
al., 2020). Related research has identified that students’ immediate automated feedback scores may impact their 
likelihood of engaging in revision, with some studies finding that students who received higher scores were more 
likely to revise and improve their writing (Zhu et al., 2017; 2020), and others finding the opposite (Moore & 
MacArthur, 2016). Wilson et al. (2024) investigated multiple factors that may predict students’ perceptions of 



 

  

automated writing feedback tools (AWF) and identified that less proficient writers found automated feedback to 
be more useful. They also found that while some individual factors predicted students’ perceptions of automated 
feedback on their writing, others, such as gender, did not. While other studies investigating AWF tools collected 
gender information, they did not use it to examine differences in gender perceptions. Ofosu-Ampong’s (2023) 
study, though not specific to AWF tools, suggested that gender impacts students’ perceptions and use of AI-based 
tools in general, finding that males viewed AI-based tools more positively and used them more.  

These conflicting findings indicate that students’ perceptions and use of automated feedback are 
influenced by different factors, which are likely context dependent. Therefore, when designing and adopting new 
technologies to support students’ writing, it is imperative to better understand how students’ perceptions of AWF 
systems may impact how they utilize them (Fu et al., 2024; Wilson et al., 2024). This knowledge is vital for 
designing more effective systems and instructional methods to better support the development of students’ writing 
skills. Thus far, the majority of studies examining students’ perceptions have focused on the tertiary level and 
English writing and language classes (Nunes et al., 2022; Zhai & Ma, 2021). Moreover, few studies have examined 
students’ perceptions of AWF tools to support their scientific explanation writing and revision, and even then, it 
may not be the primary focus (Zhu et al., 2020). Thus, the goal of this study was to explore the factors that may 
have influenced middle school students’ perceptions of using automated feedback to improve the content of their 
science writing, as well as whether their perceptions impacted their engagement in revisions that might result in 
improvements to their scientific writing. Our research questions were: 

1. What factors influence students’ perceptions of automated feedback? 
2. How do students’ perceptions impact whether they revise and improve? 

Methods 

Participants 
This study took place as a part of a multi-year design-based research project to develop an AI system that would 
provide students with feedback on the content of their scientific writing. Four-hundred and seventy-three 8th-
grade students from six science teachers’ classes at two middle schools in two different rural-fringe school districts 
in the midwestern U.S. consented to having their data collected for this study (School 1 = three teachers and 242 
students, School 2 = three teachers and 231 students). From these participants, we were able to collect full data 
(students who submitted an initial essay, submitted a revised essay, completed the perceptions questionnaire, and 
took the content knowledge pre-test) from 339 students, which we used in our analyses.  

Three of the teachers, one from School 1 and two from School 2, participated in all formal professional 
development meetings and implementations during all three years of the project and two teachers from School 1 
used the automated feedback system in their classes every year of the project. One teacher in School 2 was new 
but participated in one formal professional development meeting. All teachers participated in informal 
professional development and email communications occurred regularly between the research team and the 
teachers in an attempt to increase the fidelity of implementation. We also provided a researcher-written teacher’s 
guide to further support the teachers’ implementations of the unit and use of the automated feedback in their 
classrooms.  

Instructional context 
The automated feedback system to support students’ scientific writing, called PyrEval (Gao et al., 2018) 
(described later), was utilized within the context of an inquiry and design-based roller coaster unit aimed at helping 
students to learn about motion, forces, and energy while engaging meaningfully in science and engineering 
practices. The unit took place over approximately fifteen, 50-minute regular science classes in School 1, and about 
20 classes in School 2. The roller coaster unit challenged students to design a roller coaster based on physics that 
was fun and safe to increase attendance at an amusement park. We designed the unit to engage students in multiple 
activities to help them learn about the physics behind roller coasters, including how the height of the initial drop 
and the mass of the car would impact the amount of energy there would be for the ride as well as about energy 
conservation and transformation. We then expected students to use what they learned and the data they collected 
during the unit to explain their roller coaster design in an essay that would be assessed by PyrEval, for which they 
would receive automated feedback. The unit unfolded as follows, students: 1) took a physics pretest; 2) were 
introduced to the roller coaster challenge; 3) conducted three simulated experiments and collected data and looked 
for patterns between variables; 4) wrote and submitted their initial roller coaster design essay to get feedback from 
PyrEval; 5) engaged in a peer review activity facilitated by the teacher to understand and reflect on how to use 
the automated feedback to revise; 6) received feedback from PyrEval and were given time to revise their essay 
based on the feedback; and 7) took an online perceptions questionnaire about the feedback they received. Students 



 

  

used a digital notebook throughout the unit to structure and track their ideas, run simulated experiments, and 
submit their essays to PyrEval. Students then received automated feedback on the science ideas PyrEval identified 
in their essays within the digital notebook, regardless of writing quality (Gnesdilow et al., 2024). 

PyrEval feedback and content units (CUs) 
Our team refined the NLP models used by PyrEval to automatically assess the science content in students’ roller 
coaster design essays and provide feedback. PyrEval uses a wise crowd model to identify weighted vectors of key 
content ideas and relationships (called content units (CUs)) within a small sample of reference responses (Gao et 
al., 2018). The more highly weighted a CU is, the more important it is to include in a text. For utilization in 
classroom settings with different target ideas, PyrEval can also be tuned to a specific main idea rubric (Singh et 
al., 2022). We identified six highly weighted CUs, or main ideas, students should have included in their design 
essays: 1) a higher initial drop means greater potential energy at the top, 2) as the car goes down the track the 
potential energy decreases and kinetic energy increases (and vice versa), 3) when there is no friction, the potential 
and kinetic energies at any point on the track add up to the total energy, 4) the Law of Conservation of Energy, 5) 
the initial drop must be higher than subsequent hills for the car to have enough energy for the ride, and 6) a roller 
coaster car with more mass means greater energy for the ride. These six CUs were also highly related to the key 
science ideas and relationships students would explore during the unit.  

After an essay is submitted to PyrEval, the system parses it into propositions and identifies whether each 
CU is present or not. PyrEval produces a vector score indicating which CUs are present (denoted as a 1) or absent 
(denoted as a 0). An example vector score produced for researchers is [1,0,1,0,0,0]. This vector score indicates 
that PyrEval detected only CUs 1 and 3 in an essay. We presented the feedback from the vector scores as a table 
to students (Figure 1), listing each of the 6 CUs and indicating which ideas PyrEval identified in the essay (or 
not). Teachers facilitated a peer review activity, to guide students how to use the automated feedback to determine 
areas for revision, even if the feedback indicated they included particular ideas (CUs). Students also received 
feedback on their revised essays so they could further reflect on whether their revision improved their essays.  
 
Figure 1 
Sample feedback table generated by PyrEval for students, showing each content unit relationship and whether 
PyrEval detected it (green check mark) or not (orange question mark). 
 

 

Data sources 

AI feedback perceptions questionnaire 
We created an AI feedback perceptions questionnaire consisting of eight Likert-style statements to understand 
students’ perceptions about the usefulness of the automated feedback in helping them revise the science ideas in 
their design essays. The questionnaire had high Cronbach’s alpha (α = 0.79), suggesting strong internal 
consistency and reliability that the items likely measure the same underlying construct. 

In the questionnaire, we asked students to state their level of agreement to the eight statements about the 
accuracy of automated feedback and how helpful or confusing they found the automated feedback for supporting 
their revisions (question stem and statements listed in Table 1). For each statement, students chose whether they 
strongly disagreed, disagreed, agreed, or strongly agreed. We then created a total perceptions survey score for 
each student. To do this we assigned different point values for each level of response. For positively stated items 
(1, 2, 3, and 5), strongly agree was assigned 4 points, agree was assigned 3, disagree was assigned 2, and strongly 



 

  

disagree was assigned a 1. For negatively stated items (4, 6, 7 and 8), we assigned the opposite, e.g., strongly 
disagree as 4, etc. To create the total survey score, we summed students’ responses to the six statements, which 
could range from 8 to 32 points. Higher perception scores indicated more positive perceptions about the automated 
feedback. 
 
Table 1 
Positive and negative Likert-style statements related to the question stem, “What are your thoughts about the 
automated feedback?”, from the Perceptions Questionnaire 
Questionnaire statements Positive or negative item in 

analyses 
1) The automated feedback was accurate. Positive 
2) The automated feedback helped me notice the main ideas I missed in my 
essay. 

Positive 

3) It was easy for me to understand the feedback and know what I needed 
to revise.  

Positive 

4) I understood the feedback, but I didn't know how to use it to revise my 
essay. 

Negative 

5) I agreed with the automated feedback. Positive 
6) The feedback was frustrating and did not help me revise. Negative 
7) I did not agree with the automated feedback.  Negative 
8) The automated feedback was inaccurate. Negative 

Roller coaster design essays and CU scores 
As mentioned previously, students wrote roller coaster design essays. We provided students with the following 
instructions for writing their individual design essays: “Explain the science behind why your team’s current roller 
coaster design will be exciting and make it to the end of the ride without stopping. Include data from your trials 
to justify your ideas. Make sure you write in clear and complete sentences”. In introducing the activity, the 
teachers gave students general tips for writing clear and concise essays and information about the kinds of science 
relationships they should include in their essays. Students wrote their initial essay and received personalized 
feedback from PyrEval about the science content in their essays. Teachers, again, provided prompts for general 
tips for revising science ideas as well as clarity in writing. Students then participated in a peer editing activity 
using sample feedback and essays and were then given time to revise their essay using this feedback.  

We tracked the extent to which students revised their individual essays. For this paper, we created two 
categories for tracking revisions: 1) made no or minimal revisions - such as making superficial changes to spelling 
or grammar or the addition of a single word or short dependent clause to an existing sentence (e.g., addition of 
the word “total” to the clause “so the energy stays the same”), and 2) made substantive revisions - such as adding 
new, content-related sentences or independent clauses that could stand alone as their own unit (e.g., adding 
“Although the energy might change forms the total energy stays the same due to the Law of Conservation of 
Energy”). These more substantive revisions could be a new idea or update of an existing, or removal of ideas. We 
did not assess the quality or scientific accuracy of the revisions for this analysis. Two researchers independently 
examined 20% of students’ initial and revised essays to determine whether students made substantive revisions 
(or not) and achieved a 90% agreement. These researchers then discussed all discrepancies, and all disagreements 
were resolved.   

Another source of data derived from students’ design essays were the CU vector scores produced by 
PyrEval. We used these to create a total initial essay score for the initial essay and a total revised essay score for 
the revised essay by summing the total number of CUs an essay received, with a maximum score of 6. How these 
CU scores and the revision codes were used are discussed in more detail in the Analyses section. 

Physics prior knowledge content test 
To assess students’ physics knowledge just before the unit started, our research team developed a physics content 
knowledge test consisting of 11 multiple-choice questions. We designed the test to assess students’ understanding 
of the relationships among physical science ideas relevant to the roller coaster unit, such as how height and mass 
impact energy, as well as ideas about the conservation and transformation of energy within systems. Students 
received one point for correct answers on 10 of the 11 questions and incorrect answers received a zero. However, 
for one of the questions, students’ answers could be scored as 0.5 for partially correct, 1 for fully correct, and 0 
for incorrect. The total maximum score students could receive on the test was 11 points.  



 

  

Analyses 
We conducted three analyses: i) a hierarchical linear modeling (HLM) to explore the factors that influenced 
students’ perceptions of the AI feedback, ii) a logistic regression to understand whether students’ perceptions 
influenced their revisions or not, and iii) a linear regression to evaluate the extent to which students’ perceptions 
predicted their revised essay scores. Because some data sources functioned as independent and dependent 
variables in different analyses, we listed our various sources and their respective roles in the analyses in Table 2. 
 
Table 2 
Data sources and the role they play in our different analyses. 

Source Data Analyses 
Perceptions 
questionnaire 

Perception score - Outcome variable in HLM 
- Independent variable in logistic 
  regression 
- Independent variable in linear regression 

CU scores produced by 
PyrEval 

Initial essay score (E1total) - Independent variable in HLM 
- Covariate in logistic regression 
- Covariate in linear regression 

Revised essay score - Outcome variable in logistic regression 
- Outcome variable in linear regression 

Physics pretest Pretest score - Covariate in HLM 
Students’ revisions Binary revision code: no or 

minimal vs. substantive revision 
- Outcome variable in logistic regression 
- Independent variable in linear regression 

Exploring factors influencing students’ perceptions of AI feedback 
To understand the factors influencing students’ perceptions (RQ1), we conducted a two-level HLM analysis to 
account for the nested nature of the data, i.e., students (nL1=339) as level-1, nested within different teachers (nL1=6) 
as level-2. Thus, the hierarchical modeling accounts for students with the same teacher being subject to the same 
instruction and environment, which may not be adequately captured using a linear regression model (Snijders & 
Bosker, 2012). We used students’ perception scores (L1 variable) as the outcome variable and students’ pretest 
score, initial essay score, and gender as the L1 explanatory variables. We selected a random-intercept model, 
allowing the intercept to vary between the different teachers. To estimate the proportion of variance attributed to 
the teacher (L2) and student (L1) levels, we first fitted a null random-intercept model, i.e., a model without 
student-level (L1) predictors (Model 1). Model 2 expanded on Model 1 by adding L1 predictors. The Level 1 and 
2 equations as well as the final mixed model equation for Model 2 are presented in Table 3. The models were 
estimated with R software (R Core Team, 2024) using the lme4 package (Bates et al., 2015). We also calculated 
the intraclass correlation (ICC) to determine the proportion of total variance of students’ perceptions that is 
accounted for by the teacher level. The ICC was 0.02, indicating that most of the variability was attributable to 
students’ individual characteristics, instead of teachers.  
 
Table 3 
Equations for HLM models. 

Models  Equations 
Level 1  perception_scoreij = β0j + β1j(E1_score)ij + β2j(pretest_score)ij + β3j(male)ij + Rij 
Level 2 β0j = γ00 + U0j 

β1j = γ10 
β2j = γ20 
β3j = γ30 

Mixed perception_scoreij = γ00 + γ10 E1 scoreij + β2jpretest_scoreij + β3jmaleij + Rij + U0j 

Exploring how students’ perceptions may have influenced revisions 
We were also interested in examining whether students’ perceptions about the AWF impacted their revisions and 
writing improvement. To determine whether students with different perceptions engaged in making substantive 
revisions or not, we conducted a logistic regression, with substantive revision (or not) as the binary outcome 
variable, and students’ perception scores and initial essay scores as explanatory variables (see Table 2). To 
understand whether students' perceptions of the automated feedback influenced their growth in writing, we fitted 
a linear regression model with students’ revised essay scores as the outcome variable, the binary revise code and 
perception scores as the independent variables, and their initial essay score as the covariate.  



 

  

Results 

Descriptive overview of students’ perceptions, revisions, and CU scores 
We found that most students had positive perceptions about the automated feedback in helping them revise. Out 
of the 339 students for whom we had full data, about 22.7% were strongly positive (scoring 26-32 points), 64.6% 
held at least mostly positive perceptions (scoring 20-25 points), 11.8% held mostly negative perceptions (scoring 
14-19 points), and less than 1% held strongly negative views (scoring 8-13 points). To provide deeper insights 
into which aspects of the automated feedback students were positive or negative about, we also provide an 
overview of student responses to each Likert statement (Figure 2). We observed that students mostly agreed or 
strongly agreed with positively stated items (i.e., questions 1, 2, 3, and 5) and mostly disagreed or strongly 
disagreed with negatively stated items (i.e., questions 6, 7, and 8). About half the students said they understood 
the feedback, but were not sure how to use it to revise (question 4).  
 
Figure 2 
100% stacked column graphs showing percent of students’ Likert responses in the Perceptions Questionnaire. 

 
More students engaged in substantive revisions of science content (78.5%) than making no or minimal 

revisions (21.5%). We also found that students included significantly more CUs in their revised (M=5.01, 
SD=1.09) versus initial essays (M=4.45, SD=1.33); (t(338)=-11.888, p<0.001), using a paired samples t-test. 

Factors influencing students’ perceptions of AI feedback  
In exploring the factors that may have influenced students’ perceptions of the automated feedback (RQ1), we 
found that adding fixed effects (Model 2) to our HLM analysis significantly improved the random intercept model 
(Model 1) fit (see Table 4). We observed that some variability in students’ perception scores was attributable to 
teachers (γ00 = 0.226), but most of the variation was at the student level (σ2 = 11.484). Our results indicated that 
students’ initial essay scores (E1Total) had a significant positive relationship with their perception scores 
(γ10=0.367, p=0.0141), suggesting that a one-unit increase in initial essay scores was associated with a 0.367-unit 
increase in perception scores. We found no other significant effects on perception scores in our final model (Model 
2). Based on the results in Table 4, we rewrote the equation as: perception_scoreij = 0.226 + 0.367 E1_scoreij + 
0.095 pretest_scoreij + 0.456 maleij + Rij + U0j. 
 
Table 4 
HLM results. 

Fixed effect Model 1 Model 2 
Coefficient (SD) Coefficient (SE) t (df) p 

Intercept (γ00) - 20.786(0.799) 26.025 (143.5) <0.0000*** 
E1total (γ10) - 0.367 (0.149) 2.469 (317.9) 0.0141* 
pretest_score (γ20) - 0.095 (0.102) 0.934 (315.3) 0.3508 
male (γ30) - 0.456 (0.388) 1.176 (317.9) 0.2406 
Residual (σ2) 12.459 (3.529) 11.484 (3.389) - - 
Intercept (τ2) 0.236 (0.485) 0.226 (0.475) - - 

(Note: E1total range: 0-6; pretest range: 0-11) 

Influence of students’ perceptions on revisions and growth in writing 
Our logistic regression analysis examined whether students’ perceptions of automated feedback predicted the 
odds of making substantive revisions (RQ2). Our model met all assumptions for conducting a logistic regression. 
We found that the likelihood ratio test was significant (χ2(2)=6.76, p<.05). In this model, while students’ 



 

  

perception scores did not significantly predict whether they made substantive revisions or not (ꞵ= -0.014, SE = 
0.038, z = -0.361, p = .718), we found that the higher a student’s initial essay score was, they were significantly 
less likely to make a substantive revision (ꞵ= -0.271, SE = 0.112, z = -2.426, p = .015). Thus, for every one-point 
increase in initial essay score, the odds of making a substantive revision significantly decreased by 23.7% (exp(-
0.271)). Based on the results, the logistic regression model equation was: logit(revise) = 2.855 – (0.014 * 
perception score) – (0.271 * initial essay score). 

We then conducted a multiple linear regression analysis to evaluate the extent to which students’ 
perceptions could predict their growth in writing as assessed by their revised essay scores, when controlling for 
their initial essay scores and whether they revised or not (RQ2). We found that that all model assumptions were 
met except for linearity and homoscedasticity, which may be explained by the binary nature of the revise variable. 
As we found no significant outliers, we continued our analysis with this model. We found that students with higher 
perception scores made significantly greater gains in their revised essay scores than students with less positive 
perceptions (R2=.6013, F(3,335)=168.4, p<.01). The R2 of 0.60 indicated that students’ perceptions of the automated 
feedback and their initial essay scores explained approximately 60% of the variance in their revised essay scores. 
Based on the results, the linear regression equation was: Revised essay score = 1.322 + (0.025 * perception score) 
+ (0.405 * revise) + (0.627 * initial essay score). In this model, when controlling for their initial essay scores, a 
one-unit increase in a student’s perception score was significantly associated with a 0.025-unit increase in their 
revised essay score. Further, students who made substantive revisions, on average, scored 0.405 points higher in 
their revised essay than students who did not. 

Discussion 
One of the primary goals of providing students with automated feedback on their writing is to give them 
opportunities to receive timely, formative feedback that they can use to engage in thoughtful revisions of their 
writing over multiple drafts. However, students’ willingness to engage in substantive revisions that lead to growth 
in their writing may be impacted by several factors. Like other studies (Wilson et al., 2021b; 2024), we found that 
most students held positive perceptions of the automated feedback they received from PyrEval on their science 
writing. Like Roscoe et al.’s (2017, 2018) findings, the majority of students in our study made substantive 
revisions no matter their perceptions. However, the most important finding of this paper is in line with Nunes et 
al.’s (2022) review; we found that students with more positive perceptions of the automated feedback made 
revisions that resulted in significant improvements in their writing (as assessed by PyrEval). We are stating this 
first to frame the rest of our discussion because while it is interesting to understand the factors that impact students’ 
perceptions so we might be able to foster positive ones in students, it only matters if students’ perceptions actually 
impact their revisions and growth in writing.  

Aside from our findings that students’ perceptions influenced their growth in writing, our results also 
point to the importance of the initial feedback students receive. Two of our findings indicated that the immediate 
feedback students received from PyrEval significantly impacted their perceptions of the usefulness of the feedback 
and the extent to which they engaged in revising. First, similar to Zhu et al. (2017; 2020), we found that students 
who received feedback indicating they included more CUs in their writing had significantly higher perceptions of 
the feedback, whereas prior knowledge, gender, and teacher had little impact. This finding makes sense, since it 
seems like basic human nature to hold more positive perceptions of an AI system that shows you are doing well. 
Second, our results identified that students whose feedback indicated they included more key ideas in their initial 
essay (i.e., had higher initial essay scores) were significantly less likely to make substantive revisions. This finding 
also seems logical in that if a student received feedback indicating they included all, or most, of the key scientific 
ideas in their essays from PyrEval, they may be less motivated to engage in extensive revisions thinking they 
already accomplished the goals of the assignment. In both cases, it is essential that teachers help students 
understand that AI systems are fallible and that it is imperative they evaluate whether the AI is correct (or not) 
and reflect on how to improve their writing, no matter what the feedback indicates. Thus, feedback should be 
designed to motivate students who did well to continue improving, as well as providing struggling students with 
feedback to support and encourage them to use the feedback as an opportunity for growth, rather than developing 
negative perceptions of the process. This may mean including not only feedback about areas for improvement, 
but also metacognitive prompts outlining that the main objective in using automatic feedback is to support them 
in deeply engaging in the revision process to continually improve their writing by making it more concise, clear, 
and cohesive. This is especially important, because, as we found, students who engaged in substantive revisions 
on average scored 0.405 points higher (as assessed by PyrEval) in their revised essay than students who did not. 

 



 

  

Limitations, implications, future research, and conclusions 
As with all research studies, there are several limitations to consider when evaluating our findings. One limitation 
of this study is that the substantive versus no or minimal revision categories only captured macro differences 
between the extent to which students engaged in revision. Future work examining the types and depth of these 
revisions and whether the revisions addressed the feedback from the AWF system may reveal more about how 
students’ perceptions may have influenced the kinds of revisions and improvements students made.  
 Another limitation has to do with the small number of teachers we had in our HLM model. It is more 
conventional to run HLM when you have a greater number of cases for a Level 2 variable than we had in this 
study. While we did not find that teacher was a significant predictor influencing students’ perceptions, perhaps if 
we had a greater sample size, our findings would have been different. Relatedly, this paper did not provide 
information about how the teachers integrated the AWF system in their instruction. Teachers likely play an 
important role in how students use automated feedback systems (Delgado et al., 2024), as they play a critical role 
in meaningfully integrating technologies in classroom practices and routines and scaffolding students’ use of it. 
Clearly, simply providing students with AWF is not enough. The goals of using these systems are not self-evident 
and students may not use them in intended ways if they have not been provided with knowledge about how they 
can utilize them to facilitate their learning and improvement. This seems to be especially true for students 
receiving more positive or more constructive feedback. For example, if less proficient writers or students who are 
having difficulties with their comprehension consistently receive feedback indicating that multiple revisions are 
necessary to fulfill expectations, they may develop negative perceptions of the system’s feedback. This may lead 
them to disengage from participating meaningfully in the revision process. On the other hand, if students choose 
not to revise because they received highly positive initial feedback, they are missing opportunities for further 
growth and may be under the misapprehension that their ideas are correct and well communicated, when in fact 
the AI may have made errors. Students must be supported not only to understand where they can improve, but 
also help them use the AI formative feedback to reflect on how to improve (Dey et al., 2024), rather than using it 
to simply revise to get positive feedback or a “high score” (Lottridge et al., 2021; Moore & MacArthur, 2016). 
Thus, more work must be done to better understand how to successfully integrate AWF systems as part of a 
distributed scaffolding system (Puntambekar, 2022; Puntambekar & Kolodner, 2005) in the classroom, to 
facilitate students’ understanding of the goals for using these systems to engage in revision for supporting their 
learning and development. 
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